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Abstract

As large language models (LLMs) continue to
improve, their evaluation increasingly centers
on complex, high-level tasks, often at the ex-
pense of systematically assessing fundamental
capabilities. To address this gap, recent work
proposed LMentry, a compact benchmark com-
prising tasks that are trivial for humans but
remain surprisingly difficult for LLMs. How-
ever, LMentry is limited to English, leaving
its insights linguistically narrow. In this pa-
per, we present Multi-LMentry, a ground-up
recreation of LMentry that enables systematic
evaluation of LLMs on basic reasoning and un-
derstanding tasks across nine diverse languages.
Multi-LMentry includes English and expands
to Basque, Brazilian Portuguese, Catalan, Gali-
cian, German, Italian, Korean, and Spanish, em-
phasizing the importance of cross-lingual and
low-resource settings. To validate that Multi-
LMentry is still trivial for humans, we demon-
strate that L2 speakers with only elementary
proficiency achieve near-perfect scores in a low-
resource language, namely, Basque. Through
extensive experiments, we reveal that state-of-
the-art open-weight multilingual LLMs still
fall short of human performance on elementary
tasks in many languages. Our results expose
new failure modes that remain hidden in mono-
lingual evaluation, underscoring the need for
rigorous, language-diverse “unit tests” of core
model abilities.

1 Introduction

LLMs have shown remarkable performance across
various complex tasks, including open-domain
question answering, summarization, and reason-
ing. However, such success often overshadows
fundamental model capabilities that underlie more

* Equal contribution. Correspondence to:
conia@diag.uniromal.it and javier.aulablasco@bsc.es

complex reasoning processes. LMentry (Efrat et al.,
2023) was proposed as a compact benchmark to test
these “basic skills,” using tasks that are trivial for
humans—such as selecting which word is longer
or producing a short sentence containing a target
word—and systematically revealing surprising fail-
ure cases in LLMs that, at that time, represented the
state of the art in the field, such as GPT-3 (Brown
et al., 2020) and InstructGPT (Ouyang et al., 2022).
However, LMentry was designed specifically for
English, which is a significant limitation given the
emerging multilingual capabilities of state-of-the-
art LLMs.

To fill this gap, we introduce Multi-LMentry,
a new resource built from scratch to cover eight
new languages in addition to English.! Specifi-
cally, we target both high-resource (e.g., German,
Spanish) and low-resource languages (e.g., Basque,
Galician), allowing us to identify performance bot-
tlenecks and language-specific weaknesses in these
simple tasks. Furthermore, many of the newly in-
cluded languages exhibit unique morphological, or-
thographic, and syntactic properties, increasing the
range of challenges and exposing previously over-
looked model failures. Our experiments demon-
strate that, although leading open-weight multi-
lingual LLMs obtain remarkable results on com-
plex multilingual benchmarks, they still struggle to
achieve human-level consistency in the “elemen-
tary” tasks of Multi-LMentry, showing significant
performance gaps across languages. Serving as a
“unit test” for LLMs, Multi-LMentry offers a clearer
perspective on the reliability of models before scal-
ing them up or deploying them in real-world multi-
lingual and cross-lingual applications. We release
Multi-LMentry to the community and encourage its

'We release code and data at https://github.com/
langtech-bsc/multi_lmentry under CC BY-SA 4.0.
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use as a baseline diagnostic tool, complementing
other multilingual benchmarks by focusing on the
essential building blocks of language understand-
ing. The main contributions of our work are:

e Multilingual extension of LMentry: We
present new versions of the original LMen-
try tasks in Basque, Brazilian Portuguese,
Catalan, Galician, German, Italian, Korean,
and Spanish, covering both high- and low-
resource languages.

* Open-source benchmark: We openly release
Multi-LMentry to the community, providing
a ready-to-use, extensible evaluation suite for
testing elementary yet necessary abilities that
all multilingual LL.Ms should have.

» Extensive LLM Evaluation: Using our pro-
posed benchmark, we conduct a comprehen-
sive evaluation of a wide range—from 360M
to 14B—of LLMs, highlighting their perfor-
mance on elementary-level tasks across nine
different languages, showing important limi-
tations of state-of-the-art LLMs.

2 Related Work

The evaluation of LLMs has usually focused on per-
formance in more and more complex tasks. While
these benchmarks offer insights into large-scale
model capabilities, they can also mask some of
their underlying weaknesses. In response, recent
benchmarks have shifted toward more interpretable,
small-scale tasks, which often expose unexpected
brittleness in models previously considered “near-
perfect” on ostensibly simple objectives.

LMentry and “Elementary” Language Tasks.
LMentry (Efrat et al., 2023) specifically addresses
this gap by focusing on tasks trivial for humans, i.e.,
that only require elementary-level language skills.
Their findings highlight that even state-of-the-art
English LLMs exhibit substantial errors when faced
with tasks that a typical elementary/primary school
student would solve flawlessly (e.g., counting let-
ters, identifying which word in a short list belongs
to a certain category). However, LMentry is de-
signed to be an English-only benchmark. In con-
trast, Multi-LMentry refines the benchmark content
by extending tasks to eight different new languages
whenever possible,> while also improving the eval-

’Not all tasks can be ported from English to other lan-

guages due to linguistic differences, e.g., homophone words
are common in English but an exception in Italian.

uation setup and methodology.

Multilingual Benchmarks. In recent years, sev-
eral multilingual benchmarks have been introduced,
such as XTREME (Hu et al., 2020), XGLUE
(Liang et al., 2020), and XNLI (Conneau et al.,
2018), focusing on cross-lingual natural language
inference, question answering, and classification.
More recently, benchmarks to evaluate multilin-
gual LLMs have become more common, including
GlobalMMLU (Singh et al., 2025), which extends
MMLU (Hendrycks et al., 2021) to multiple lan-
guages, and MultiLoKo (Hupkes and Bogoychev,
2025), which provides culture-specific questions in
several languages. However, these datasets focus
on higher-level tasks and do not specifically isolate
or test fundamental linguistic capabilities, nor do
they target orthographic or morphological phenom-
ena that can derail performance on simpler tasks.
Multi-LMentry aims to fill these gaps by focus-
ing on trivial tasks that demand minimal language
understanding across diverse languages, including
Basque and Galician, which feature unique linguis-
tic properties.

Regex-Based Evaluation. To evaluate genera-
tive models on open-ended benchmarks, automatic
scoring with manually defined regular expressions
(regex) remains a widely adopted approach. Regex-
based evaluation is fast, inexpensive, interpretable,
and straightforward to implement, making it a prac-
tical choice for many tasks. Benchmark creators
typically define a set of regex rules that capture
expected output formats, as seen in datasets like
GSMBSK (Cobbe et al., 2021). Recent work has
highlighted both the strengths and limitations of
regex-based evaluation pipelines (Molfese et al.,
2025), and compared them against LLM-based an-
swer extraction methods (Yu et al., 2025). These
studies suggest that well-crafted, regex-based scor-
ing can perform competitively, while avoiding the
computational cost and potential biases introduced
by large language models.

LLM-as-a-Judge Evaluation. An increasingly
popular alternative is to use LLMs-as-a-Judge
(Zheng et al., 2023), where strong models are
prompted with carefully designed evaluation guide-
lines. However, state-of-the-art closed-source
judges are costly to deploy, while high-quality
open-source judges are largely developed and val-
idated in English (Lee et al., 2024; Kim et al.,
2024), with their multilingual capabilities remain-
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ing both limited and understudied (Barnes et al.,
2025). This restricts their applicability and relia-
bility in multilingual settings. While recent efforts
have extended LLM-based judges to multiple lan-
guages (Pombal et al., 2025), notable gaps remain.
For instance, M-Prometheus is trained on six lan-
guages (Chinese, English, French, Greek, Hindi,
and Portuguese) and evaluated on over thirty, yet
open-source judges still perform suboptimally in
mid- and low-resource languages such as Catalan,
Basque, or Korean. Moreover, the strongest mul-
tilingual judges typically rely on large backbones
(e.g., 14B parameters), substantially increasing de-
ployment costs. Given these limitations, and with
the goal of offering a lightweight and easy-to-use
evaluation suite, Multi-LMentry adopts a manually
curated set of multilingual regex rules. We further
supplement these automated approaches with man-
ual annotation for English and Basque, allowing
us to perform a more nuanced study that balances
scalability, flexibility, and reliability.

Overall, by focusing on minimal tasks in multi-
ple languages and refining the scoring methodol-
ogy, Multi-LMentry helps ensure that basic linguis-
tic aptitudes are no longer overlooked in the race
toward ever more sophisticated Al benchmarks.

3 Multi-LMentry

In this section, we present Multi-LMentry, our man-
ual multilingual extension of the original LMentry
framework. We describe the task design and adap-
tation process, the evaluation methodology, and the
statistics of the benchmark.

3.1 Languages in Multi-LMentry

Multi-LMentry extends the original LMentry
framework (Efrat et al., 2023) by expanding its
elementary-level language tasks across eight addi-
tional languages beyond English: Basque, Brazil-
ian Portuguese, Catalan, Galician, German, Italian,
Korean, and Spanish. This multilingual expansion
provides a valuable tool for evaluating the cross-
linguistic capabilities of LLMs.

Following previous studies (Joshi et al., 2020),
we distinguish between languages according to the
availability of publicly accessible resources, es-
pecially considering their representation in large
text corpora (Nguyen et al., 2024; Weber et al.,
2024; Burchell et al., 2025) and the availability of
language-specific models. Therefore, our set of
eight languages, together with English, are repre-

sentative of three distinct groups of similar size:
(1) low-resource languages (Catalan, Galician, and
Basque); (2) mid-resource languages (Italian, Ko-
rean, and Brazilian Portuguese); and (3) high-
resource languages (English, Spanish, and Ger-
man). The inclusion of low-resource languages
is particularly significant, as it allows us to inves-
tigate the performance of LLMs in settings where
data is scarce and analyze how well these mod-
els can generalize across languages with limited
resources and linguistic diversity.

3.2 Task Design and Adaptation

The original LMentry framework comprises 25
elementary-level tasks, ranging from simple sen-
tence construction to contextual word selection. Ta-
ble 1 presents the complete task inventory with
corresponding example prompts. Each of these
tasks was systematically implemented across all
nine languages in our extended framework, except
for a few tasks that were not applicable to certain
languages, e.g., the Rhyming word task; we provide
a comprehensive overview of all the tasks that we
implemented in each language and the correspond-
ing number of samples in Table 54.

The original LMentry tasks were designed to
operate within specific linguistic constraints, and
we preserved these constraints in our multilingual
extension. Each task was designed to be: (1) eas-
ily solvable by native speakers, (2) independent of
domain-specific knowledge, (3) concise, and (4)
suitable for straightforward automatic evaluation.
In creating each task of Multi-LMentry for each
language, we involved native speakers of the tar-
get languages to ensure that data collection and
task design were linguistically sound and culturally
relevant. This process involved the following steps:

* Data Creation: It is important to note that,
while the goal of Multi-LMentry is to cre-
ate a multilingual version of LMentry, Multi-
LMentry is not a direct translation of the
original LMentry. Indeed, to ensure that we
avoided any errors, ambiguity, or potential bi-
ases, we manually recreated the data in each
language.

» Task Adaptation: We adapted the original
LMentry tasks to fit the linguistic character-
istics of each target language. This involved
modifying the task prompts and evaluation
criteria to ensure they were appropriate for
the target language, e.g., the Ends with letter
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Task Example

Sentence containing word

Write a sentence that contains the word “cats”:

Sentence not containing word

Write a sentence that doesn’t contain the word “happy”:

IR

Word containing letter Write a word that contains the letter “s”:

Word not containing letter

Write a word that doesn’t contain the letter “t”:

”

Most associated word

Of the words “skirt”, “pants”, “jacket”, “dog”, and “jeans”, what is the word most commonly associated with “animals™?

s

Least associated word

Of the words “banana”, “motorcycle”, “mango”, “lemon”, and “strawberry”, what is the word least associated with “fruit”?

<

Any words from category Are any of the words “rabbit”, “car”,

cat”, “mouse”, or “bird” types of vehicles? Answer either “yes” or “no”.

All words from category

Are all the words “chair”, “bed”, “table”, “desk”, and “sofa” types of furniture? Answer either “yes” or “no”.

First alphabetically

In an alphabetical order, which of the words “book” and “water” comes first?

More letters

Which word has more letters, “city” or “drink”?

Less letters

Which word has fewer letters, “day” or “computer”?

Bigger number ‘Which number is bigger, 147 or 246?

Smaller number ‘Which number is smaller, 278 or 8027

Rhyming word

Which word rhymes with the word “try”, “food” or “cry”?

Homophones

Of the two words “eight” and “mouth”, which one sounds more like “ate”?

Word after in sentence

In the sentence “The door was pushed open”, which word comes right after the word “was”?

Word before in sentence

In the sentence “You may pick any flower”, which word comes right before the word “any”?

Sentence starting with word

Write a sentence that starts with the word “trains”:

Sentence ending with word

Write a sentence that ends with the word “today’:

Word starting with letter Write a word that starts with the letter “e”:

Word ending with letter Write a word that ends with the letter “h™:

First word of the sentence

What is the first word of the sentence “Everyone hoped that she would sing”?

Last word of the sentence

What is the last word of the sentence “There is a bench for you to sit on”?

First letter of the word

What is the first letter of the word “apples”?

Last letter of the word

What is the last letter of the word “piano”?

Table 1: Examples of the 25 tasks that are included in Multi-LMentry. Each task has three different templates.
Templates are phrased either as an instruction, or as a question. Templates are instantiated with arguments (in blue).
Full details on task templates and arguments are in Appendix A.3.

task was adapted to account for the different
alphabetic systems and orthographic rules of
each language.

During the task adaptation process, annotators
were encouraged to provide feedback on the task
design and implementation, allowing for iterative
improvements. Each task originally included three
distinct templates to ensure broader linguistic cov-
erage. As part of our annotation process, we refined
the original English templates to better align with
our experimental setting. These adapted templates
were then manually translated into the eight tar-
get languages. The English templates are provided
in Appendix A.3.

3.3 Evaluation Methodology

Trivial Tasks should be Trivial for LLMs. We
build Multi-LMentry for zero-shot evaluation: no
in-context samples should be given to facilitate
the task for the models under evaluation, and no
further training or fine-tuning should be performed
on the models, in line with the original LMentry
framework. This approach allows us to assess the

models’ performance on the tasks without any prior
exposure to the specific task formats or examples.
By maintaining a zero-shot evaluation setup, we
ensure that our benchmark remains a true test of the
models’ capabilities, rather than a measure of their
ability to memorize or adapt to specific examples
or prompts. Indeed, few-shot examples and fine-
tuning are known to bias predictions (Si et al., 2023;
Molfese et al., 2025).

What is the Answer? Due to the trivial nature
of the task, the answers are often very simple. The
fact that the answers have a very simple structure
allows us to use regex-based evaluation, adopting
a similar approach to the original LMentry frame-
work as well as other generative benchmarks, such
as GSM8K and MATH. In this way, we can eval-
uate the models’ performance without imposing
any constraints on the answer’s structure. In Multi-
LMentry, we define approximately 10 regex pat-
terns per task, which are used to evaluate the mod-
els’ outputs. The regex patterns are specifically
designed for each language independently in order
to accommodate variations in the answers while
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still ensuring that they meet the criteria for correct-
ness.

Can Regex Patterns Capture All Valid Answers?
It is important to note that regex-based evaluation
is not without its limitations. While regex patterns
can capture a wide range of valid answers effec-
tively, they may also miss some correct outputs that
do not conform to the predefined patterns. For ex-
ample, in languages with rich morphology or com-
plex syntactic structures, the same answer may be
expressed in multiple ways, making it challenging
to create comprehensive regex patterns that cover
all possibilities.

To assess the reliability of our evaluation method-
ology, we conduct targeted agreement analysis with
human annotations in English and Basque, the lat-
ter being a morphologically and syntactically richer
language. To do so, we examined cases where hu-
man annotations agree with the regex-based pattern
recognition in assessing the correctness of an LLM-
generated answer. We validate our regex scoring
mechanism by examining 1,000 randomly sam-
pled predictions per task across random models,
avoiding bias toward any particular model family
or architecture. Our analysis shows that, in English
we have an accuracy agreement of 90.8% and a
Cohen’s Kappa of 0.80 (usually interpreted as in
between Almost Perfect Agreement and Substan-
tial Agreement), indicating reliable performance
of regex patterns. Additionally, for Basque we
observe an accuracy agreement of 81.4% and a
Cohen’s Kappa of 0.54 (Moderate Agreement), in-
dicating that regex patterns are fairly reliable even
for this language. Additional results per task are
reported in Appendix A.6.

Therefore, especially in view of the results
discussed in Section 5, we can conclude that
regex-based evaluation is a reliable and efficient
method for evaluating the performance of LLMs
on elementary-level tasks in multiple languages,
especially given the current limitations of LLM-as-
a-Judge approaches, as discussed in Section 2, and
the cost of using closed-source LLMs as judges.’

Metrics. We evaluate the models’ predictions
using the canonical accuracy metric (percentage
of correctly predicted labels) and LMentry-Score

3 At the time of writing, the cost of using OpenAI’s o1-mini
to evaluate 10 models on all the languages is around $5,000.
This is a significant cost for a single evaluation, especially
considering that the same evaluation would need to be repeated
for each new model or language.

(LMS), which is computed multiplying the ac-
curacy, over each task, by the robustness score.
LMentry-Score was introduced in the original pa-
per of LMentry (Efrat et al., 2023), where the au-
thors defined the robustness based on four aspects:
(1) argument order, (2) argument content, (3) tem-
plate, and (4) adjacent tasks, over the LMentry
tasks. Robustness measures the stability in accu-
racy scores between tasks grouped according to the
specified aspects. More details about robustness
score are reported in Appendix A.2.

Human Baselines. To assess the fundamental
simplicity of our multilingual benchmark, we con-
ducted manual evaluations with native speaker an-
notators for each language, who analyzed 20 ex-
amples per task, and confirmed that human na-
tive speakers have nearly-perfect ability to solve
the benchmark. Moreover, to further assess the
elementary-level accessibility of our proposed mul-
tilingual version of LMentry, we recruited three
beginner-level non-native learners of Basque to
complete a significative subsample of the bench-
mark (details available in Appendix A.4). Even
in this case, these second language learners were
able to solve the task with 96% accuracy, demon-
strating that (1) our benchmark represents a unique
collection of tasks that are trivial for humans yet
suitable for assessing the basic linguistic capabili-
ties of LLMs, and (2) data scarcity should not be a
discriminating factor for truly “intelligent” LLMs.

Statistics. Multi-LMentry is composed of a set
of 25 tasks per language. Each task is formulated
in different ways or subtasks in order to assess all
four robustness aspects of evaluated models (see
Appendix A.2). The number of total samples per
language is reported in Table 2. Multi-LMentry
represents a rich benchmark of nearly 1M samples
made up of equal numbers from each of the nine
languages. Additional statistics can be found in
Appendix A.7.

4 Experimental Setup

We evaluated a diverse set of instruction-tuned
LLMs, having found in preliminary tests that, un-
surprisingly, base models tend to complete the text
rather than answer the question. As shown in Ta-
ble 3, our selection includes models ranging from
360M to 14B parameters; this is in order to assess
how performance on elementary tasks scales with
model size. We categorize the evaluated models
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Language Lang. Code Num. Samples
Basque EU 105,279
Brazilian Portuguese PT_BR 106,980
Catalan CA 108,090
English EN 110,703
Galician GL 106,062
German DE 110,040
Italian IT 105,690
Korean KO 95,799
Spanish ES 107,601
Total 956,244

Table 2: Samples per language in Multi-LMentry.

Model Name Size  Languages
Open-Weight Multilingual Models
meta-llama/Llama-3.2-1B 1B Multi.
Qwen/Qwen2.5-1.5B-Instruct 1.5B Multi.
meta-llama/Llama-3.2-3B 3B Multi.
Qwen/Qwen?2.5-3B-Instruct 3B Multi.
meta-llama/Llama-3.1-8B-Instruct 8B Multi.
Qwen/Qwen?2.5-14B-Instruct 14B Multi.
microsoft/phi-4 14B Multi.
Open-Data Multilingual Models
utter-project/EuroLLM-1.7B-Instruct 1.7B Multi.
BSC-LT/salamandra-2b-instruct 2B Multi.
BSC-LT/salamandra-7b-instruct 7B Multi.
sapienzanlp/Minerva-7B-instruct-v1.0 7B Multi.
occiglot/occiglot-7b-eu5-instruct 7B Multi.
utter-project/EuroLLM-9B-Instruct 9B Multi.
Language-Specific

HuggingFaceTB/SmolLM2-360M-Instruct 360M EN
HuggingFaceTB/SmolLM2-1.7B-Instruct 1.7B EN
occiglot/occiglot-7b-es-en-instruct 7B ES
swap-uniba/LLaMAntino-3-ANITA-8B-Inst-DPO-ITA 8B IT
HiTZ/Latxa-Llama-3.1-8B-Instruct 8B EU

Table 3: Size and languages of selected models.

into three distinct categories:

Open-Weight Multilingual LLMs: The authors
declared that these LLLMs are trained on multilin-
gual data, but the sources and composition of the
pre-training and post-training data is not known.
Among these models, we select Qwen-2.5 (Team,
2024), the Llama-3 (Grattafiori et al., 2024) family,
and Phi-4 (Abdin et al., 2024), since they represent
the state of the art at the time of writing.

Open-Data Multilingual LLMs: These LLMs
are trained on multilingual data whose sources and
composition are documented. In our selection of
open-data multilingual LLMs we prioritize models
with permissive licenses, including EuroLLM (Mar-
tins et al., 2024, 2025), Salamandra (Gonzalez-
Agirre et al., 2025), Minerva (Orlando et al., 2024),
and Occiglot-eu.

Language-Specific LLMs: These LLMs are
trained for (or adapted to) a specific language. We

select the following models: SmolLM2 (Allal
et al., 2025), a family of small models trained on
English data; Occiglot-es-en, a Spanish adaptation
of Mistral-7B; ANITA (Polignano et al., 2024), an
Italian adaptation of Llama-3.1-8B-Instruct; and
Latxa (Sainz et al., 2025), a Basque adaptation of
Llama-3.1-8B-Instruct.

This categorization helps us analyze how
multilingual and language-specific LLMs perform
on Multi-LMentry across different languages. This
approach can provide insights into how training
data composition affects model capabilities on
elementary-level tasks across diverse languages.

5 Results and Discussion

In what follows, we divide our analysis over dif-
ferent aspects: first, we provide an overview of
the general results, showing the brittleness of cur-
rent multilingual LLMs; second, we analyze the
performance of various LLMs of different sizes;
third, we discuss the gap between open-weight and
open-data LLMs.

5.1 Main Results

We report LMS and accuracy for each model over
the nine languages in Multi-LMentry in Table 4.
We observe that, on average, current LLMs achieve
stronger results in English. With an average LMS
score of 48.6% and average accuracy of 59.9%,
there is a significant gap between English and all
the other languages (at least 8 points in LMS and
13 points in accuracy, compared to the second-best
language). This result reinforces the idea that there
is still a strong bias toward English among LLMs,
which persists even for the simple tasks in Multi-
LMentry.

What is less straightforward are the scores of the
other languages. We observe that the second-best
performing language on average is Korean, which
can be considered counterintuitive, especially since
we do not include any Korean-specific LLM or any
LLM that has been reported to have been trained on
significant quantities of Korean data. We hypothe-
size that this result may depend on certain linguistic
features — linked to elementary tasks — specific to
Korean. Despite being a high-resource language,
German is the most challenging one, with an av-
erage LMS of 17.2% and an average accuracy of
20.7%. All models struggle to reach satisfying re-
sults, as the best LMS is only 32.9%. We argue
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Model EN ES DE 1T KO PTsr CA GL EU

LMS Acc. LMS Acc. LMS Acc. LMS Acc. LMS Acc. LMS Acc. LMS Acc. LMS Acc. LMS Acc.
Open-Weight Multilingual Models
Llama-3.2-1B 587 704 | 41.8 50.8 | 145 162 | 252 309 | 481 544 264 352 | 291 357 | 250 292 | 101 11.2
Qwen2.5-1.5B 422 57.1 | 33.0 427 | 184 214 | 257 325 | 520 578 250 305 | 332 404 | 266 31.8 | 102 117
Llama-3.2-3B 71.0 843 | 492 634 | 202 246 | 288 375 | 492 556 425 536 | 37.1 521 | 320 374 | 33.8 423
Qwen2.5-3B 56.6 71.1 | 40.5 53.6 | 232 299 | 342 452 | 53.0 59.1 364 468 | 377 49.0 | 280 359 | 150 183
Llama-3.1-8B 715 883 | 51.7 669 | 165 193 | 402 500 | 51.6 599 40.1 528 | 374 50.0 | 323 393 | 36.6 45.1
Qwen2.5-14B 776 88.6 | 532 66.6 | 274 339 | 379 488 | 57.0 604 434 552 | 443 572 | 350 429 | 292 370
phi-4 782 892 | 56.0 67.7 | 238 292 | 383 47.8 | 595 625 427 529 | 491 603 | 392 473 | 341 430
Open-Data Multilingual Models
EuroLLM-1.7B 329 427 | 30.1 366 | 13.0 153 | 322 392 | 492 559 253 316 | 17.0 214 | 246 294 8.8 9.3
salamandra-2b 252 300 | 19.1 222 | 175 197 | 17.6 20.6 4.7 49 200 220 | 213 227 | 180 205 | 149 177
salamandra-7b 345 444 | 258 309 | 201 246 | 257 320 | 11.1 120 275 346 | 287 353 | 27.7 322 | 21.1 258
Minerva-7b 325 415 | 296 372 | 131 153 | 26.1 312 | 420 48.0 272 337 | 21.1 245 | 209 253 52 54
occiglot-7b-eu5 266 400 | 287 375 | 131 157 | 214 272 | 158 179 241 303 | 156 18.1 9.7 10.8 9.0 10.1
EuroLLM-9B 439 602 | 375 484 | 136 167 | 205 27.1 | 515 561 273 352 | 31.0 406 | 23.8 299 | 121 1338
Language-Specific Models

SmolLM2-360M | 31.6 40.3 | 241 30.0 8.0 89 | 180 210 | 489 565 193 229 7.8 83 | 17.7 209 5.0 52
SmolLM2-1.7B 438 590 | 328 446 | 143 172 | 29.0 381 | 373 452 341 441 | 284 387 | 250 33.1 59 6.2
occiglot-7b-es-en | 38.9 525 | 337 434 8.5 94 | 197 241 | 222 247 206 259 | 149 172 7.0 7.3 83 9.0
ANITA-8B 709 835 | 623 768 | 329 426 | 613 751 | 365 426 588 739 | 59.1 71.0 | 50.7 645 | 372 470
Latxa-8B 704 838 | 457 613 | 181 21.0 | 33.6 437 | 51.2 565 332 435 | 33.0 428 | 320 393 | 509 624
Average | 486 599 | 373 47.1 | 172 207 | 29.1 364 | 40.7 456 312 393 | 296 37.1 | 259 314 | 191 230

Table 4: Results per model across language on Multi-LMentry tasks. Results are highlighted by language family:

high-resource , mid-resource , and low-resource .

Model | EN ES DE IT KO PIgg CA GL EU
Open-Weight Multilingual Models
Llama-3.2-1B 833 823 89.1 817 884 748 | 815 | 85.8 | 89.9
Qwen2.5-1.5B 73.8 771 859 79.1 900 81.8 | 822 | 83.6 | 86.8
Llama-3.2-3B 842 777 821 767 85 793 | 713 | 85.5 | 79.7
Qwen2.5-3B 796 755 716 758 897 778 | 77.0 | 78.1 | 82.0
Llama-3.1-8B 87.8 772 856 804 862 759 | 747 | 822 | 81.1
Qwen2.5-14B 87.6 800 810 77.6 945 78.6 | 774 | 81.6 | 79.0
phi-4 87.7 827 814 802 952 80.7 | 814 | 83.0 | 794
Open-Data Multilingual Models
EuroLLM-1.7B 77.0 82.1 84.8 823 88.0 80.0 | 79.7 | 83.5 | 93.7
salamandra-2b 84.1 859 885 857 967 908 | 93.7 | 87.8 | 84.3
salamandra-7b 778 837 82.0 803 919 795 | 81.2 | 86.0 | 81.8
Minerva-7b 782 797 855 837 87.6 80.6 | 86.1 | 824 | 96.2
occiglot-7b-eu5 664 76.6 836 789 883 79.5 | 86.6 | 90.1 | 89.0
EuroLLM-9B 729 713 8.1 755 91.8 715 | 764 | 795 | 874
Language Specific Models
SmolLM2-360M 785 803 904 857 86.6 844 | 934 | 848 | 96.6
SmolLM2-1.7B 742 734 833 760 825 773 | 733 | 753 | 95.3
occiglot-7b-es-en 742 77.6 90.0 82.0 89.7 793 | 86.4 | 94.8 | 92.6
ANITA-8B 850 81.1 774 81.6 857 79.6 | 833 | 787 | 792
Latxa-8B 840 746 860 77.0 906 763 | 772 | 814 | 815
Average 80.3 797 845 803 895 799 | 815|839 | 865

Table 5: Robustness results per model across language
on Multi-LMentry tasks. Results are highlighted by
language family: high-resource , mid-resource , and

low-resource .

that the nature of the language itself impacts the
scores of the models, as elementary-level syntactic
and semantic linguistic realizations in German can
be more challenging than in other languages due
to its complex morphology, compound word struc-
tures, and flexible word order. Other languages
exhibit varying performance levels. Notably, Span-
ish achieves an average LMS of 37.3%, which can
be attributed to the availability of Spanish data on
the Web. In contrast, Basque, being a low-resource
language, attains a very low LMS of 19.8%.
Interestingly, language adaptation plays a signif-
icant role: models adapted to a specific language

often report improved results in the target language
and also in the languages that are linguistically
close to the target language. For example, ANITA
achieves strong results in Italian, but also performs
well in Catalan, Galician, Spanish and Portuguese,
which are all Romance languages related to Italian.
We can observe a similar trend for Latxa in Basque.
This result highlights the usefulness of adapting
to specific languages to improve elementary-level
language abilities.

Robustness Scores. The robustness scores for
each model are reported in Table 5. Overall, the
models exhibit strong robustness across all lan-
guages, with average scores exceeding 80%. These
findings indicate that, regardless of the language,
the models remain consistently resilient across the
four robustness dimensions: (1) argument order,
(2) argument content, (3) template variation, and
(4) adjacent tasks. Notably, manual inspection of
less-than-perfect robustness scores reveals the pres-
ence of spurious correlations that models rely on
to solve elementary-level tasks, e.g., word length,
word frequency, most frequent senses.

5.2 Does Model Size Matter?

We distinguish between four categories of LLMs
based on their parameter count: i) Extra Small
(XS), with fewer than 2B parameters; ii) Small
(S), with fewer than 7B parameters; iii) Medium
(M), with fewer than 14B parameters; and iv) Large
(L), corresponding to models with 14B parameters.
Figure 1 shows a clear overall trend: larger models
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Figure 1: Averaged LMentry scores over different model
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different scales: Extra Small (XS, < 2B), Small (S,
< 7B), Medium (M, < 14) and Large (L, 14B).

generally yield better performance in English, Cata-
lan, and Basque, which aligns with expectations.
However, the scaling does not always hold true
for all the languages. For instance, in Italian, the
S models only show a modest improvement over
XS models, while M models do not outperform S
models by a significant margin, especially for open-
data models. This suggests that there is a wide gap
between linguistic capabilities and model size, and
that the performance of LLMs on elementary-level
tasks is not solely determined by the number of
parameters.

5.3 Open-Weight vs. Open-Data LLMs

To assess how model openness affects multilingual
performance, we compared LLMs over English
(high-resource) and Brazilian Portuguese (mid-
resource). As shown in Figure 2, clear perfor-
mance gaps exist between open-weight and open-
data models across languages. This finding high-
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Figure 2: LMentry-Scores averaged across two lan-
guages, English (high-resource) and Brazilian Por-
tuguese (mid-resource). Left: open-weight models.
Right: open-data models.

lights the value of Multi-LMentry and the signif-
icant gap that open research must bridge to reach
the performance level of commercial models on
elementary linguistic tasks across languages.

5.4 Accuracy per Task

We analyze how LLMs handle elementary-level
tasks using the Multi-LMentry benchmark. Fig-
ure 3 shows average accuracies across all the mod-
els (Table 3) for English. Results reveal strong vari-
ation: some tasks reach high performance (above
80%), while others remain very low (around 25%).
These discrepancies underscore the value of task-
type distinctions in elementary benchmarks—tasks
that are trivially solvable by humans (even L2
speakers) but remain challenging and unevenly
solved by current models. To extend the analy-
sis, Table 6 reports the top and bottom five tasks
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‘ Open-Weight Multilingual Models

Open-Data Multilingual Models

Lang. | Top 5 Bottom 5 | Top 5 Bottom 5
‘starts with letter’ ‘ends with letter’ ‘sentence containing’ ‘thyming word’
“first letter’ ‘ends with word’ “first letter’ ‘word before’
EN ‘word containing’ ‘rthyming word’ “first word’ ‘ends with letter’
‘sentence not containing’ ‘homophones’ ‘sentence not containing’ ‘ends with word’
“first word’ ‘word before’ ‘any words from category’ ‘homophones’
‘sentence not containing’ ‘ends with letter’ ‘sentence containing’ ‘last word’
‘sentence containing’ ‘rthyming word’ ‘sentence not containing’ ‘thyming word’
IT ‘starts with letter’ ‘word before’ ‘all words from category’ ‘word before’
‘less letters’ ‘homophones’ ‘any words from category’  ‘ends with word’
“first alphabetically’ ‘most associated word’ ‘word not containing’ ‘homophones’

Table 6: Tasks ranked by average accuracy, for English and Italian. The names of the top- and bottom-ranked five

tasks are shown, based on accuracy scores computed from open-weight and open-data models.

by average accuracy, comparing open-weight and
open-data multilingual models for English (high-
resource) and Italian (mid-resource) languages.
Interestingly, low-scoring tasks are stable across
openness types within a language. Homophones
and rhyming word consistently appear among the
hardest tasks across all settings, highlighting persis-
tent challenges for LLMs in handling phonetic as-
pects of written language. Moreover, this evidence
suggests that model openness does not significantly
affect the relative ranking of task difficulty, espe-
cially for the most difficult tasks, but mostly the
absolute performance levels.

6 Conclusion

This paper introduces Multi-LMentry, the first mul-
tilingual benchmark for elementary-level tasks,
covering nine diverse languages: Basque, Brazilian
Portuguese, Catalan, Galician, German, English,

Korean, and Spanish. Our validation confirms the
benchmark’s accessibility, as even elementary-level
L2 Basque speakers solve these tasks with near-
perfect accuracy. Despite their success on complex
tasks, our evaluation of 18 state-of-the-art LLMs
reveals that none achieve human-comparable per-
formance on these elementary tasks. Results con-
sistently show lower performance in non-English
languages, with a significant gap between open-
weight and open-data models. These findings chal-
lenge claims about LLM capabilities and high-
light the need for continued research in multilin-
gual contexts. Future work should expand Multi-
LMentry to include additional low-resource lan-
guages, where performance gaps are most pro-
nounced. We hope that this benchmark will serve
as a valuable resource for researchers and practi-
tioners, enabling them to better understand the lim-
itations and capabilities of LLMs in multilingual
settings.
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Limitations

While our Multi-LMentry benchmark represents a
significant advancement in multilingual evaluation
of elementary language capabilities, we acknowl-
edge several limitations that present opportunities
for future research.

¢ Evaluation methodology limitations. Our
benchmark relies on manually curated regex
patterns for evaluation. Although this ap-
proach provides transparency and efficiency,
it faces challenges with morphologically rich
languages like Basque, where we observed
only moderate agreement (Cohen’s Kappa of
0.54) compared to human evaluation. Fu-
ture work could explore hybrid evaluation
approaches that combine regex patterns with
lightweight, language-specific LLM-as-judge
methods, particularly focusing on improving
evaluation for low-resource languages.

* Language coverage constraints. While we
include nine diverse languages spanning dif-
ferent resource levels and linguistic families,
this represents only a fraction of the world’s
languages. Future extensions should priori-
tize languages with distinct linguistic prop-
erties (e.g., tonal languages, polysynthetic
languages) and extremely low-resource lan-
guages that are currently underrepresented in
LLM research.

* Model size constraints. Our analysis was
constrained to models up to 14B parameters
due to computational limitations. Expand-
ing evaluation to larger models (>70B pa-
rameters) and closed-source commercial mod-
els would provide more comprehensive in-
sights into how elementary capabilities scale
with model size. Additionally, evaluating
instruction-tuned models specifically aligned
for multilingual understanding could reveal
whether alignment techniques can narrow the
performance gaps we observed.

* Error analysis depth. While we identify per-
formance gaps across languages, our work
would benefit from more fine-grained error
analysis across specific tasks and languages.
Future work should systematically categorize
error patterns to better understand which ele-
mentary capabilities are most challenging for
models in different linguistic contexts.

* Reasoning approaches. We did not include
models that incorporate explicit reasoning pro-
cesses (e.g., as in (DeepSeek-Al et al., 2025)).
As these models have shown promise on com-
plex tasks, investigating their performance on
elementary tasks could reveal whether explicit
reasoning helps or hinders performance on
seemingly simple linguistic operations. Fu-
ture research could compare chain-of-thought
approaches with direct responses on Multi-
LMentry tasks.

We believe that addressing these limitations de-
serves further investigation and will contribute to a
more comprehensive understanding of LLM capa-
bilities in multilingual contexts.
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A Appendix

A.1 System Prompts

In out experiments we used only instruction tuned
LLMs that use a chat template with a mandatory
system prompt. The detailed list of system prompts
is available at Table 7.

A.2 Detailed Information about
Robustness-score

For the sake of clarity we report the details on how
Robustness score is computed over all the tasks in
Multi-LMentry, following the details defined in the
original LMentry effort (Efrat et al., 2023)

Multi-LMentry measures four aspects of robust-
ness (1) argument order, (2) argument content, (3)
template, and (4) adjacent tasks. The overall robust-
ness is computed as the average over four different
aspects. As original LMentry tasks are diverse in
form, not every robustness aspect can be measured
on every task. Each robustness aspect is calculated
as the mean over all the tasks to which it applies.
On an individual task, the robustness aspect is the
largest accuracy gap between any two cases (c; and
c;) the aspect considers:

100 — max |acc(c;) — ace(cj)|
i#]

Argument Order We measure argument order
robustness on tasks where the correct answer is
one or other of the two given arguments. These
tasks are: more letters, less letters, first alphabeti-
cally, rhyming word, homophones, bigger number,
smaller number.

Argument Content Argument content robust-
ness is the accuracy gap between different argu-
ment subsets of the same task, where the difference
between the subsets is naive from a human perspec-
tive. We measure argument content robustness on
six tasks. For each of these tasks, a sub-task from
each argument subset is also measured in order
to increase the statistical power. The tasks from
which Argument Content robustness is computed
are listed and detailed in Table 8.

Template Robustness Template Robustness is
measured on all LMentry tasks, for each language.

Adjacent tasks “Adjacent tasks” is a pair of sim-
ilar tasks which differ in a specific aspect, e.g.,
sentence containing word and sentence not contain-
ing word, or more letters and less letters. Adjacent

tasks robustness is the mean accuracy gap over all
the pairs of adjacent tasks. We consider the follow-
ing pairs of adjacent tasks:

* any words from category, all words from cate-
gory

e most associated word, least associated word

e more letters, less letters

* bigger number, smaller number

* word after in sentence, word before in sen-
tence

* sentence starting with word, sentence ending
with word

* word starting with letter, word ending with
letter

* first word of the sentence, last word of the
sentence

* first letter of the word, last letter of the word

* sentence containing word, sentence not con-
taining word

* word containing letter, word not containing
letter

* sentence containing word, word containing
letter

* sentence not containing word, word not con-
taining letter

* sentence starting with word, word starting
with letter

* sentence ending with word, word ending with
letter

* first word of the sentence, first letter of the
word

* last word of the sentence, last letter of the
word

A.3 Templates per Tasks

All Multi-LMentry tasks are accompanied by mul-
tiple templates. These templates are listed in the
following tables, from Table 9 to Table 33. The
table descriptions also provide information about
the types of data used to construct the benchmark.
Only the English templates are shown; templates
for other languages were manually translated from
the English versions.
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Language System Prompt

English (EN) You are a helpful assistant. Answer concisely and correctly.

Italian (IT) Sei un assistente utile. Rispondi in modo conciso e corretto.

Catalan (CA) Ets un assistent ttil. Repon de forma concisa i correcta.

Spanish (ES) Eres un asistente ttil. Responde de forma concisa y correcta.

Basque (EU) Laguntzaile erabilgarri bat zara. Erantzun laburki eta zuzen.

Galician (GL) Vostede € un asistente ttil. Responde de forma concisa e correcta.

Korean (KO) FAL F83 Hx gdS sl oft ek Zha st A gehA Hs] FA L.
German (DE) Sie sind ein hilfreicher Assistent. Antworten Sie prézise und richtig.

Portuguese-BR (PT_BR)

Vocé é um assistente prestativo. Responda de forma concisa e correta.

Table 7: System prompts used for each language in our multilingual benchmark.

Task Argument Subset

more letters [len(w:) — len(w;

>3 (one of the words is longer than the other by at least 3 letters)
=1 (one of the words is longer than the other by exactly one letter)

)
[len(wi) — len(w2)
)

)
less letters ‘lenéwli — len(ws

>3 (one of the words is shorter than the other by at least 3 letters)
=1

[len(w:) — len(w2) (one of the words is shorter than the other by exactly one letter)
|w1[0] — w2[0]| > 13  (the first letters of wq and wo are at least 13 letters apart alphabetically)
Sfirst |w1[0] —w2[0]] > 1  (the first letters of w; and wo are different)
alphabetically  |w1[0] —w2[0]| =1  (the first letters of w1 and wo are different, but consecutive (e.g. c,d or p,0))
|w1[0] — w2[0]] =0 (w1 and wo have the same first letter)
N f th s bel h
any words one of the 5 words belong to the category

1 of the 5 words belongs to the category

t
from category 2 of the 5 words belong to the category

All 5 words belong to the category
4 of the 5 words belong to the category
3 of the 5 words belong to the category

all words
from category

The answer is orthographically similar to the query, and orthographically dissimilar from the distractor

rhyming word The answer is orthographically dissimilar from the query, and orthographically similar to the distractor

Table 8: The argument subsets of the tasks on which argument content robustness is measured.

A.4 Evaluation with Elementary L2 learners

To assess the elementary nature of our benchmark,
we conducted a human evaluation study with non-
native Basque learners. We recruited 3 annota-
tors, all female, aged 25-30, and with native Span-
ish language backgrounds. None were from the
Basque Country. All annotators had formal train-
ing in linguistics and possessed A2-level (CEFR)
proficiency in Basque, representing beginner to el-
ementary learners of the language. Before starting
the annotation process, all annotators were asked
to sign a consent. The evaluation used a test set
comprising 5 randomly sampled examples from
each task variant, totaling 195 examples. These ex-
amples were randomly distributed among the three
annotators, and were presented in the same format
as they were presented to the LLMs. The annota-
tors correctly answered 188 out of 195 examples
(96.41%). This performance by individuals with
elementary Basque language skills validates our
benchmark’s design as representing fundamental

linguistic capabilities, supporting its appropriate-
ness for evaluating the basic linguistic capabilities
of LLMs.

A.5 Results per Language

The detailed results for each language are presented
in Table 34 to Table 51, showing the accuracy of
each model across all tasks and their variations.
The corresponding average scores were discussed
in Section 5.

A.6 Agreement per Tasks

The agreement per task is reported in Tables 52
and 53 for English and Basque, respectively. As
shown by the results, English exhibits very high
agreement across most tasks. This high level
of agreement is generally preserved in Basque,
with the exception of a few tasks—namely, ends
with word, sentence containing, and start with
word—where model responses tend to be more
variable. These discrepancies in agreement scores
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Sentence Containing Word

Write a sentence that contains the word “word”:

Write a sentence using the word “word”:

Write a sentence containing the word “word”:

Table 9: The templates of the sentence containing word task. word is a basic word (CEFR level Al or A2 for each
language).

Sentence Not Containing Word

Write a sentence that doesn’t contain the word “word’:

Write a sentence without using the word “word”:

Write a sentence not containing the word “word”:

Table 10: The templates of the sentence not containing word task. word is a basic word (CEFR level Al or A2, for
each language).

highlight the need for further research in evaluation
methodologies, particularly in order to enable more
robust evaluation frameworks for low-resource lan-
guages.

A.7 Detailed Samples per Task

Table 54 reports the number of samples for each
task—and their variations—across different lan-
guages. A "—" indicates that a given task is not
implemented for a particular language. These vari-
ations arise from language-specific constraints; for
instance, some tasks could not be implemented due
to particularities for a specific language, such as
the rarity of homophones in Basque, which makes
it difficult to construct an appropriate benchmark.
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Word Containing Letter

Write a word that contains the letter “letter’:

Write a word using the letter “letter”:

Write a word containing the letter “letter”:

Table 11: The templates of the word containing letter task. letter is one of the possible letters for each alphabet in
the target language. This number vary with the language.

Word Not Containing Letter

Write a word that doesn’t contain the letter “letter”:

Write a word without using the letter “letter”:

Write a word not containing the letter “letter”:

Table 12: The templates of the word not containing letter task. letter is one of the possible letters for each alphabet
in the target language. This number vary with the language.

Most Associated Word

Of the words “w1”, “w2”, “ws”, “w4”, and “ws”, what is the word most commonly associated with “category”?

What is the word most related to the word “category” from the words “w;”, “w2”, “ws”, “w4”, and “ws"?

Of the following words, choose the word most commonly associated with the word “category” - “w1”, “w2”, “ws”, “wa”, “ws”:

Table 13: The templates of the most associated word task. category and w; through ws are taken from set of
categories manually curated for each language. One w; is from category, and the other four words are not.

Least Associated Word

Of the words “w1”, “w2”, “ws”, “w4”, and “ws”, what is the word least associated with “category”?

What is the word least related to the word “category” from the words “w1”, “ws2”, “ws”, “w4”, and “ws?

Of the following words, choose the word least associated with the word “category” - “w1”, “w2”, “ws”, “w4”, “ws”:

Table 14: The templates of the least associated word task. category and w, through ws are taken from set of
categories manually curated for each language. Four w;s are from category, and the remaining word is not.

Any Words From Category

Are any of the words “w1”, “w2”, “ws”, “w4”, and “ws” types of category? Answer either “yes” or “no”.

Do any of the words “w1”, “w2”, “ws”, “wa”, and “ws” represent category? Answer either “yes” or “no”.

Does the list [“wl”, “w2”, “an’ “'LU4”, «

ws”’] contain any category? Answer either “yes” or “no”.

Table 15: The templates of the any words from category task. The number of w;s that belong to the category is
either O or 1.

All Words From Category
Are all the words “w1”, “w2”, “ws”,

w4”, and “ws” types of category? Answer either “yes” or “no”.

Do the words “w1”, “w2”, “ws”, “w4”, and “ws” all represent category? Answer either “yes” or “no”.

Does the list [“w1”, “w2”, “ws”, “wa”, “ws’’] contain only category? Answer either “yes” or “no”.

Table 16: The templates of the all words from category task. category and wy through ws are taken from a set of
categories manually curated for each language. The number of w;s that belong to the category is either 4 or 5. For
the second and third templates, we use “items of clothing” instead of “clothes”.
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First Alphabetically

In an alphabetical order, which of the words “w1” and “w2” comes first?

In an alphabetical order, which word comes first, “w:” or “wg”?

Of the words “w;” and “ws”, which word comes first alphabetically?

Table 17: The templates of the first alphabetically task. Both w; and w, are basic word (CEFR level Al or A2, for
each language).

More Letters

Which word has more letters, “w1” or “ws”?

Which word is longer, “w:” or “ws”?

Of the words “w;” and “ws” which one has more letters?

Table 18: The templates of the more letters task. Both w; and ws are basic word (CEFR level Al or A2, for each
language). w; and wy never have the same number of letters. In addition, to prevent any ambiguity, w; never
contains the same letter more than once. To illustrate, “horse” is a valid w;, but “ball” or “present” are not.

Less Letters

‘Which word has fewer letters, “w;” or “ws”?

Which word is shorter, “w1” or “wsy”?

Of the words “w1” and “w2” which one has fewer letters?

Table 19: The templates of the less letters task. Both w; and wy are basic word (CEFR level Al or A2, for each
language). w; and ws never have the same number of letters. In addition, to prevent any ambiguity, w; never
contains the same letter more than once. To illustrate, “horse” is a valid w;, but “ball” or “present” are not.

Bigger Number

Which number is bigger, 1 or na?

Of the numbers n; and ng, which is bigger?

From the numbers n; and n2, write the bigger number:

Table 20: The templates of the bigger number task. Both n; and ny are integers from the range [10, 999] (inclusive).
n; and ny are never equal.

Smaller Number

‘Which number is smaller, ny or ns?

Of the numbers n; and ns, which is smaller?

From the numbers n1 and no, write the smaller number:

Table 21: The templates of the smaller number task. Both n, and no are integers from the range [10, 999] (inclusive).
ny and ny are never equal.

Rhyming Word

Which word rhymes with the word “query”, “w:” or “w2”?

CLT)

Which is a rhyme of the word “query”, “w:1” or “w2”?

Of the words “w,” and “ws”, which one rhymes with “query”?

Table 22: The templates of the rhyming word task. query, wi, and we are all basic words (CEFR level Al, A2, , for
each language). One of wy and ws rhymes with query, and the other does not.
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Homophones

Which word sounds like the word “query”, “w1” or “w2”?

bl

WO W w1 ws”, whi u i uery”]
Of the two words “w;” and “ws2”, which one sounds more like “ 79

Which is a homophone of the word “query”, “w:i” or “w>”?

Table 23: The templates of the homophones task. The homophones were manually curated by native speaker
annotators for each language. The authors further curated the data to avoid pronunciation ambiguities, the number
of homophones vary a lot for each language, this task is not implemented for Basque. One of w; and ws is a
homophone of query, and the other (the distractor) is not.

Word After In Sentence

In the sentence “sentence”, which word comes right after the word “word”?

In the sentence “sentence”, which word immediately succeeds the word “word”?

Which word comes right after “word” in the sentence “sentence”?

Table 24: The templates of the word after in sentence task. sentence is a sentence taken from a language specific
corpus in CommonVoice Delta 15 validated (Mozilla Foundation, 2025). query is a word from sentence, and
never its last word.

Word Before In Sentence

In the sentence “sentence”, which word comes right before the word “word”?

In the sentence “sentence”, which word immediately precedes the word “word’?

Which word comes right before “word” in the sentence “sentence”?

Table 25: The templates of the word before in sentence task. sentence is a sentence taken from a language specific
corpus in CommonVoice Delta 15 validated (Mozilla Foundation, 2025). query is a word from sentence, and
never its first word.

Sentence Starting With Word

Write a sentence that starts with the word “word’:

Write a sentence whose first word is “word”:

Write a sentence starting with “word”:

Table 26: The templates of the sentence starting with word task. word is a basic word (CEFR level A1l or A2, for
each language) that the authors determined can start a sentence.

Sentence Ending With Word

Write a sentence that ends with the word “word”:

Write a sentence whose last word is “word”:

Write a sentence ending with “word”:

Table 27: The templates of the sentence ending with word task. word is a basic word (CEFR level Al or A2, for
each language) that the authors determined can end a sentence.

Word Starting With Letter

Write a word that starts with the letter “letter”:

Write a word whose first letter is “letter”:

Write a word starting with “letter”:

Table 28: The templates of the word starting with letter task. letter is one of the available letters for each language.
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Word Ending With Letter

Write a word that ends with the letter “letter”:

Write a word whose last letter is “letter”:

Write a word ending with “letter”:

Table 29: The templates of the word ending with letter task. letter is one of the available letters for each language.

First Word Of The Sentence

What is the first word of the sentence “sentence”?

In the sentence “sentence”, what is the first word?

Write the first word of the sentence “sentence’:

Table 30: The templates of the first word of the sentence task. sentence is a sentence taken from a language specific
corpus in CommonVoice Delta 15 validated (Mozilla Foundation, 2025), using the same filtering procedure as
in the word after in sentence task.

Last Word Of The Sentence

What is the last word of the sentence “sentence”?

In the sentence “sentence”, what is the last word?

Write the last word of the sentence “sentence”:

Table 31: The templates of the last word of the sentence task. sentence is a sentence taken from a language specific
corpus in CommonVoice Delta 15 validated (Mozilla Foundation, 2025), using the same filtering procedure as
in the word after in sentence task.

First Letter Of The Word

What is the first letter of the word “word”?

Which letter does the word “word” start with?

Write the first letter of the word “word”:

Table 32: The templates of the first letter of the word task. word is a basic word (CEFR level Al or A2, for each
language).

Last Letter Of The Word

What is the last letter of the word “word”?

Which letter does the word “word” end with?

Write the last letter of the word “word’:

Table 33: The templates of the last letter of the word task. word is a basic word (CEFR level Al or A2, for each
language).
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Minerva-7b 1481 261 997 49.07 543 483 4533 4557 427 8223 364 67.07 52.17 7053 8477 125 4497 3927 41.13 4583
occiglot-7b-eu5 185 043 123 3313 310 63.17 6037 574 5557 7453 93 1833 4773 51.13 66.63 00 6513 453 538 51.27
EuroLLM-9B 3.7 127 027 33.63 27.13 59.57 5437 5233 504 986 283 873 2363 8937 97.07 22 8413 585 835 62.77
Language-Specific Models
SmolLM2-360M  7.41 2513 0.6 0.07 0.0 246 2557 2543 2543 577 627 583 3.63 4.5 5.57 0.0 20.83 2037 1737 17.27
SmolLM2-1.7B 27.78 34.87 203 700 2537 553 5397 4793 4327 1337 89.8 91.57 92.67 11.83 124 9.63 50.17 4723 49.0 46.83
occiglot-7b-es-en  7.41 0.8 1.97 3447 2173 5527 5373 53.17 4697 45 237 49 539 1527 246 0.0 40.5 37.13 30.63 237
ANITA-8B 59.26 925 8347 978 887 8127 775 7207 6883 94.87 3073 526 766 484 7323 40.67 4393 277 66.67 4447
Latxa-8B 926  38.1 39.0 406 1057 65.87 6503 64.6 541 7423 493 7417 86.83 229 442 0.07 9827 818 99.77 84.0

Table 35: Detailed accuracy results (%) for a subset of tasks in the Italian language
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Open-Weight Multilingual Models
Llama-3.2-1B 80.47 967 9259 3333 033 24 5417 5187 5557 487 5947 5353 6337 390 3255 58.07 103 16.67 26.03 51.28
Qwen2.5-1.5B 7943 927 95.06 91.36 1.4 2453 514 6147 1697 31.17 3353 500 237 239 339 4047 7.77 6.4 74 64.1
Llama-3.2-3B 9137 960 8889 71.6 1573 42.63 50.63 56.37 8223 8837 8597 5857 66.13 4553 37.89 61.73 2207 161 558 55.13
Qwen2.5-3B 87.53 84.13 100.0 90.12 1.8 1573 49.87 69.9 58.87 7647 7727 86.17 33.6 17.0 1172 4943 134 1543 3027 71.79
Llama-3.1-8B 93.87 96.47 8148 87.65 0.1 5847 60.07 583 63.07 869 904 648 4233 712 4844 7043 385 1723 7223 60.26
Qwen2.5-14B 92.13 962 100.0 679 0.17 39.63 525 7853 374 905 90.1 66.63 78.63 4143 1276 684 46.03 1697 778 7692
phi-4 90.7 9577 4691 87.65 727 871 5637 739 85.83 9323 9157 1000 97.63 10.87 647 7837 499 17,5 53.73 53.85
Open-Data Multilingual Models
EuroLLM-1.7B 95.33 1223 5432 2469 237 1197 552 528 36.27 594 51.63 58.67 569 0.0 0.0 2563 1033 0.6 1.87 4359
salamandra-2b 74.83 5297 56.79 72.84 1.2 0.53  50.67 484 154 18.07 17.17 0.07 0.1 0.5 0.3 347 1.4 5.87 32 3462
salamandra-7b 82.87 5997 59.26 56.79 187 747 50.6 57.87 134 347 1603 394 4427 143 0.0 10.77 533 6.9 3.6 64.1
Minerva-7b 8273 65.07 9383 53.09 797 6.07 5583 500 489 3057 3697 3523 3643 173 2027 1053 593 1273 6.07 7821
occiglot-7b-eu5 89.6 1747 37 5185 03 2753 5093 573 727 3827 47.17 93.03 7087 0.0 0.0 4927 897 169 0.03 3205
EuroLLM-9B 95.63 6733 617 29.63 0.07 4753 50.13 61.83 5793 67.67 6487 6697 80.1 4677 256 508 14.07 1673 7.63 0.0
Language-Specific Models
SmolLM2-360M  87.77 42.03 56.79 32.1 7.7 8.67 632 6217 143 31.77 31.0 6633 56.03 8.03 234 1.97 2.0 1403 243 3205
SmolLM2-1.7B 90.2 5357 58.02 284 1877 129 6573 64.0 45.67 5443 4757 8217 61.0 369 2313 1577 567 1363 158 82.05
occiglot-7b-es-en  94.63 14.43 11.11 4198 03 4553 522 5633 4533 4517 5697 89.37 8823 0.0 0.0 589 1577 16.0 0.1 2.56
ANITA-8B 9447 994 100.0 97.53 78.77 88.7 56.27 6293 76.77 4873 648 9493 9147 4257 6328 7357 29.83 1743 92.53 79.49
Latxa-8B 89.93 92.13 66.67 59.26 0.77 374 5697 53.73 4457 86.07 8127 657 20.73 66.73 4653 90.33 3333 16.07 554 70.51
Table 36: Detailed accuracy results (%) for a subset of tasks in the Spanish language
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Open-Weight Multilingual Models
Llama-3.2-1B 1.96 86.68 6247 99.0 9227 4927 5577 5997 48.63 842 228 2997 47.73 5423 6023 384 5417 4127 649 539
Qwen2.5-1.5B 0.0 7692 6277 893 3347 1823 1827 1593 1723 99.27 383 153 63.67 555 7443 230 349 3023 36.03 3243
Llama-3.2-3B 21.57 9341 8482 995 9647 7943 7673 8093 64.63 9947 2.1 7.7 184 7937 9093 4443 9933 7563 948 724
Qwen2.5-3B 19.61 97.74 63.6 66.1 5273 62.13 6193 5493 539 1000 03 217 3497 895 99.07 1577 89.23 63.87 8643 67.87
Llama-3.1-8B 17.65 99.77 9574 995 98.6 6517 64.0 63.53 51.17 964 2073 395 88.17 233 499 7097 994 71.13 99.97 80.27
Qwen2.5-14B 3922 99.73 97.77 99.67 9697 39.5 39.57 36.1 294 98.87 523 149 6323 89.67 98.77 42.17 99.2 768 97.67 80.6
phi-4 1373 99.93 9574 99.77 99.07 89.57 88.7 869 648 96.67 1523 2927 746 634 8703 9.6 100.0 86.07 97.27 85.8
Open-Data Multilingual Models
EuroLLM-1.7B 9.8 5731 3606 974 39.73 3403 37.6 3693 370 60.83 50.13 57.8 8327 2143 243 00 627 5683 488 5377
salamandra-2b 1.96 11.66 6.16 4253 3447 1253 144 1633 141 2.1 98.43 99.17 9853 02 027 037 1593 17.17 17.63 17.27
salamandra-7b 2941 1945 2607 56.17 2393 125 1457 1517 1757 97.13 643 1743 4663 580 760 1.63 4143 3207 1773 1523
Minerva-7b 1569 48.15 1512 80.7 155 53.33 5217 50.83 509 728 395 5743 9643 873 11.83 17.07 3043 29.67 359 3573
occiglot-7b-eu5 392 8778 6537 5147 6723 797 737 73 637 98.03 293 1237 339 6257 7733 0.0 4387 3463 503 47.17
EuroLLM-9B 1.96 95.84 8425 9947 953 57.13 552 5373 4693 98.13 2.8 1.0 459 69.67 854 46.8 84.63 5857 7507 59.83
Language-Specific Models
SmolLM2-360M 9.8 1695 11.39 4623 22.07 1267 135 1507 13.1 3557 8943 8957 795 329 3283 8.1 31.93 31.37 27.7 30.63
SmolLM2-1.7B 64.71 6197 1295 7407 27.03 4273 4597 4423 4083 531 7633 869 965 3193 338 36.03 58.13 4837 47.03 50.27
occiglot-7b-es-en  1.96  88.28 85.15 88.77 86.53 43.17 437 427 38.03 9847 537 1877 4123 57.07 7387 0.0 5567 3843 672 4727
ANITA-8B 96.08 92.71 8848 989 9027 775 746 704 70.57 9537 1493 3623 9207 299 599 433 6143 3673 722 5573
Latxa-8B 1176 9647 92.11 9947 98.13 4493 444 455 351 9477 162 4287 927 124 367 6753 9883 6447 99.0 6533

Table 37: Detailed accuracy results (%) for a subset of tasks in the Spanish language
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Open-Weight Multilingual Models
Llama-3.2-1B 8393 82.13 358 247 0.07 0.0 80.4 8853 6.17 235 2063 83.1 8333 6.17 123 133 143 85 4359
Qwen2.5-1.5B 7123 9453 9877 8272 043 037 569 5697 2563 1047 20.1 64.1 4857 0.03 07 077 1737 7.1 38.46
Llama-3.2-3B 85.17 977 7778 71.6 3.6 307 572 5457 4493 64 1.0 9927 992 17.73 1.4 09 1427 326 64.1
Qwen2.5-3B 77.67 88.03 98.77 71.6 0.1 1.3 5217 544 225 32.8 330 421 2207 3.07 283 127 1533 11.83 66.67
Llama-3.1-8B 8897 979 79.01 741 1417 10.0 58.07 51.73 32.67 42.07 299 998 9947 20.67 2.63 1.0 16.0 57.03 65.38
Qwen2.5-14B 91.23 9553 963 6296 037 175 5843 67.53 270 881 5853 6683 66.67 42 993 277 16.03 68.57 71.79
phi-4 88.87 99.27 642 8395 20.1 6.87 613 6777 4547 9523 4483 100.0 99.5 0.1 469 150 17.03 389 66.67
Open-Data Multilingual Models
EuroLLM-1.7B 88.97 2337 4691 0.0 29.8 109 13.17 27.13 419 5843 4173 679 6253 0.0 24 243 0.7 043  25.64
salamandra-2b 65.1 683 7284 69.14 45 3.1 48.6 490 6.63 6.7 7.1 1.03 0.0 5.17 39 077 557 1.93 41.03
salamandra-7b 76.1 614 69.14 6296 5.7 13.03 639 547 2563 19.67 2743 555 5093 1633 1327 453 733 587 4872
Minerva-7b 848 5277 6049 4444 47 357 1453 249 333 1483 3043 4447 3413 140 1.6 227 1023 79 44387
occiglot-7b-eus 82.83 269 0.0 0.0 0.0 5.8 15.53 27.37 0.13 3.1 10.83 46.73 17.63 0.0 397 33 1333 0.17 0.0
EuroLLM-9B 89.77 56.13 11.11 0.0 0.57 33.13 5277 5943 3227 634 5783 96.5 85.1 17.17 221 793 165 1003 0.0
Language-Specific Models
SmolLM2-360M  89.5 18.83 50.62 50.62 0.03 1.77  31.13 36.17 23.83 4.17 6.7 59.83 4523 193 0.07 0.1 1453 2463 12.82
SmolLM2-1.7B 82.87 409 59.26 45.68 14.6 12.1 452 51.1 2123 3637 3343 7513 483 296 373 29 763 146 56.41
occiglot-7b-es-en  86.93 272 0.0 0.0 00 007 0.1 0.5 133 003 00 416 293 00 017 00 14383 023 00
ANITA-8B 88,5 99.27 98.77 90.12 406 698 6023 592 584 43.67 435 89.53 9693 33.67 5473 214 17.0 8773 62.82
Latxa-8B 846 90.7 4938 29.63 1.07 21.1 5207 5057 75 884 8333 9953 972 376 5.6 1.17 133 287 6795
Table 38: Detailed accuracy results (%) for a subset of tasks in the Galician language
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Open-Weight Multilingual Models
Llama-3.2-1B 1333 2,13 0.07 1983 0.0 577 593 6.1 543 793 7997 76.1 79.17 93.0 94.07 54 2347 2147 2037 1837
Qwen2.5-1.5B 2333 1327 437 329 397 245 244 2737 256 949 17.13 3753 7927 4327 604 0.0 11.1 8.2 18.7 19.53
Llama-3.2-3B 3333 1343 877 1757 283 448 4253 46.57 3997 9337 2137 1333 1243 89.73 9563 79 6.73  3.63 1.53 0.5
Qwen2.5-3B 46.67 2947 1473 5237 21.1 2537 232 2153 203 9923 47 1273 278 739 8647 3.13 3547 2553 3827 3123
Llama-3.1-8B 2333 26.17 24 163 023 3443 3337 324 2563 8203 3563 5843 4873 560 69.13 21.0 509 3447 3263 263
Qwen2.5-14B 4333 217 127 122 037 306 274 2463 2283 9673 19.87 4497 4927 9043 96.7 463 9577 7547 6257 51.63
phi-4 1333 28.07 2897 1.77 0.0 47.07 4583 435 3447 8863 373 6297 70.07 66.07 854 0.03 9883 8743 4727 4227
Open-Data Multilingual Models
EuroLLM-1.7B 2333 62,57 11.27 399 2423 406 41.6 3947 3833 159 10.9 128  56.5 0.1 0.07 0.0 5823 55.17 405 4267
salamandra-2b 100 9.73 3.4 8.03 0.0 5.67 4.63 5.9 343 207 969 97.73 99.9 0.2 0.1 4.67 593 597 7.1 8.07
salamandra-7b 46.67 7.13 797 283 0.6 2137 219 2247 2233 8847 439 7027 658 49.67 585 16.0 20.8 1873 279 24.03
Minerva-7b 2333 2277 207 3073 0.27 326 31.87 3393 3183 287 2747 338 511 6.33  6.63 133  18.07 1697 29.73 3043
occiglot-7b-eu5 0.0 1.67 0.1 0.0 0.0 0.17 003 0.13 003 2527 5.0 83 30.13 19.77 20.83 0.0 2.8 2.57 1093 10.03
EuroLLM-9B 3.33 1.8 0.1 0.4 0.0 3093 3253 320 3043 973 793 206 21.0 933 98.87 18.13 76.13 5097 6533 550
Language-Specific Models
SmolLM2-360M  10.0 047 1123 6.7 0.3 24.1 23.63 2543 239 0.0 622 615 7577 0.03 0.0 1.87 443 39 6.27 6.3
SmolLM2-1.7B 30.0 32,67 22 4493 463 1827 19.67 2153 21.1 88.1 047 093 0.0 100.0 100.0 2993 404 348 353 3293
occiglot-7b-es-en 0.0 0.1 0.0 0.0 0.0 1.23 0.7 0.8 1.1 0.03 013 0.17 0.4 0.13  0.17 0.0 0.03 0.0 0.0 0.0
ANITA-8B 76.67 82.63 66.6 71.57 3347 642 57.13 5533 56.23 93.63 27.63 5523 8043 37.83 5527 3487 5293 38.0 53.03 34.67
Latxa-8B 100 1377 393 493 0.0 9.67 817 8.17 9.0 9533 8.6 209 2797 66.8 805 39.73 97.57 71.67 93.67 714

Table 39: Detailed accuracy results (%) for a subset of tasks in the Galician language

34147



g T = < ®
P £ 5 £ 0 %5 =
= 3 o £ < ~ s S S . = = 5
s S § § 0§ Y §F % ¢ A s 3
3 3 =2 S = = = & S 2 < g S S N al = I
S 5] S S S o) 5 < £ @ £ 3 E s I 5 = | =
J 5 H o S S < o E S 2 3 g o] ) 5 S S < =
¥ N S 2 2 2 3 = S, 3 N 5 | 0 0 s 3 2 = H
2 2 S 5 S S N S 3 =~ 3 o S = £ S S | = |
T fF 2 f ¢ & 200F oY 20 3§ f ¥ ¥ &8 4 ¢
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Open-Weight Multilingual Models
Llama-3.2-1B 7623 89.07 8272 53.09 177 20.0 5023 51.63 425 2587 533 40.73 4197 8.17 1386 16.17 4.5 10.87 232 5256
Qwen2.5-1.5B 6633 959 963 6049 023 253 604 5333 1347 3737 3677 6453 80.13 18.13 248 63 123 793  9.67 60.26
Llama-3.2-3B 8327 962 679 53.09 255 2427 503 508 7583 436 627 8883 7217 29.47 2245 5053 1583 11.37 345 51.28
Qwen2.5-3B 67.0 792 963 9506 109 7.83 4947 5893 61.03 5777 6253 86.77 7883 043 1663 2533 25 1417 21.57 73.08
Llama-3.1-8B 88.97 9277 1481 3.7 290 33.07 27.67 51.73 85.03 8473 873 570 56.67 699 7.5 8633 2887 1563 56.83 17.95
Qwen2.5-14B 9293 953 9753 7407 543 27.67 513 70.17 5447 867 9373 6623 592 395 00 12.87 1043 1537 70.7 8333
phi-4 90.67 98.8 61.73 85.19 10.77 29.33 5937 67.63 97.03 60.67 56.63 99.67 97.03 8.13 0.54 8457 3877 17.0 468 60.26
Open-Data Multilingual Models
EuroLLM-1.7B 93.17 15.17 1481 0.0 2.07 197 511 3397 3273 2643 2567 463 352 1.0 0.68 397 347 4.0 57 5.13
salamandra-2b 69.57 6527 6049 7778 2.7 0.57 5757 53.03 167 1337 231 253 057 293 1.9 793 267 5.1 423 4231
salamandra-7b 79.17 5893 7037 66.67 103 122 5243 5797 163 46.6 4337 285 3863 1037 0.18 4153 737 793 527 6154
Minerva-7b 63.67 60.57 7531 1358 393 6.73 5477 5197 51.0 165 27.67 2877 2077 5.67 1124 177 053 9.03 6.13 4872
occiglot-7b-eu5  82.03 49.97 0.0 0.0 27 3737 57.83 5357 29 5353 3233 0.07 007 0.0 0.0 3703 88 148 02 3385
EuroLLM-9B 92.17 463 617 0.0 073 4283 547 6143 604 7503 6503 5633 30.03 157 338 4853 1337 157 897 256
Language-Specific Models
SmolLM2-360M  85.17 12.57 16.05 0.0 0.63 0.8 0.3 0.37 129 033 017 017 2.7 0.13 047 0.0 0.03 1353 50.77 7.69
SmolLM2-1.7B 8297 23.63 76.54 2593 20.83 1643 S1.1 495 5417 43.17 505 6297 64.57 2407 1505 3.77 377 1137 273 5641
occiglot-7b-es-en  83.67 49.87 0.0 0.0 7.8 313 228 2423 3333 513 4563 113  8.67 0.0 0.0 254 747 1473 0.13 0.0
ANITA-8B 90.6 98.03 963 8272 6857 81.8 6483 768 713 43.0 572 9187 97.67 38.07 5629 5047 19.8 17.07 8827 64.1
Latxa-8B 83.63 649 494 3.7 1093 3693 4573 5493 263 8343 8283 50.7 3533 53.07 27.77 6453 245 14.1 4853 2949
Table 40: Detailed accuracy results (%) for a subset of tasks in the Catalan language
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Open-Weight Multilingual Models
Llama-3.2-1B 1.67 8208 1.2 9657 133 428 4213 4383 4073 738 2473 2927 3277 8277 8553 7.73 2883 2443 1453 1353
Qwen2.5-1.5B 1333 6274 2611 91.7 4313 13.0 11.13 104 117 8337 333 5043 6127 5433 06433 1853 348 329 392 36.67
Llama-3.2-3B 833 84.08 27.77 9933 7243 7937 7253 73.1 6233 9953 27 1023 1.17 9977 1000 30.8 51.0 3517 69.6 53.6
Qwen2.5-3B 4333 3839 31.8 900 555 6843 60.73 53.63 513 99.9 0.8 5.67 18.83 9257 9843 0.27 67.87 51.37 7413 5793
Llama-3.1-8B 333 9574 2171 94.87 4043 87.6 8513 84.1 67.17 41.63 1257 26.03 66.83 3293 44.13 707 9793 59.03 985 73.57
Qwen2.5-14B 55.0 91.77 39.03 99.07 38.13 538 5333 51.13 415 9877 543 2043 64.87 8023 9637 44.67 90.7 775 99.63 86.57
phi-4 50 91.77 4832 99.67 9283 99.2 97.77 957 69.7 8417 3503 645 765 540 79.63 843 66.13 504 63.0 48.67
Open-Data Multilingual Models
EuroLLM-1.7B 1.67 3203 1475 68.13 149 3343 343 343 304 18.03 83.77 87.03 6573 217 39 1.03 2637 2267 19.67 24.77
salamandra-2b 1.67 986 756 3237 67 1663 158 1597 165 59.13 5437 639 557 4777 532 33 146 1337 2123 24.13
salamandra-7b 16.67 637 1245 603 134 160 159 148 158 98.6 753 229 298 79.1 8997 120 513 393 4523 3927
Minerva-7b 100 44 1.7 358 1.3 531 5123 527 5257 27.07 80.13 85.17 53.03 54.17 599 547 12.83 1497 30.87 30.07
occiglot-7b-eus 833 007 037 287 287 407 35 3.67 247 84.07 2843 43.07 5847 50.63 6037 00 564 433 431 341
EuroLLM-9B 6.67 8585 5591 992 689 605 5997 576 51.2 9317 1793 426 388 795 920 159 846 5777 7647 61.27
Language-Specific Models
SmolLM2-360M 0.0 0.0 1.5 1.33 04 1507 150 1507 143 0.1 0.5 0.4 0.2 0.3 0.37 0.1 023 037 037 0.17
SmolLM2-1.7B 350 4775 1439 756 311 5297 5227 531 504 0.0 100.0 100.0 100.0 0.0 0.0 2567 47.03 44.17 4723 504
occiglot-7b-es-en 0.0 0.5 00 1147 087 308 321 3417 222 207 2643 278 407 159 2357 0.0 5343 40.63 49.03 409
ANITA-8B 91.67 8735 7156 96.7 71.77 7423 70.13 65.13 61.57 8343 4503 74.03 8597 59.57 7577 40.17 5373 3453 67.13 423
Latxa-8B 333 9504 1658 9893 3247 43 427 377 363 786 129 28,63 609 438 578 5537 923 642 9297 692

Table 41: Detailed accuracy results (%) for a subset of tasks in the Catalan language
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Open-Weight Multilingual Models
Llama-3.2-1B 90.67 573 8.64 247 0.7 1.07 1623 1507 243 2.1 29 1.13  4.63 0.0 0.03 013 1467 553 7.69
Qwen2.5-1.5B 7273 17.83  9.88 0.0 0.2 023 4273 432 023 1193 1337 693 023 1.77 0.0 0.0 1143 3473 7.69
Llama-3.2-3B 7093 67.13 80.25 74.07 1547 12,6 493 51.7 3393 4777 5327 628 646 123 993 1.13 149 4237 69.23
Qwen2.5-3B 9527 297 1728 3.7 1.63 137 4427 413 1037 165 1063 237 222 0.0 0.8 1.07 1537 89.37 25.64
Llama-3.1-8B 60.63 86.73 3333 494 1937 733 4627 548 462 854 79.03 87.6 8283 41.73 12.17 173 153 61.7 21.79
Qwen2.5-14B 80.63 8.0 4321 3.7 19.17 6.1 343 4203 74.03 6897 58.17 3737 18.7 0.0 4.17 3.0 1567 8313 359
phi-4 703 7373 8.64 1235 39.13 387 556 57.67 89.93 56.37 4893 64.17 59.43 0.0 3.1 323 1517 46.1 2949
Open-Data Multilingual Models
EuroLLM-1.7B 98.9 1.77 0.0 7.41 0.03  0.03 0.0 0.0 0.03 0.1 0.23 0.0 0.0 0.0 0.0 0.0 14.67 9353 2.6
salamandra-2b 2507 785 8148 247 337 263 4657 483 3.4 3.1 142 1203 1.77 5.8 0.97 0.4 4.2 72 5641
salamandra-7b 206 931 61.73 5432 122 11.83 5577 50.7 593 10.6 143 3547 278 397 277 1.97 497 11.77 55.13
Minerva-7b 143 85.83 8.64 0.0 0.0 0.0 0.3 0.33 0.0 0.03 0.0 0.0 0.0 0.0 0.0 0.0 3.0 1663 0.0
occiglot-7b-eu5 94.03 14.1 1.23 0.0 033 037 003 22 202 1597 1527 02 0.3 0.0 0.0 0.0 1507 56.07 0.0
EuroLLM-9B 96.7 1.43 123 494 067 057 773 863 3.07 1043 166 3.97 0.0 037 043 083 1517 799 3.85
Language-Specific Models
SmolLM2-360M  35.07 67.27 1.23 0.0 0.03  0.07 0.0 0.0 0.07 057 023 0.0 0.0 0.1 0.0 0.13 507 1213 1.28
SmolLM2-1.7B 719 276 0.0 0.0 0.03 003 017 0.07 0.0 0.03  0.03 0.0 0.0 0.1 0.0 0.0 125 29.87 385
occiglot-7b-es-en  95.6 2.8 1.23 0.0 0.1 0.13 0.0 32 3.0 8.27 133 0.0 0.0 0.0 0.0 0.03 154 5533 1.28
ANITA-8B 6577 87.0 85.19 80.25 26.73 34.63 36.53 5227 42.07 1337 593 7533 734 1407 1333 125 1347 6847 7051
Latxa-8B 56.57 9543 7407 30.86 6843 6933 63.17 57.03 6833 882 86.27 97.8 91.07 46.17 356 2473 14.17 4407 73.08
Table 42: Detailed accuracy results (%) for a subset of tasks in the Basque language
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Open-Weight Multilingual Models
Llama-3.2-1B 256 1587 112 1.6 6.2 2.07 1.8 1.53 24 3013 03 023 0.03 29.57 29.7 0.0 2.37 2.6 347 273
Qwen2.5-1.5B 256 217 1.33 0.1 0.17 0.07 0.13 033 047 834 2.7 233 217 8193 8443 1.73 10.0 9.8 10.8  12.87
Llama-3.2-3B 30.77 7093 17.57 56.83 17.67 35.63 357 39.63 3527 9857 143 153 1953 86.03 883 0.87 542 459 5467 529
Qwen2.5-3B 513 693 2.7 063 047 132 124 947 867 89.6 0.2 033 1.63 8147 8323 00 162 150 9.2 9.73
Llama-3.1-8B 256 7733 303 6527 4227 514 482 465 4283 5997 327 4687 728 27.0 43.07 40.67 90.67 84.03 81.73 77.63
Qwen2.5-14B 7.69 845 359 67.13 5663 732 7247 722 608 667 263 747 340 4973 5827 0.03 6933 69.23 59.23 58.07
phi-4 513 6753 385 6213 86.8 93.63 920 8697 686 91.83 21.17 3287 4433 58.63 7047 0.0 60.03 5933 450 47.27
Open-Data Multilingual Models
EuroLLM-1.7B 2.56 22 0.17 0.0 0.07 017 0.17 0.1 0.07 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.07 0.07 0.2 0.03
salamandra-2b 7.69 1.83  0.67 15.4 1.37 373 283 4.07 327 1733 7857 772 9543 397 567 6.57 4.5 4.13 11.9 13.5
salamandra-7b 7.69 557 2.0 54.1 1427 175 7.57 6.9 55 9133 2423 4043 78.03 2697 30.07 447 12.2 10.3 12.2 12.1
Minerva-7b 0.0 0.37  0.03 0.0 0.0 0.03  0.03 0.0 0.0 0.17 0.0 0.0 0.0 0.4 0.63 0.0 0.0 0.0 0.0 0.0
occiglot-7b-eu5 0.0 637 047 0.03 0.03 18.7 2137 21.07 19.17 0.17 0.0 0.0 0.6 293 233 0.0 1583 1483 158 15.2
EuroLLM-9B 0.0 21.1 188 125 2287 257 1.3 1.3 143 047 142 169 1377 3.63 34 0.13 1277 977 140 139
Language-Specific Models
SmolLM2-360M 0.0 147 017 0.0 0.0 0.2 0.13 0.0 0.13 0.0 0.0 0.0 0.0 0.0 0.0 0.17 0.0 0.13 0.4 0.37
SmolLM2-1.7B 0.0 227 023 0.03 0.0 0.1 0.03 0.0 0.07 0.67 0.03 0.0 0.0 0.37 0.0 0.03 0.0 0.0 0.0 0.0
occiglot-7b-es-en 0.0 11.2 1.17 0.5 237 2.1 273 313 1.87 0.1 0.03 0.07 0.03 6.53 6.1 0.0 8.87 887 13.77 1437
ANITA-8B 5128 65.67 29.63 69.8 4127 4857 4357 40.57 3597 2733 42.1 55.6 89.93 10.17 15.6 16.2 176 1297 6.63 597
Latxa-8B 1026 95.63 329 97.37 7793 764 7393 754 6727 77.1 5223 76.83 79.73 243 46.07 47.23 95.67 87.07 92.53 82.63

Table 43: Detailed accuracy results (%) for a subset of tasks in the Basque language
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Open-Weight Multilingual Models
Llama-3.2-1B 713 89.13 0.0 333 00 0.0 5237 51.73 033 1747 243 3127 3517 00 0.0 1563 033 257 503 5.13
Qwen2.5-1.5B 67.37 80.1 2333 76.67 0.13 0.07 51.13 60.13 283 3333 2253 003 00 033 00 0.1 00 323 493 7949
Llama-3.2-3B 8333 9473 333 100 00 0.0 531 510 2067 48.6 43.63 3913 0.1 00 00 1443 02 383 17.83 5385
Qwen2.5-3B 76.63 87.6 46.67 6667 00 0.0 4893 6323 124 2877 679 4837 14 00 0.02 063 00 1267 9.07 79.49
Llama-3.1-8B 84.73 92,63 0.0 .11 00 0.0 536 5813 1153 36.87 43.77 585 14 00 00 00 073 6.17 3263 00
Qwen2.5-14B 84.17 94.17 2778 8556 0.0 0.0 555 67.07 207 7647 8433 6667 00 9.1 00 353 037 1597 50.63 83.33
phi-4 80.1 9093 444 5111 00 00 690 6803 5143 624 841 5977 007 00 00 00 00 1633 250 5641
Open-Data Multilingual Models
EuroLLM-1.7B 857 3133 333 222 0.0 00 5277 49.1 03 4307 438 4853 00 013 00 00 0.0 127 247 1026
salamandra-2b 62.43 8043 2444 5222 1.8 1.07 5083 5143 187 16.17 194 18.0 33.17 0.03 0.0 0.5 0.23 1.33 1.1 60.26
salamandra-7b 764 7837 1333 7333 237 08 496 53.03 393 17.67 339 27.1 58.1 023 0.11 627 027 7.63 407 6538
Minerva-7b 849 303 667 333 29 263 5203 508 9.17 281 3517 0.13 02 733 072 1.6 14 11.1 24 3974
occiglot-7b-eu5 793 61.0 0.0 .11 00 0.0 482 5997 00 543 5193 2493 00 00 00 043 017 693 0.1 1.28
EuroLLM-9B 829 638 0.0 00 00 0.0 4953 6153 01 5673 490 7.0 1437 00 0.0 1857 0.17 833 507 0.0
Language-Specific Models
SmolLM2-360M 9437 1267 444 00 08 12 1503 104 00 1187 11.37 11.1 119 0.03 004 0.1 00 1197 473 1795
SmolLM2-1.7B  84.67 4853 0.0 .11 21 1.5 4703 5057 02 338 40.03 2753 253 00 023 037 003 90 433 2821
occiglot-7b-es-en  83.53 1743 0.0 00 00 00 427 3887 093 136 1677 4273 057 00 00 00 0.0 1297 03 1.28
ANITA-8B 86.83 99.73 3444 96.67 9.07 4.67 5213 6293 626 366 604 2207 1197 007 1.51 5953 1373 1623 59.1 75.64
Latxa-8B 79.0 8497 0.0 00 00 00 536 612 1003 3983 431 9593 0.07 00 145 227 727 60 1857 0.0
Table 44: Detailed accuracy results (%) for a subset of tasks in the German language
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Model S & = <, S < < <=, < 3 3 3 5 = B = g g X 3
Open-Weight Multilingual Models
Llama-3.2-1B 0.0 0.57 0.0 0.0 0.0 0.57 0.4 0.3 0.3 509 5497 58.63 2893 7263 737 00 1853 17.77 2297 2233
Qwen2.5-1.5B 556  7.66 027 1143 3.57 34 3.1 253 1.93 947 8.8 18.87 38.87 7843 8843 047 3777 3093 2567 225
Llama-3.2-3B 20.83 11.02 1232 1143 21.87 2053 214 2297 180 829 2303 385 3383 6793 7473 00 5213 4393 5197 3873
Qwen2.5-3B 16.67 31.54 1532 145 19.13 1203 1047 102 7.63 99.87 1.37 4.8 275 9257 9833 00 349 1827 73.63 59.63
Llama-3.1-8B 0.0 0.87 023 0.0 0.0 123 9.63 9.8 115 79.67 2603 54.03 572 505 64.67 0.0 4417 290 527 36.1
Qwen2.5-14B 3194 163 037 593 00 207 16 173 1.7 972 1517 426 3563 9513 99.6 0.0 9097 60.63 9123 64.0
phi-4 00 077 1086 0.0 0.0 5223 5337 5283 2547 854 5217 7607 56.13 7647 90.03 0.0 757 452 8833 679
Open-Data Multilingual Models
EuroLLM-1.7B 00 313 033 047 38 013 027 017 01 249 774 80.13 99.63 0.8 1.4 00 4507 4027 397 4487
salamandra-2b 278 799  2.66 3.4 0.2 1.43 1.7 223 1.2 622 39.77 40.53 3997 60.63 61.73 0.0 12.07 15.07 1597 1847
salamandra-7b 125 519 543 1267 63 42 3.97 3.1 1.67 9747 333 883 6.6 9517 973 023 19.87 13.87 3343 3207
Minerva-7b 139 013 013 937 02 87 997 993 673 34 9743 987 8873 177 203 803 2427 270 364 37.83
occiglot-7b-eu5 139 027 0.03 0.0 0.0 0.0 0.0 0.0 0.0 91.7 547 149 3693 716 858 0.0 6377 532 5057 492
EuroLLM-9B 0.0 0.8 0.0 0.0 0.0 0.0 0.03 0.0 0.03 9673 4.6 9.63 2547 90.57 9753 0.0 665 46.53 5533 49.23
Language-Specific Models
SmolLM2-360M  1.39  0.07 1.07 0.0 0.0 0.0 0.0 0.0 0.07 03 2913 2913 13.1 007 013 0.0 11.23 1157 10.13 10.33
SmolLM2-1.7B 972 3.3 1.53  9.63 0.2 023 013 017 023 970 0.3 0.07 11.27 9427 9433 0.13 31.07 30.13 40.53 41.8
occiglot-7b-es-en 0.0 0.23 1.1 00 063 093 077 073 057 82 02 033 1343 61.67 6277 00 1207 88 1753 13.1
ANITA-8B 5417 4732 4166 122 4293 6277 59.47 5623 4343 93.87 11.0 30.73 65.07 514 762 0.07 37.67 31.1 67.03 4737
Latxa-8B 0.0 003 013 0.17 1.97 103 857 697 1177 664 39.1 5497 68.13 4527 6353 0.0 4843 304 493 359

Table 45: Detailed accuracy results (%) for a subset of tasks in the German language

34150



™ < S
3 . ¥ T ¢ %

g g i §\ §| 3 § g §

§ S\ g ‘g E 3 5 g .§ 3 3 ] ?5 N %

N S - N S S S S R O T B

N - N $ s £ g 32 g g 5 T g < F 5 %

g N S 2 g g S 2 = S = S 5 » i s 3 2 N 2

§f 8 f ¥ 4 ¢ o5 3 ¢ 208 5 § § ¥ 2 &8 4 ¢

Open-Weight Multilingual Models
Llama-3.2-1B 8235 023 21.79 0.0 4477 29.17 95.13 9643 96.63 92.57 862 69.87 7807 9627 7655 325 306 4847 704 0.0
Qwen2.5-1.5B 17.62 0.6 8846 50.0 6523 5747 1000 944 99.17 942 807 983 946 929 6238 4497 331 19.07 20.63 0.0
Llama-3.2-3B 23.16 0.67 87.18 385 70.87 693 9993 955 942 821 812 87.63 80.17 984 79.08 4447 424 1827 205 0.0
Qwen2.5-3B 1859 133 94.87 57.69 832 70.17 100.0 9843 8147 945 8563 96.6 83.07 9723 83.62 50.6 294 19.83 2093 0.0
Llama-3.1-8B 353 0.3 6026 141 77.0 780 9923 84.17 9933 99.27 93.17 80.8 562 999 6793 617 655 269 2733 0.0
Qwen2.5-14B 2349 09 1538 0.0 8697 9277 99.77 96.03 97.57 9437 97.17 99.73 99.63 83.13 88.81 91.93 5573 27.77 33.23 0.0
phi-4 1685 0.0 513 2051 849 932 9997 9607 963 975 99.73 9947 99.33 9477 9567 789 60.13 1637 25.17 0.0
Open-Data Multilingual Models
EuroLLM-1.7B 74.04 02 1538 0.0 5493 578 965 96.17 9147 8997 91.73 3773 41.0 98.63 8636 58.87 4753 765 7343 0.0
salamandra-2b 1154 5357 641 0.0 007 007 00 00 077 957 787 0.1 263 1237 029 00 007 687 82 00
salamandra-7b 454 97.07 1282 0.0 11.9 1547 0.0 00 3403 31.1 3013 153 1673 127 2471 1.07 027 2.5 25 00
Minerva-7b 3534 44 7821 2051 2747 279 933 7957 987 957 96.13 528 6623 99.1 77.66 1687 18.03 51.93 54.07 0.0
occiglot-7b-eu5 5479 247 256 0.0 3083 21.77 1933 2723 143 238 18.8  0.07 00 7087 57.64 2573 3.7 2507 737 0.0
EuroLLM-9B 627 003 513 256 7277 70.0 9997 99.13 99.63 99.63 98.83 99.83 99.83 8293 7598 543 3257 31.13 6507 0.0
Language-Specific Models

SmolLM2-360M  96.8 3.1 7.69 0.0 28.8 31.83 9993 99.6 9873 99.63 99.67 68.63 4047 99.27 8431 528 5723 61.77 8563 0.0
SmolLM2-1.7B 5349 04 3205 0.0 228 1417 5713 623 9947 9277 8627 635 6403 99.83 80.02 23.27 3943 402 3167 0.0
occiglot-7b-es-en  67.8 1.47 1.28 0.0 332 494 17.87 1583 3633 625 4277 737 053 5697 5748 2127 2507 2793 166 0.0
ANITA-8B 2379 854 5256 7821 245 1923 9437 6397 5097 43.03 5893 79.73 8597 48.13 2631 2203 1793 31.03 2533 0.0
Latxa-8B 3497 1.13 5128 3.85 6837 67.27 96.77 7827 99.07 9747 956 977 87.7 983 73.65 504 383 23.17 2487 0.0

Table 46: Detailed accuracy results (%) for a subset of tasks in the Korean language
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any_words_from_category_5_distractors
any_words_from_category_4_distractors

any_words_from_category_3_distractors

_from_category_0_distractors
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_from_category_2_distractors

rhyming_word_orthographically_similar
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task $ &, = & = = S S
Open-Weight Multilingual Models
Llama-3.2-1B 0.0 76.07 7167 2747 364 9553 96.17 9647 9847 9593 9527 942
Qwen2.5-1.5B 0.0 5847 3857 6573 67.93 100.0 100.0 100.0 100.0 88.13 94.3 90.97
Llama-3.2-3B 0.0 83.23 3577 46.7 4483 100.0 100.0 9993 100.0 91.33 9527 98.13
Qwen2.5-3B 00 564 41.17 648 47.67 100.0 100.0 100.0 100.0 97.07 98.53 97.47
Llama-3.1-8B 00 67.73 7197 7737 5353 985 100.0 100.0 100.0 69.27 84.57 99.63
Qwen2.5-14B 0.0 5893 5283 5537 5733 99.97 99.63 993 9987 91.63 9343 88.83
phi-4 0.0 76.07 77.1 683 6193 9997 9993 100.0 100.0 91.03 9573 98.63
Open-Data Multilingual Models
EuroLLM-1.7B 00 617 700 3687 41.3 9577 9497 9647 9597 9597 96.13 98.17
salamandra-2b 0.0 0.37 0.3 0.43 0.2 0.0 0.57 0.0 0.0 0.03 0.0 11.37
salamandra-7b 0.0 0.33 1.53 0.03 0.03 0.0 0.0 0.0 0.0 0.0 0.0 12.47
Minerva-7b 0.0 4697 2447 2067 1277 9463 9183 927 7757 804 83.17 99.37
occiglot-7b-eu5 00 0.0 8.67 037 31.7 1.77 3747 4453 5187 6.17 437 692
EuroLLM-9B 00 533 433 17.07 356 99.8 100.0 100.0 99.2 98.17 99.17 87.6
Language-Specific Models
SmolLM2-360M 0.0 86.53 845 1693 747 99.97 99.97 9997 99.7 9943 998 99.2
SmolLM2-1.7B 0.0 655 5513 27.77 18.83 887 9997 9993 99.73 2593 25.13 99.77
occiglot-7b-es-en 0.0 4.0 322 4.1 36.1 18.17 18.0 1527 16.7 15.07 12.17 52.6
ANITA-8B 0.0 36.27 2283 46.2 2747 91.23 9577 97.07 100.0 29.1 46.43 54.47
Latxa-8B 00 655 4573 6507 472 9347 1000 100.0 99.23 58.0 77.97 98.13

Table 47: Detailed accuracy results (%) for a subset of tasks in the Korean language
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Open-Weight Multilingual Models
Llama-3.2-1B 77.83 9523 5897 256 0.0 2997 475 5047 352 4953 5827 476 5453 1273 2447 00 0.0 1203 2587 6154
Qwen2.5-1.5B 79.67 7737 9744 7564 087 0.7 39.07 603 2313 21.33 3517 3527 2377 093 006 18 07 587 403 53.85
Llama-3.2-3B 918 9673 8846 7051 0.0 62.03 47.6 53.67 8183 8847 862 98.8 987 3487 19.19 003 0.0 1677 57.67 61.54
Qwen2.5-3B 85.23 8293 10256 859 293 139 475 668 568 67.0 7157 6247 1643 033 54 135 243 1617 2423 73.08
Llama-3.1-8B 93.63 96.7 7949 5.13 0.0 8853 5857 59.63 7643 9033 90.07 9893 98.87 36.57 2242 0.13 0.03 17.63 71.53 69.23
phi-4 9223 9337 3462 7821 0.0 9363 563 687 96.6 9247 89.97 1000 97.73 7.8 3.46 0.0 0.0 1857 539 71.79
Open-Data Multilingual Models
EuroLLM-1.7B 90.67 3243 897 00 2933 1253 449 446 5203 63.0 5827 6533 68.0 0.0 0.0 4.9 4.1 6.63 2.1 19.23
salamandra-2b 749 4483 8205 46.15 53 1.97 5413 5263 15.03 1783 23.6 2.7 0.07 42 1.0 2.1 08 783 4.1 56.41
salamandra-7b 82.0 4893 66.67 70.51 13.8 146 474 5477 4637 1183 267 440 5433 21.07 827 1647 23 1007 43 64.1
Minerva-7b 71.57 5233 8272 2222 156 1237 5413 53.67 538 37.83 43.77 3727 2873 2453 1608 873 7.07 11.67 72 66.67
occiglot-7b-eu5 854  60.0 0.0 0.0 0.0 6297 420 5717 6417 404 528 7537 739 0.0 0.0 003 00 169 00 0.0
EuroLLM-9B 925 4193 00 0.0 0.03 5823 484 5863 4737 7057 68.03 812 79.87 37.63 0.0 00 00 166 6.6 0.0
Language-Specific Models
SmolLM2-360M  90.2 59.57 78.21 128 533 743 3593 1833 7.77 36.57 32.83 53.77 0.83 .13 3.81 043 02 17.17 285 2821
occiglot-7b-es-en  95.97  3.13 1.28 0.0 0.0 6393 227 3227 3423 41.1 2343 53.07 58.13 0.0 0.0 0.0 003 1697 0.27 0.0
ANITA-8B 94.1 9947 103.85 93.59 81.43 8523 535 587 7033 45.1 59.2 9453 91.67 422 70.66 71.13 36.1 1837 9297 69.23
Latxa-8B 90.17 94.07 69.23 1282 0.03 79.57 60.7 54.67 2547 904 88.03 7873 7287 119 30.05 073 0.17 17.17 54.87 53.85
Table 48: Detailed accuracy results (%) for a subset of tasks in the Portuguese (Brazilian) language
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Open-Weight Multilingual Models
Llama-3.2-1B 13.89 37.83 18.8 3857 29.87 3537 3483 3597 325 1000 00 083 3.07 97.1 98.07 133 575 4237 620 542
Qwen2.5-1.5B 16.67 288 16.63 6347 647 246 232 2363 2217 802 523 1733 745 4337 6517 1.13 232 21.13 372 334
Llama-3.2-3B 36.11 29.6 3793 51.03 365 79.67 79.13 793 651 92.03 2.1 7.1 20.8 7357 85.1 352 9843 7287 949 699
Qwen2.5-3B 1944 87.6 4263 874 43.67 64.67 5937 56.23 58.07 99.97 0.13 3.6 47.67 828 97.0 0.3 80.3 53.87 81.67 67.67
Llama-3.1-8B 27.78 39.77 20.57 49.73 31.87 80.57 77.7 7417 592 95.07 254 4577 90.13 254 4497 369 99.73 75.63 99.67 78.33
phi-4 1944 4227 50.77 332 31.07 99.1 98.37 9497 74.17 96.83 17.03 30.77 7323 6023 832 797 99.57 8153 9743 81.17
Open-Data Multilingual Models
EuroLLM-1.7B 556 56.17 2037 7867 23.13 5207 523 5203 4657 2033 6693 67.0 7233 1583 1547 0.0 6923 609 5127 546
salamandra-2b 833 1847 563 2087 493 1427 1433 13.83 1373 7253 3513 441 6523 31.17 3453 387 182 17.67 2353 242
salamandra-7b 16.67 47.67 21.13 54.17 20.73 43.53 487 4783 455 1000 0.13 137 1633 91.67 975 21.17 1083 108 27.67 258
Minerva-7b 13.89 4333 1437 54.83 7.87 5503 5437 5563 56.53 59.53 53.6 6537 9457 151 2203 265 37.13 409 44.13 43.73
occiglot-7b-eu5 11.11  30.53 21.43 3297 297 6403 648 6377 523 8317 7.6 2507 524 504 593 0.0 46.8 353 5647 49.03
EuroLLM-9B 556 5353 5233 331 2900 444 462 472 43.03 98.77 233 9.3 5517 62.13 77.83 41.03 857 59.07 79.43 6147
Language-Specific Models
SmolLM2-360M  30.56 5.9 793 20.1 2.23 8.6 8.4 827 697 613 692 61.8 3143 073 0.87 1.73  40.63 37.53 33.1 333
occiglot-7b-es-en 556  71.5 764 3333 1493 30.07 30.17 30.0 2947 4577 033 1.8 19.03 40.57 51.37 0.0 49.57 3337 2403 23.73
ANITA-8B 9444 947 87.17 919 5437 745 69.67 673 67.17 96.67 13.83 36.63 91.53 2127 442 43.03 5347 3653 67.13 47.93
Latxa-8B 556 1523 1157 41.03 312 26.83 2453 2513 2073 848 337 59.77 9433 124 2517 13.0 9923 758 93.6 76.87

Table 49: Detailed accuracy results (%) for a subset of tasks in the Portuguese (Brazilian) language
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Open-Weight Multilingual Models
Llama-3.2-1B 81.8 99.73 9872 98.72 784 76.77 648 52.83 86.07 59.53 55.07 81.73 5243 37.73 4433 70.67 1323 60.93 31.13 100.0
Qwen2.5-1.5B 87.63 88.57 100.0 83.33 3353 1883 5897 645 3277 5497 5563 87.73 482 19.13 3342 5453 175 3403 55 100.0
Llama-3.2-3B 9493 99.53 9231 9744 9487 80.1 60.7 6583 940 9517 96.03 92.03 70.8 25.63 4342 9233 40.67 97.17 8543 100.0
Qwen2.5-3B 89.17 899 100.0 93.59 5343 5147 58.03 8223 68.17 69.03 789 97.07 9557 3277 2567 5733 20.23 9323 3047 100.0
Llama-3.1-8B 9557 9943 97.44 9744 91.77 8447 870 7123 995 954 962 86.83 9377 333 4225 9523 543 96.83 9193 100.0
Qwen2.5-14B 96.87 98.03 9872 9359 69.17 9443 7103 972 841 97.03 950 9753 905 89.07 55.62 7027 5877 99.47 8543 100.0
phi-4 943 993 9359 8462 806 997 761 910 98.0 8023 86.07 100.0 100.0 7827 69.25 87.23 7137 99.83 73.53 100.0
Open-Data Multilingual Models
EuroLLM-1.7B 99.9 0.6 1282 641 7737 2197 8223 61.67 5273 6283 5373 67.77 69.0 0.0 00 2217 827 0.0 24 2051
salamandra-2b 83.77 444 641 7692 1.3 007 524 542 2283 2953 215 0.8 4.17 9.2 0.83 18.2 35 3513 1.5 9744
salamandra-7b 90.27 89.1 46.15 6795 21.87 327 66.73 55.6 2537 2883 4223 25 5997 11.67 05 3747 1133 76.67 8.07 87.18
Minerva-7b 88.4 767 4487 4872 993 343 538 5427 49.17 50.63 28.13 7037 40.5 1.5 671 2553 1053 3857 23 8718
occiglot-7b-eu5 86.03 96.73 20.51 37.18 38.1 43.1 50.13 684 5453 59.13 5023 493 4083 0.0 0.0 0.47 1.57 976 0.0 6.41
EuroLLM-9B 954 560 7.69 5897 89.83 66.77 5827 7427 3563 6883 67.03 9583 644 37.83 2471 5277 1637 9477 237 1795
Language-Specific Models
SmolLM2-360M  89.6 5223 65.38 2821 29.13 14.17 4927 5283 4733 446 3497 53.13 5513 2377 3842 72 343 620 597 859
SmolLM2-1.7B  87.67 86.93 84.62 5385 838 558 5533 57.63 604 60.1 4627 86.87 6213 464 440 414 50 270 71 87.18
occiglot-7b-es-en  87.67 86.3 25.64 25.64 6227 908 4327 6223 560 8287 692 4533 7243 0.0 00 7593 190 942 0.0 2.56
ANITA-8B 97.27 999 1000 96.15 951 959 68.0 7447 6677 81.1 9137 7527 9477 24.67 27.71 77.83 38.07 99.8 9293 100.0
Latxa-8B 9323 99.8 80.77 9744 96.17 1000 752 5873 96.7 90.67 90.77 932 933 29.27 3742 86.7 4727 9887 87.07 100.0
Table 50: Detailed accuracy results (%) for a subset of tasks in the English language
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Open-Weight Multilingual Models
Llama-3.2-1B 4348 8823 90.87 99.93 93.63 90.6 88.07 777 632 63.03 687 850 662 37.83 483 40.17 30.53 58.87 465 59.33 528
Qwen2.5-1.5B 1739 949 828 99.57 5527 39.03 3473 3237 306 1000 19.73 56.63 99.03 243 6547 19.53 1547 59.8 46.8 5447 5743
Llama-3.2-3B 9275 9993 9693 100.0 98.67 96.17 92.63 89.93 73.17 100.0 21.0 60.63 66.57 64.77 9573 26.03 2147 99.37 9243 993 934
Qwen2.5-3B 4928 8427 775 99.87 80.13 744 6773 576 5373 9997 169 42,6 97.73 6497 9797 353 2647 80.33 66.77 88.23 75.13
Llama-3.1-8B 98.55 9997 99.43 99.97 99.27 100.0 99.43 98.33 82.17 99.93 74.63 965 99.6 412 8143 3583 2403 999 91.87 99.7 939
Qwen2.5-14B 7826 99.97 97.83 100.0 97.57 85.73 84.33 79.03 69.23 100.0 42.63 79.83 100.0 94.07 100.0 91.6 7483 9997 9397 99.67 93.17
phi-4 68.12  100.0 99.47 100.0 99.57 99.43 98.07 95.87 7837 100.0 53.07 938 100.0 79.43 99.47 80.1 6793 9947 8123 989 834
Open-Data Multilingual Models
EuroLLM-1.7B 29 9587 424 9773 4843 5353 549 53.87 539 924 709 9227 100.0 2037 21.57 0.0 0.0 67.0 59.67 51.03 502
salamandra-2b 435 2883 13.17 5523 27.1 2263 23.07 2337 21.73 98.17 86 17.67 5377 549 680 9.7 8.07 3197 268 1993 2053
salamandra-7b 0.0 81.03 4523 9837 526 2257 2273 2557 245 9993 3357 86.67 8547 240 3627 1077 793 3223 2287 46.53 4207
Minerva-7b 29 7313 288 91.7 40.77 48.13 49.87 5123 50.13 100.0 6.27 4097 6737 3947 699 1143 1007 61.6 4417 2327 267
occiglot-7b-eu5 31.88 49.7 49 49.17 65.03 5757 56.67 59.1 5047 100.0 0.83 1637 99.77 3437 71.1 0.0 0.0 6633 5413 569 5027
EuroLLM-9B 18.84 9823 8533 9997 9593 36.23 3517 359 3507 1000 16.1 53.17 99.93 44.83 89.93 3883 29.83 839 552 76.63 64.07
Language-Specific Models
SmolLM2-360M 0.0 35.73 338 7857 1637 4473 468 52.17 49.8 855 1503 1883 328 740 80.67 243 2153 45.13 40.83 3297 376
SmolLM2-1.7B 2174 918 770 84.63 60.07 59.87 57.0 5573 52.83 9997 11.I 50.13 99.63 1143 3417 4583 43.6 69.0 5243 459 487
occiglot-7b-es-en  20.29 77.47 87.33 36.57 89.03 61.8 58.03 5887 48.03 86.87 0.07 227 7037 51.1 6833 0.0 00 88.67 77.03 79.0 60.8
ANITA-8B 98.55 95.67 97.73 98.97 9833 67.87 645 63.63 62.1 1000 3597 670 999 4573 9343 274 1573 9087 80.43 975 8583
Latxa-8B 4928 995 982 974 98.03 97.77 97.13 9697 79.97 100.0 51.93 86.4 100.0 14.17 5437 2887 23.13 97.7 83.83 9743 8443

Table 51: Detailed accuracy results (%) for a subset of tasks in the English language
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Task Name Agreement (Accuracy %)

all_words_from_category 97.80
all_words_from_category_0_distractors 99.10
all_words_from_category_1_distractors 97.30
all_words_from_category_2_distractors 97.30
any_words_from_category 97.40
any_words_from_category_3_distractors 94.40
any_words_from_category_4_distractors 96.70
any_words_from_category_5_distractors 98.60
bigger_number 86.30
ends_with_letter 83.70
ends_with_word 96.00
first_alphabetically 91.90
first_alphabetically_consecutive_first_letter 92.50
first_alphabetically_different_first_letter 95.00
first_alphabetically_far_first_letter 93.00
first_alphabetically_same_first_letter 95.10
first_letter 89.50
first_word 94.50
global_accuracy 90.78
homophones 79.60
last_letter 95.00
last_word 93.70
least_associated_word 80.10
less_letters 93.60
less_letters_length_diff 1 94.10
less_letters_length_diff 3plus 91.80
more_letters 90.10
more_letters_length_diff 1 88.00
more_letters_length_diff_3plus 87.70
most_associated_word 79.20
rhyming_word 88.40
rhyming_word_orthographically_different 89.70
rhyming_word_orthographically_similar 86.70
sentence_containing 96.50
sentence_not_containing 92.40
smaller_number 89.30
starts_with_letter 77.50
starts_with_word 95.20
word_after 84.90
word_before 92.00
word_containing 73.90
word_not_containing 86.30

Table 52: Agreement values for regex pattern of English tasks (sorted alphabetically and shown as percentages).
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Task Name Agreement (Accuracy %)

all_words_from_category 86.60
all_words_from_category_0_distractors 76.50
all_words_from_category_1_distractors 87.10
all_words_from_category_2_distractors 88.40
any_words_from_category 84.50
any_words_from_category_3_distractors 89.40
any_words_from_category_4_distractors 86.80
any_words_from_category_5_distractors 80.30
bigger_number 85.00
ends_with_letter 90.50
ends_with_word 50.10
first_alphabetically 83.20
first_alphabetically_consecutive_first_letter 82.50
first_alphabetically_different_first_letter 81.90
first_alphabetically_far_first_letter 82.40
first_alphabetically_same_first_letter 84.10
first_letter 79.80
first_word 92.30
global_accuracy 81.43
last_letter 80.80
last_word 92.50
least_associated_word 92.40
less_letters 79.60
less_letters_length_diff 1 81.70
less_letters_length_diff 3plus 80.80
more_letters 81.40
more_letters_length_diff 1 80.80
more_letters_length_diff_3plus 80.70
most_associated_word 92.20
rhyming_word 84.10
rhyming_word_orthographically_similar 85.50
sentence_containing 39.10
sentence_not_containing 78.00
smaller_number 84.50
starts_with_letter 80.70
starts_with_word 49.60
word_after 93.10
word_before 93.00
word_containing 78.20
word_not_containing 78.70

Table 53: Agreement values for regex pattern of Basque tasks (sorted alphabetically and shown as percentages).
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Task en it es de ca gl eu ko pt_br
all_words_from_category 3000 3000 3000 3000 3000 3000 3000 3000 3000
all_words_from_category_0_distractors 3000 3000 3000 3000 3000 3000 3000 3000 3000
all_words_from_category_1_distractors 3000 3000 3000 3000 3000 3000 3000 3000 3000
all_words_from_category_2_distractors 3000 3000 3000 3000 3000 3000 3000 3000 3000
any_words_from_category 3000 3000 3000 3000 3000 3000 3000 3000 3000
any_words_from_category_3_distractors 3000 3000 3000 3000 3000 3000 3000 3000 3000
any_words_from_category_4_distractors 3000 3000 3000 3000 3000 3000 3000 3000 3000
any_words_from_category_5_distractors 3000 3000 3000 3000 3000 3000 3000 3000 3000
bigger_number 3000 3000 3000 3000 3000 3000 3000 3000 3000
ends_with_letter 69 54 51 72 60 30 39 120 36

ends_with_word 3000 3000 3000 3000 3000 3000 3000 3000 3000
first_alphabetically 3000 3000 3000 3000 3000 3000 3000 3000 3000
first_alphabetically_consecutive_first_letter 3000 3000 3000 3000 3000 3000 3000 — 3000
first_alphabetically_different_first_letter 3000 3000 3000 3000 3000 3000 3000 — 3000
first_alphabetically_far_first_letter 3000 3000 3000 3000 3000 3000 3000 — 3000
first_alphabetically_same_first_letter 3000 3000 3000 3000 3000 3000 3000 — 3000
first_letter 3000 3000 3000 3000 3000 3000 3000 3000 3000
first_word 3000 3000 3003 3003 3003 3000 3000 3000 3000
homophones 2400 360 2304 4704 2784 792 — 2448 1704
last_letter 3000 3000 3000 3000 3000 3000 3000 3000 3000
last_word 3000 3000 3003 3003 3003 3000 3000 3000 3000
least_associated_word 3000 3000 3000 3000 3000 3000 3000 3000 3000
less_letters 3000 3000 3000 3000 3000 3000 3000 3000 3000
less_letters_length_diff 1 3000 3000 3000 3000 3000 3000 3000 3000 3000
less_letters_length_diff 3plus 3000 3000 3000 3000 3000 3000 3000 3000 3000
more_letters 3000 3000 3000 3000 3000 3000 3000 3000 3000
more_letters_length_diff 1 3000 3000 3000 3000 3000 3000 3000 3000 3000
more_letters_length_diff 3plus 3000 3000 3000 3000 3000 3000 3000 3000 3000
most_associated_word 3000 3000 3000 3000 3000 3000 3000 3000 3000
rhyming_word 3000 3000 3000 3000 3000 3000 3000 3000 3000
rhyming_word_orthographically_different 3000 — — — — — — — —

rhyming_word_orthographically_similar 3000 3000 3000 3000 3000 3000 3000 3000 3000
sentence_containing 3000 3000 3000 3000 3000 3000 3000 2997 3000
sentence_not_containing 3000 3000 3000 3000 3000 3000 3000 3000 3000
smaller_number 3000 3000 3000 3000 3000 3000 3000 3000 3000
starts_with_letter 78 78 78 78 78 78 78 78 78

starts_with_word 3000 3000 3000 3000 3000 3000 3000 3000 3000
word_after 3000 3000 3000 3000 3000 3000 3000 3000 3000
word_before 3000 3000 3000 3000 3000 3000 3000 3000 3000
word_containing 78 99 81 90 81 81 81 78 81

word_not_containing 78 99 81 90 81 81 81 78 81

Table 54: Number of samples present in the Multilingual LMentry for each task across all the languages.
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