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Abstract

Accurate text recognition for historical doc-
uments can greatly advance the study and
preservation of cultural heritage. Existing
vision-language models (VLMs), however, are
designed for modern, standardized texts and
are not equipped to read the diverse languages
and scripts, irregular layouts, and frequent
degradation found in historical materials.

This paper presents @ CHURRO, a 3B-
parameter open-weight VLM specialized for
historical text recognition. The model is
trained on CHURRO-DS !, the largest histori-
cal text recognition dataset to date. CHURRO-
DS unifies 155 historical corpora comprising
99,491 pages, spanning 22 centuries of textual
heritage across 46 language clusters, including
historical variants and dead languages.

We evaluate several open-weight and closed
VLMs and optical character recognition
(OCR) systems on CHURRO-DS and find that
CHURRO outperforms all other VLMs. On
the CHURRO-DS test set, CHURRO achieves
82.3% (printed) and 70.1% (handwritten) nor-
malized Levenshtein similarity, surpassing the
second-best model, Gemini 2.5 Pro, by 1.4%
and 6.5%, respectively, while being 15.5 times
more cost-effective.

By releasing the model and dataset, we aim to
enable community-driven research to improve
the readability of historical texts and acceler-
ate scholarship. 2

1 Introduction

Historical documents—including letters, diaries,
government records, and newspapers—are pri-
mary sources that offer invaluable insights into the
thoughts, experiences, and contexts of individuals
and communities in the past. The vast diversity of

'CHURRO stands for Collection of Historical Unified
Resources for Robust OCR.

Dataset, model, and code are available at https://gith
ub.com/stanford-oval/Churro.
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Figure 1: Summary of the performancecost trade-off
across different VLMs on historical documents, mea-
sured on the full CHURRO-DS test set. CHURRO out-
performs the 3B-parameter Qwen 2.5 VL by 21.3%.
It also outperforms the second-best model (Gemini
2.5 Pro) by 4.1% while being 15.5 times more cost-
effective. Costs for closed models are measured with
the 50% batching discount offered by providers. The
costs of open-weight models are estimated following
Poznanski et al. (2025).

languages, including historical variants of modern
languages and dead languages, alongside evolv-
ing writing conventions, handwriting techniques,
spelling, and typefaces, requires specialized exper-
tise to study these materials.

Moreover, document degradation caused by en-
vironmental factors over time further complicates
text extraction (Sulaiman et al., 2019). Histori-
cal documents frequently contain features such as
marginalia (Cheng et al., 2024), rubrication (Whet-
ter, 2017), and illumination (Wyatt and Tymms,
1861), which are rarely encountered in modern
texts. In addition, the wide variety of fonts used in
printed documents and the lack of consistent ortho-
graphic standards (e.g., multiple spellings of the
same word within a single document) pose further
challenges (Drobac et al., 2017).

Handwritten text recognition (HTR) (AlKendi
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et al., 2024) is even more challenging due to
the vast diversity of handwriting styles and calli-
graphic traditions (Blair, 2020), even within the
same language. Historical scribes frequently ab-
breviated words to expedite writing, resulting in
thousands of unique abbreviations (Candido and
Aluisio, 2009), especially in pre-modern docu-
ments (Guéville and Wrisley, 2022; Rogos-Hebda,
2025).

To improve accessibility, many efforts have
been undertaken over the past two decades to dig-
itize historical materials by scanning and convert-
ing them into machine-readable text (Oberbichler
etal., 2022). The current state-of-the-art approach
involves training collection-specific models using
fine-grained (paragraph-level or line-level) anno-
tated data (Reul et al., 2019). Various academic
competitions (e.g., RASM (Clausner et al., 2018),
REID (Clausner et al., 2017, 2019a)) have been
organized to advance these efforts. Several plat-
forms such as Transkribus (Kahle et al., 2017) and
eScriptorium (Kiessling et al., 2019), provide tools
for annotation and model training. However, re-
liance on annotated training data remains a signif-
icant bottleneck.

The recent advent of vision-language models
(VLMs) (Liu et al., 2023a; Zhang et al., 2023;
Bai et al., 2023; Gemini Team Google, 2023; Ope-
nAl et al., 2023) with strong zero-shot vision
capabilities holds promise for addressing these
challenges. OCR-related benchmarks such as
DocVQA (Mathew et al., 2021), CharXiv (Wang
et al., 2024b), CC-OCR (Yang et al., 2024b), Om-
niDocBench (Ouyang et al., 2024), and OCR-
Bench (Liu et al., 2024b; Fu et al., 2025) have be-
come standard among VLM developers. However,
these benchmarks primarily target modern docu-
ments.

We introduce CHURRO-DS, a large-scale
page-level dataset for OCR and HTR on his-
torical corpora. CHURRO-DS is the most di-
verse historical dataset to date, created by unify-
ing and cleaning over 150 existing datasets. It
contains 99,491 documents from 46 language clus-
ters, 29 of which appear in the validation and
test sets: Arabic, Bangla, Bulgarian, Catalan, Chi-
nese, Czech, Dutch, English, Finnish, French, Ger-
man, Greek, Hebrew, Hindi, Italian, Japanese,
Khmer, Latin, Norwegian, Persian, Polish, Por-
tuguese, Romanian, Sanskrit, Slovenian, Spanish,
Swedish, Turkish, and Vietnamese. The dataset
also encompasses 14 scripts from European, East

Asian, Southeast Asian, Middle Eastern, and Indic
script families. Documents include newspapers,
books, handwritten diaries, government records,
and more, spanning from the 3rd century BC to
the 20th century and covering three writing direc-
tions. Each page includes an image paired with
a full-text annotation, making it suitable for both
benchmarking and training VLMs. Figure 2 shows
the breakdown of language clusters and several ex-
ample pages from CHURRO-DS.

We introduce @ CHURRO, a low-cost open-
weight VLM that outperforms larger mod-
els by fine-tuning a relatively small 3-billion-
parameter VLM on CHURRO-DS. The CHURRO
VLM achieves 82.3% and 70.1% on the printed
and handwritten subsets of CHURRO-DS, respec-
tively, outperforming all open and commercial
VLMs by at least 1.4% and 6.5%. This result high-
lights the effectiveness of specialized training on
carefully curated historical documents.

We benchmark a wide range of VLMs and
OCR systems. To the best of our knowledge, this
is the first study assessing how well VLMs pro-
cess images of historical documents. Our findings
reveal substantial room for improvement among
state-of-the-art VLMs in the zero-shot setting.
The best-performing commercial model achieves
80.9% and 63.6% normalized Levenshtein similar-
ity on printed and handwritten documents, respec-
tively, averaged over all languages in CHURRO-
DS. The best open-weight VLMs we evaluated lag
behind, achieving 72.7% and 54.5%, respectively.

2 Related Work

2.1 Document Understanding Benchmarks

Most existing document benchmarks focus
on modern documents and layouts. Pub-
LayNet (Zhong et al., 2019) and DocBank (Li
et al., 2020) automatically annotate PDF articles
from PubMed Central and arXiv, respectively, for
layout segmentation. The RVL-CDIP (Harley
et al, 2015) and IT-CDIP (Lewis et al.,
2006) datasets are derived from industry doc-
uments for document classification and retrieval.
CCpdf (Turski et al., 2023) and WordScape (We-
ber et al., 2023) leverage Common Crawl to
extract and annotate multilingual, visually rich
documents.

Building on this foundation, recent benchmarks
such as CC-OCR (Yang et al., 2024b) and OCR-
Bench (Liu et al., 2024b; Fu et al., 2025) com-
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Figure 2: Overview and examples from the two subsets of CHURRO-DS. Donut charts show the distribution of
language clusters. For example, the German cluster includes Modern German, Old High German, Middle High

German, and Middle Low German.

pile datasets for text recognition, visual question
answering, and key information extraction across
many domains into unified benchmarks, primarily
to evaluate VLMs. However, these efforts typ-
ically remain focused on short outputs, modern
documents, and text in English or Chinese (Ying
et al., 2024; Liu et al., 2023b).

Concurrently, research trends are shifting to-
ward direct, page-level OCR rather than pipeline
methods that rely on bounding-box detection. For
instance, recent works introduce models capable
of page-level OCR but report only limited evalu-
ationseither on noisy, LLM-annotated data (Poz-
nanski et al., 2025) or only in English and Chi-
nese (Wang et al., 2024a; Yang et al., 2024a).
Our proposed CHURRO-DS advances this direc-
tion by providing curated, human-annotated page-
level transcriptions across many languages, with
explicit page-level reading order.

2.2 Vision-Language Models

CLIP (Radford et al., 2021) and its successors,
such as SigLIP (Zhai et al., 2023), laid the founda-
tion for contrastive pretraining between vision and
language. Instruction-tuned open-weight VLMs
like LLaVA (Liu et al., 2023a), LLaVA-Next (Liu
et al., 2024a), InternVL (Chen et al., 2024), and
Qwen-VL (Bai et al., 2023) have demonstrated
strong performance in reasoning and fine-grained

text understanding. Lee et al. (2023); Wang et al.
(2024a) extended these capabilities to variable-
resolution input images, and Wang et al. (2024a);
Team et al. (2025) incorporated localization and
bounding-box detection. These efforts bridge the
gap between general-purpose VLMs and special-
ized models for document structure and layout
understanding (Blecher et al., 2024). Proprietary
LLMs have also incorporated vision capabilities,
such as GPT-4V (OpenAl et al., 2023) and Claude
3 (Anthropic, 2024). Gemini 1.5 (Gemini Team
Google, 2023) further improved text localization.
Recently, Huang et al. (2025) and Guo et al.
(2025) extended the explicit reasoning capabilities
of LLMs to vision.

3 The CHURRO-DS Dataset

CHURRO-DS is a comprehensive benchmark and
training resource curated for recognizing printed
and handwritten text in historical documents. We
standardize diverse annotation formats into a sin-
gle text string per page in proper reading order.
This transformation reduces the problem to pure
image-to-text, enabling straightforward evaluation
of vision-language models.

Through an extensive survey of NLP, computer
vision, and humanities literature from the past
two decades, we identified 153 historical corpora
containing document page images and their cor-
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responding transcriptions. We also release the
first publicly available historical OCR datasets for
Persian and Turkish. CHURRO-DS reflects the
practical challenges of processing historical scans:
images often contain irregularities such as page
creases, scanning artifacts, and extra margins (e.g.,
parts of scanning tables). Although all images are
correctly oriented, slight misalignments are com-
mon.

3.1 Dataset Selection

CHURRO-DS comprises two subsets: one for
printed documents and one for handwritten docu-
ments. Figure 2 provides an overview of the lan-
guages included in each subset, along with illus-
trative examples. Appendix E lists all included
datasets.

The selection criteria were: 1) Documents
must originate prior to the mid-20th century. 2)
Datasets must have licenses permitting research
use. 3) Datasets must include human-annotated,
gold-standard text covering entire pages.

We exclude distantly supervised datasets, such
as VieBookRead (Do et al., 2024). Many historical
datasets provide annotations at the character, word,
or line level (Belay et al., 2023; Romanello et al.,
2021); we include these if their annotations can be
combined to reconstruct complete page-level text.

Many of these datasets were originally tran-
scribed by humanities researchers and have not
previously been used for OCR, because they lack
bounding-box annotations typically required by
OCR models. By adopting a page-level task def-
inition, we can leverage these previously untapped
resources. Additionally, we create and include the
first publicly available HTR dataset for Ottoman
Turkish, transcribed by the authors.

3.2 Dataset Curation

Each example in CHURRO-DS consists of (1) an
image of a document page, (2) page-level meta-
data indicating language and script, and (3) a text
string representing the page content. The metadata
enables fine-grained analysis of evaluated models.

Because the source datasets come from many
different origins, they are transcribed in various
formats and follow different conventions. To fa-
cilitate effective training, we carefully curate the
datasets with the goal of producing an output text
string that is (1) in the proper reading order of
the page, (2) as accurate as possible, and (3) as
faithful as possible to the image, a practice known

as diplomatic transcription (Romero et al., 2019).
We achieve this through a combination of auto-
mated (LLM-based) transformations and manual
verification, as described below.

Page-Level Metadata. Each image is anno-
tated with metadata indicating language and script.
Such information is not always available from the
original datasets. Some datasets lack language
annotations entirely, while others (e.g., Clausner
et al. (2015); Papadopoulos et al. (2013); Romein
et al. (2020); Maheshwari et al. (2022a); Katuak
etal. (2024)) span multiple languages without indi-
cating which page corresponds to which language.

We leverage ISO 639-3 (Agency, 2007), which
contains 7,916 languages and historical variants,
grouping them into language clusters based on
macrolanguage classifications.  For languages
without macrolanguage categories (e.g., English
or German), we use ISO reference codes for con-
temporary forms as umbrella categories for histor-
ical variants. We prompt a VLM with descrip-
tions and examples from each cluster to detect the
language of each page. When available, we use
dataset documentation to constrain possible lan-
guage clusters. We then manually review subsets
for accuracy.

We classify scripts similarly, using ISO
15924 (International Organization for Standardiza-
tion, 2022) and Glottolog (Hammarstrom et al.,
2024) script families, yielding 14 distinct scripts
from 5 families. Tables 3 and 4 list all language
clusters, scripts, and script families in CHURRO-
DS.

Reading Order. We standardize various an-
notation formats (e.g., ALTO XML (Library of
Congress, 2025), PAGE XML (Pletschacher and
Antonacopoulos, 2010), JSON, plain text) into
a single text string per page in correct reading
order. While ALTO and PAGE XML support
explicit reading-order annotations, many datasets
lack them. For datasets with consistent lay-
outs (e.g., single- or double-column), we develop
dataset-specific heuristics. For more complex lay-
outs, we employ a VLM to determine reading
order and manually spot-check outputs. Manual
checks indicate that more than 98% of reading or-
ders are accurate.

Accuracy. We identified annotation issues in
sixteen datasets. For instance, Dolfing et al. (2020)
omits text in top margins, and datasets from Halter-
Pernet et al. (2021) and Najam and Faizullah
(2024) contain frequent transcription errors. To
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address these problems, we use a VLM (Gemini
2.5 Pro (Kavukcuoglu, 2025)) to suggest correc-
tions based on image bounding boxes. Corrections
are subsequently reviewed and validated by the au-
thors.

Faithfulness. Our dataset includes scholarly
editions from diverse institutions, each follow-
ing distinct transcription standards (David Gliick,
2018). Some editions employ modernized tran-
scriptions with standardized spelling, punctuation,
and capitalization, while others adopt diplomatic
transcriptions (Romero et al., 2019) to faithfully
represent original documents.

For CHURRO-DS, we standardize on diplo-
matic transcriptions, ensuring evaluated systems
need only transcribe what they see, independent
of dataset-specific guidelines. In datasets such as
Quirés et al. (2018), which include both original
and expanded forms of abbreviations and hyphens,
we retain original transcriptions. We exclude sig-
nificantly modernized datasets where faithful tran-
scription is unrecoverable.

To restore spacing, line breaks, and diacritics
from images, we use a VLM guided by image
bounding boxes and transcribed text to perform
minimal edits. Character-level edit distances be-
tween original and edited transcriptions remain be-
low 5%. We manually verify samples from each
dataset for accuracy.

Finally, we normalize typographic elements
such as fractions (e.g., converting Y, Unicode
U+@0BC, to 1/4) and ligatures (e.g., Unicode
U+FBO6 to “st”).

3.3 Dataset Preparation

Data Filtering. Some pages contain minimal text,
such as chapter dividers and title pages. We re-
move pages with fewer than 30 tokens (tokenized
by Qwen 2.5 VL (Bai et al., 2025)). Duplicate
pages arising from dataset errors or reuse across
datasets are identified and removed using Min-
Hash (Broder, 1997), eliminating approximately
15,000 near-duplicates. Large images are resized
to fit within a 2500 x2500 pixel box, preserving
aspect ratios. Appendix A.1 provides text and im-
age size statistics.

Dataset Splits. To facilitate efficient evaluation
across diverse language clusters, we construct bal-
anced development and test sets by randomly sam-
pling 60 pages per language cluster per document
type (printed and handwritten). These samples are
evenly divided into validation and test sets, with

the remaining documents forming the training set.
Due to limited examples for some languages, only
29 of the 46 language clusters appear in the vali-
dation and test sets; the remaining 17 appear only
in the training set. The resulting dataset contains
97,151 training samples and 1,170 samples each
for validation and test sets. Note that training sizes
vary substantially, with as few as 6 and 12 samples
for printed Chinese and handwritten Portuguese,
respectively. Table 3 summarizes the dataset dis-
tribution across languages and splits.

4 Experiments and Results

We first evaluate a broad set of commercial and
open-weight VLMs on the CHURRO-DS test set in
a zero-shot setting. We then investigate the impact
of fine-tuning using the CHURRO-DS training set.

4.1 Experimental Setup

@ CHURRO. We fine-tune a VLM on CHURRO-
DS to obtain CHURRO. We selected the 3-billion-
parameter Qwen 2.5 VL for its compact size,
strong zero-shot OCR performance, and ability
to handle high-resolution, variable-sized images—
all critical for processing diverse layouts. We
fine-tuned this model on the training portion of
CHURRO-DS.

VLMs. We select the top proprietary VLMs
from the LM Arena Vision Leaderboard (Chi-
ang et al., 2024), excluding earlier versions of
some models that were superseded by updated re-
leases. The selected models are GPT-5, GPT-5
Mini, and GPT-5 Nano (OpenAl, 2025a); GPT-
4.1, GPT-4.1 Mini, and GPT-4.1 Nano (OpenAl
et al., 2025); GPT-40 and GPT-40 Mini (Ope-
nAl et al., 2023); O1 (Jaech et al., 2024), O3,
and O4 Mini (OpenAl, 2025b); Claude Sonnet
3.7 (Anthropic, 2024) and 4 (Anthropic, 2025b);
Claude Opus 4.1 (Anthropic, 2025a); and Gemini
2.5 Flash and Pro (Kavukcuoglu, 2025).

We also evaluate several strong open-weight,
instruction-tuned VLMs of varying sizes: Qwen
2.5 VL (3B and 72B)(Bai et al., 2025); Gemma
3 27B(Gemma Team et al.,, 2024); MiMo
VL (8B)(Xiaomi, 2025); Nemotron Nano VL
(8B)(NVIDIA, 2025); InternVL 3.5 (30B)(Wang
et al.,, 2025); R (4B)(Yang et al., 2025); and
Phi 4 Multimodal (5B) (Microsoft et al., 2025);
and VLMs specifically tuned for page-level OCR:
NuMarkdown (8B)(Numind, 2025), olmOCR
(8B)(Poznanski et al., 2025), RolmOCR (8B)(AlI,
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2025), and Nanonets OCR (3B)(Mandal et al.,
2025). We exclude models such as DeepSeek-
VL2 (Wu et al., 2024), whose supported context
length is insufficient for the long texts in CHURRO-
DS. All models are evaluated using the same
prompt in Table 6.

OCR Systems. We also benchmark several spe-
cialized OCR systems: Azure OCR (Microsoft,
2024), which supports handwritten text recogni-
tion in five languages and printed text recognition
in over 100 languages; and Mistral OCR (Mistral
Al, 2025), a multilingual OCR engine optimized
for long-form, dense documents.

Unlike VLMs, which directly generate com-
plete text from images, Azure OCR is a pipeline
model: it first detects text bounding boxes, per-
forms OCR within these boxes, and then deter-
mines the correct reading order.

Recognizing the difficulty VLMs face with long
inputs, we also evaluate a hybrid system that com-
bines Azure OCR with a VLM. In this approach,
Azure OCR identifies bounding boxes and their
reading order, after which a VLM processes each
bounding box individually. This division simpli-
fies the VLMs task by providing smaller image in-
puts and requiring shorter textual outputs.

We further report the performance of an oracle
model that selects, for each example, the highest
score among all models. This establishes an up-
per bound for ensembling methods that combine
outputs from multiple systems.

4.2 Evaluation Metrics

To enable direct comparison across fundamentally
different approaches, we follow Blecher et al.
(2024) and evaluate each systems final textual
output against the gold annotations. Specifically,
we compute the character-level Levenshtein dis-
tance (Levenshtein, 1965), which measures the
number of insertions, deletions, and substitutions
required to transform one string into another. We
normalize this distance by the length of the longer
string and convert it to similarity by subtracting
it from 1, yielding a score in [0, 1]. This metric
closely aligns with the Character Recognition Rate
(1 minus Character Error Rate) commonly used
in OCR studies (Neudecker et al., 2021; Karpin-
ski et al., 2018; Liebl and Burghardt, 2020), but is
bounded within [0, 1], enabling comparison across
varying text lengths. We refer to this metric as nor-
malized Levenshtein similarity.

We compute the metric for each example and

average the scores separately for printed and hand-
written document types. For fairness, we apply
the same normalization procedures (described in
Section 3.2) to all model predictions. For texts
in Arabic script, we perform additional normaliza-
tion of diacritics and hamza using the PyArabic
toolkit (Zerrouki, 2010).

4.3 Evaluation Results on Printed Documents

Table 1 presents results for the printed subset
of the CHURRO-DS test set. @ CHURRO at-
tains the highest average performance among
all systems (82.3%). Fine-tuning improves Qwen
2.5 VL (3B) across all languages by an aver-
age of 14.5%, with the largest gains for Japanese
(37.0%), Finnish (32.9%), and Swedish (22.9%).
Compared to Gemini 2.5 Pro, the much smaller
CHURRO performs better on 12 of 18 languages
(with the largest gaps in Romanian, Japanese, and
Finnish) and matches it on Czech. Low per-
formance on Chinese print is attributable to the
CHURRO-DS training set containing only 6 exam-
ples, underscoring the importance of training data
size.

Among proprietary VLMs, Gemini 2.5 Pro
achieves the highest zero-shot performance
(80.9%), with other proprietary models perform-
ing between 7.2% and 42.2% worse.

Among  open-weight VLMs, OCR-
specialized models perform best: NuMark-
down, olmOCR, and Nanonets OCR reach
72.7%, 69.8%, and 69.7 %, respectively.

Among OCR systems, Azure OCR achieves the
best average performance (71.9%), falling 10.4%
short of CHURRO. The hybrid model, combining
Azure OCR with Gemini 2.5 Pro, averages 52.6%
and trails at least one of its components in every
language. Relative to Azure OCR alone, the hy-
brid system improves notably for Bengali and Ro-
manian.

We do not observe a clear correlation between
model size and performance within model fami-
lies. For example, the 3B-parameter Qwen 2.5 VL
outperforms the 72B-parameter variant from the
same family, mirroring trends with Mini models
in the GPT-4.1 and GPT-5 families.

Overall, historical Chinese presents the greatest
challenge; even the oracle ensemble achieves only
14.4%. This subset includes many two-page news-
paper images with vertical text, non-rectangular
article boundaries, and interspersed Latin charac-
ters.
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System \ ben bul ces deu eng fin  fra  hin  jpn lat  nld pol ron san slv spa swe zho Avg
VLM Fine-Tuned on CHURRO-DS
@ CHURRO (3B) 709 96.1 956 823 91.0 632 89.6 946 741 920 957 816 79.6 93.1 976 914 872 62 823
A with Qwen 2.5 VL (3B) +0.9 +12.8 +2.0 +17.7 49.1 +32.9 +9.7 +16.7 +37.0 +11.6 +20.0 +14.0 +20.5 +20.6 +2.8 +4.2 +22.9 +5.7 +145
Closed VLMs (Zero-Shot)
Gemini 2.5 Pro 945 934 956 769 933 553 935 932 61.7 875 979 803 663 89.7 974 913 8I1.1 6.6 809
Gemini 2.5 Flash 912 91.0 948 69.3 846 328 809 786 47.1 850 87.1 737 602 821 97.0 944 689 83 737
GPT-4.1 Mini 773 903 93.8 753 883 40.1 76.6 822 553 823 827 731 56.1 719 963 8.9 790 53 73.1
Claude Sonnet 3.7 852 864 948 64.7 80.1 258 761 898 298 850 76.1 713 64.1 821 950 84.8 702 1.8 702
GPT-5 Mini 78.6 83.8 92.6 67.8 864 39.3 834 782 443 815 805 704 435 655 929 906 727 46 698
Claude Opus 4.1 823 829 915 587 783 168 777 875 173 841 70.1 653 577 795 963 857 652 1.8 66.6
04 Mini 758 819 89.2 632 823 212 805 733 388 795 742 640 394 59.6 95.1 89.0 69.6 24 655
GPT-4.1 714 783 89.5 63.7 81.8 345 750 764 197 769 766 648 409 60.6 90.6 880 665 39 644
03 76.5 77.8 8.0 584 816 19.7 80.1 763 120 79.6 73.1 655 336 598 948 894 600 15 62.7
)] 747 760 87.5 589 82.1 243 722 78.1 156 775 740 642 353 602 904 89.0 62.6 20 625
Claude Sonnet 4 733 776 86.6 56.1 762 158 699 765 175 83.1 707 634 510 69.1 93.8 789 588 20 622
GPT-5 73.6 77.1 8.9 592 81.1 199 79.8 615 142 782 71.8 642 331 530 903 89.6 586 13 60.7
GPT-40 66.7 63.0 829 488 783 15.6 702 706 119 742 62.8 548 40.1 481 89.5 864 47.1 2.1 563
GPT-40 Mini 509 587 769 489 77.1 17.0 66.6 578 119 694 569 52.1 438 42.1 852 854 479 24 528
GPT-4.1 Nano 362 61.0 825 544 813 204 678 341 140 719 582 584 414 26.1 863 823 53.6 3.6 519
GPT-5 Nano 282 279 682 41.1 73.0 53 653 285 6.1 569 322 387 273 13.0 780 69.5 372 05 387
Open-Weight VLMs (Zero-Shot)
NuMarkdown (8B) 847 87.1 957 719 830 39.0 87.1 755 552 806 847 774 529 733 956 8.9 773 1.1 727
olmOCR (8B) 79.2 84.8 90.0 664 79.7 285 83.7 850 425 825 829 724 514 664 962 907 732 02 69.8
Nanonets OCR (3B) 75.6 855 947 694 857 248 829 83.1 329 79.7 781 742 573 714 957 912 722 04 69.7
Qwen 2.5 VL (3B) 70.0 83.3 93.6 64.6 820 303 799 779 37.1 804 757 677 59.1 726 948 872 643 05 678
RolmOCR (8B) 827 794 875 639 884 17.0 784 851 351 792 737 655 579 677 8.1 90.7 70.8 12 672
Qwen 2.5 VL (72B) 879 89.6 836 533 757 106 802 89.0 473 853 659 57.1 574 702 959 89.5 509 3.7 663
Gemma 3 (27B) 61.6 620 783 49.7 704 21.0 668 743 183 69.1 504 527 487 614 894 725 440 54 553
MiMo VL (8B) 63.8 727 824 510 715 72 726 514 268 826 504 49.6 40.0 447 924 757 505 2.1 548
Skywork R1V3 (38B) 20.7 358 706 423 734 17.6 68.7 188 122 673 472 46.8 315 17.1 81.6 723 37.0 2.7 424
InternVL 3.5 (30B) 164 102 565 353 763 13.1 646 160 132 628 427 315 188 11.6 773 675 278 28 358
R (4B) 19.0 172 439 284 677 139 620 252 63 488 320 273 246 169 625 628 270 29 327
Nemotron Nano VL (8B) 77 142 358 343 57.1 6.6 600 11.7 04 559 327 331 148 94 590 634 309 1.1 293
Phi 4 Multimodal (5B) 22 1.7 40 53 429 52 116 3.7 1.8 114 70 63 56 35256 167 74 07 9.0
OCR Systems
Azure OCR 153 914 917 779 86.1 650 845 729 536 826 916 81.1 507 808 939 8.5 796 94 719
Mistral OCR 594 88.1 86.5 57.1 793 28.6 747 822 33 79.8 789 609 486 827 938 89.3 58.1 13 64.0
Azure OCR + Gemini 2.5 Pro| 66.9 57.3 740 424 639 108 659 567 284 732 59.1 488 510 592 553 81.0 507 24 526
Ensemble
Oracle \95.4 97.8 99.1 87.0 954 762 941 975 828 954 989 924 87.1 96.7 98.6 983 928 144 889

Table 1: Normalized Levenshtein similarity scores of models evaluated on the printed subset of the CHURRO-DS
test set (higher is better). Columns represent language clusters arranged alphabetically from left to right: Bangla,
Bulgarian, Czech, German, English, Finnish, French, Hindi, Japanese, Latin, Dutch, Polish, Romanian, Sanskrit,
Slovenian, Spanish, Swedish, Chinese, and the average across all language clusters. Within each system category,

models are sorted by average similarity (highest to lowest).

4.4 Evaluation Results on Handwritten Texts

Table 2 presents evaluation results on the hand-
written subset of the CHURRO-DS test set.
@ CHURRO achieves the highest average per-
formance among all models (70.1%), improving
upon the original Qwen 2.5 VL (3B) by 27.2%.
The largest gains from fine-tuning are observed
for Greek (62.6%), Japanese (54.7%), Turkish
(42.3%), Hebrew (42.1%), and Persian (36.8%).
Compared to Gemini 2.5 Pro, the fine-tuned model
performs better on 18 of 21 languages, trailing
only on Arabic, Persian, and Norwegian.

Among proprietary models, Gemini 2.5 Pro
achieves the highest average similarity (63.6%).
Notably, the performance gap between Gemini
models and other proprietary VLMs is consider-
ably larger for handwritten documents than for
printed ones.

Among open-weight VLMs, Qwen 2.5 VL
(72B) leads with an average performance of
54.5%. Smaller, specialized OCR VLMsNuMark-
down, RolmOCR, and Nanonets OCRfollow with
51.2%, 49.0%, and 43.2%, respectively.

As in the printed setting, the hybrid system com-
bining Azure OCR with Gemini 2.5 Pro does not
outperform its individual components.

All models struggle particularly with Sanskrit,
Khmer, and Hebrew; even the oracle ensemble
achieves only 26.1%, 32.9%, and 59.1% on these
languages, respectively. Greek and Turkish are
also challenging for all zero-shot models we eval-
uated.

Across both handwritten and printed subsets,
multiple VLMs outperform OCR systems, under-
scoring the promise of VLMs for page-level OCR
over pipeline methods.
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System ara cat  deu ell eng fas fra  heb ita  jpn khm latt nld nor por san spa swe tur  vie zho Avg
VLM Fine-Tuned on CHURRO-DS
@ CHURRO (3B) 775 902 831 674 840 780 81.1 423 884 596 257 709 838 797 529 215 78.0 854 69.1 751 782 70.1
A with Qwen 2.5 VL (3B) +22.5 +11.1 +31.9 +62.6 +16.5 +36.8 +21.9 +42.1 +14.8 +54.7 +23.4 +19.2 +19.8 +12.8 +16.8 +21.4 +26.5 +32.9 +42.3 +16.6 +25.4 +27.2
Closed VLMs (Zero-Shot)
Gemini 2.5 Pro 87.0 879 739 546 800 81.6 745 304 88.0 180 246 66.5 786 877 459 158 755 76.1 457 693 746 63.6
Gemini 2.5 Flash 80.7 804 694 47.1 712 766 716 290 843 129 272 574 739 812 381 114 663 687 428 663 710 587
GPT-4.1 Mini 60.6 78.0 557 383 739 507 648 280 79.7 147 127 571 660 779 364 102 61.0 579 312 383 62.1 502
GPT-5 Mini 542 784 563 340 76.8 458 66.0 259 755 122 148 51.8 60.1 78.6 374 9.2 59.7 49.6 305 325 485 475
Claude Sonnet 3.7 61.2 832 586 504 758 428 639 296 748 24 82 580 644 752 418 65 60.7 497 316 11.1 283 46.6
04 Mini 486 73.1 489 268 743 380 59.7 98 733 6.3 8.1 476 552 723 308 6.7 533 392 263 287 440 415
GPT-4.1 50.7 669 489 283 70.6 426 572 21.7 688 11.I 106 48.0 51.7 714 344 9.6 498 388 31.6 254 315 414
Claude Opus 4.1 48.1 764 523 307 716 392 59.0 239 698 73 22 505 572 66.6 335 92 554 391 256 7.5 18.6 402
Claude Sonnet 4 453 70.0 486 304 63.0 330 49.6 293 643 9.6 8.0 465 464 545 347 8.6 52.1 308 27.1 6.0 205 37.1
01 43.1 639 442 213 677 377 49.0 6.0 647 3.4 05 39.1 480 673 240 29 468 383 258 185 247 351
GPT-40 45.1 56.8 39.1 241 655 303 489 184 552 92 7.1 379 428 609 275 88 412 317 262 179 23.6 342
03 323 645 415 198 717 122 432 8.6 623 33 0.1 317 362 713 138 02 470 225 246 135 287 309
GPT-5 384 643 354 193 706 167 447 8.1 63.6 3.8 1.1 296 368 673 184 0.8 412 263 19.1 54 278 304
GPT-40 Mini 320 49.1 324 223 640 28.0 424 146 513 97 31 332 372 538 247 86 384 297 247 106 154 298
GPT-4.1 Nano 262 504 339 221 599 232 429 126 538 8.8 92 33.0 353 546 204 43 341 255 182 124 145 283
GPT-5 Nano 8.7 249 188 44 505 72 28.1 1.5 30.6 2.7 1.2 161 144 413 6.4 09 168 5.6 4.4 1.3 116 142
Open-Weight VLMs (Zero-Shot)
Qwen 2.5 VL (72B) 67.8 857 670 387 770 559 751 163 804 119 05 561 741 748 438 133 678 748 368 68.1 580 545
NuMarkdown (8B) 559 810 647 246 702 481 674 177 852 11.0 119 614 726 685 412 103 606 692 164 715 663 51.2
RolmOCR (8B) 51.8 819 639 149 741 509 670 2.8 843 79 06 586 69.1 723 379 92 60.7 692 21.1 666 645 49.0
Nanonets OCR (3B) 520 778 560 204 623 173 61.6 0.8 775 43 03 564 649 679 362 20 573 632 139 576 56.8 432
Qwen 2.5 VL (3B) 550 79.1 512 48 675 412 592 02 736 50 22 517 641 669 360 02 516 525 267 586 528 429
olmOCR (8B) 440 806 534 11.7 68.0 23.0 605 43 794 39 04 522 646 672 215 05 480 60.6 13.1 600 550 415
MiMo VL (8B RL) 16.6 761 439 163 630 307 448 14 631 41 82 338 576 572 292 81 466 333 169 445 316 346
Gemma 3 (27B) 356 534 379 298 621 334 469 227 534 94 9.1 408 424 560 332 88 417 28.6 242 204 265 341
InternVL 3.5 (30B) 83 444 231 172 524 9.6 327 6.3 412 5.6 69 312 275 405 202 1.8 249 214 11.6 644 625 264
Skywork R1V3 (38B) 145 452 260 161 506 16.6 36.9 6.0 378 53 7.0 334 307 364 25.1 6.7 319 205 147 354 410 256
R (4B) 177300 227 119 415 188 300 89 305 52 36 286 248 305 212 51 236 21.1 130 330 349 217
Nemotron Nano VL (8B) 6.2 285 21.1 42 383 7.7 26.0 35 340 0.9 29 235 227 370 17.1 20 23.0 157 43 1.0 0.8 153
Phi 4 Multimodal (5B) 1.1 9.1 8.6 26 208 1.0 6.5 09 125 0.7 1.5 8.1 52 133 59 0.6 45 54 0.9 1.5 1.3 53
OCR Systems
Azure OCR 743 7277 494 205 735 454 606 386 709 114 37 530 580 641 377 146 622 465 398 551 50.6 477
Azure OCR + Gemini 2.5Pro| 592 649 47.1 324 539 499 553 180 684 58 204 416 320 565 294 119 445 572 316 488 20.1 404
Mistral OCR 60.3 563 29.0 5.8 58.6 462 387 27 628 3.8 36 356 330 524 140 1.7 374 3211 375 24 44 294
Ensemble
Oracle 888 926 894 749 897 835 880 591 931 654 329 762 878 893 578 261 826 889 749 785 829 763

Table 2: Normalized Levenshtein similarity scores of models evaluated on the handwritten subset of the CHURRO-
DS test set (higher is better). Columns represent language clusters arranged alphabetically from left to right: Ara-
bic, Catalan, German, Greek, English, Persian, French, Hebrew, Italian, Japanese, Khmer, Latin, Dutch, Norwe-
gian, Portuguese, Sanskrit, Spanish, Swedish, Turkish, Vietnamese, Chinese, and the average across all language
clusters. Within each system category, models are sorted by average similarity (highest to lowest).

4.5 Error Analysis

Reading Order Errors. In a sample of 50 predic-
tions, 42% from zero-shot Qwen 2.5 VL (3B) con-
tain major reading-order errors, compared to 16%
for CHURRO.

The most common issue involves column order-
ing: many CHURRO-DS pages have two or more
columns, which some models mishandle. Reading-
order errors are also more frequent in East Asian
scripts, where the zero-shot model often fails to
recognize top-to-bottom writing direction, as illus-
trated in Figure 6. CHURRO performs substan-
tially better in this regard.

Major Hallucinations. Thirty-six percent of
the 50 predictions from the zero-shot Qwen 2.5
VL (3B) exhibit major hallucinations. These arise
when a model cannot reliably recognize the text
and instead generates content that seems contextu-
ally plausible. Figure 14 shows an 18th-century
Dutch letter where the model correctly identifies
the document as a letter but, unable to transcribe
its content, produces text such as “Dit is een brief”

(“This is a letter.”). None of the predictions from
CHURRO exhibit hallucinations.

Errors in Gold Annotations. We found that
2 of the 50 examples contain gold-standard text
that omits parts of the page. These omissions stem
from annotation errors in the original datasets that
persisted through our cleaning process. For exam-
ple, the transcription in Figure 13 begins halfway
through the left column.

Other Minor Errors. We observe recurring mi-
nor errors across languages and periods. Models
often confuse visually similar characters, such as
transcribing ‘o’ for ‘@’. These errors frequently oc-
cur in proper names. In Figure 17, the model ren-
ders “Suso” as “Siiss” and “Birgittiner” as “Bisit-
tiner”. Scan quality can also impact accuracy, as in
Figure 14, where a letter bound in a volume leads
to many character errors near the spine due to page
curvature.

Appendix D provides additional examples and
error analyses.
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5 Conclusion

In this paper, we introduced CHURRO, a compact
vision-language model fine-tuned from Qwen 2.5
VL for historical text recognition. To support its
training and evaluation, we curated CHURRO-DS,
the largest and most diverse human-annotated text
recognition dataset historical text recognition as-
sembled to date. It unifies 155 corpora and nearly
100,000 pages spanning 22 centuries across 46 lan-
guage clusters. Its diversity in languages, scripts,
layouts, and formats makes it a powerful resource
for benchmarking and improving VLMs on histor-
ical texts.

CHURRO-DS reveals the difficulty of the task:
Gemini 2.5 Pro, the best-performing commer-
cial VLM, achieves only 80.9% (printed) and
63.6% (handwritten) normalized Levenshtein sim-
ilarity.  Fine-tuned on CHURRO-DS, CHURRO
achieves 82.3% and 70.1%, surpassing Gemini 2.5
Pro while being 15.5 times more cost-effective.
These results represent improvements of 14.5%
and 27.2% over the base model, highlighting the
benefits of training on a diverse historical corpus.

Even imperfect model outputs can aid in digiti-
zation of documents as valuable first drafts, sub-
stantially reducing the effort required for schol-
arly correction. Such transcriptions make histor-
ical documents accessible to a broader audience,
including readers without specialized training in
historical scripts.

Limitations

Although CHURRO-DS is by far the most diverse
resource for historical text recognition to date, it
still underrepresents some languages. This imbal-
ance reflects the scarcity of annotated historical
datasets for many lower-resource languages. No-
tably, CHURRO-DS currently does not include any
languages native to the African continent.

Moreover, we only experimented with standard
supervised fine-tuning. Future work should ex-
plore more advanced training methods in this set-
ting.

Ethical Considerations

No crowdsourcing was conducted in this research.
All included datasets have licenses permitting re-
search use (see Appendix E for detailed license in-
formation). The CHURRO-DS dataset is released
under the Creative Commons Attribution Share
Alike 4.0 license to comply with these licenses. We

do not anticipate any potential harm arising from
the use of this dataset.
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A CHURRO-DS Details

A.1 Dataset Statistics

Figures 3 and 4 show the distribution of the length
of the gold text labels, and the dimension of im-
ages in CHURRO-DS respectively.

Distribution of Token Count

18k
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Token Count

Figure 3: Distribution of Qwen 2.5 VL tokens in the
gold text. Log-scale x-axis. Red dashed line shows the
median.
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Figure 4: Plot of image dimensions in CHURRO-DS.
Each point shows the width and height of a single im-
age. Note that we resize large images to fit inside a
2500 x 2500 pixel box while maintaining their origi-
nal aspect ratio.

A.2 Language and Script Statistics

Tables 3 and 4 show the number of examples per
language and script, in CHURRO-DS.
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B System Details
B.1 Model IDs

Table 5 lists the exact model IDs used in our ex-
periments. For closed models, the IDs follow the
providers’ APIs: Google Vertex Al and Azure
OpenAl. For open-weight models, the IDs are
taken from the HuggingFace hub. Throughout this
paper, we refer to models by their total param-
eter counts to clarify the model sizes used. In
cases where the official model ID differs (e.g.,
olmOCR), we use the total parameter count for
consistency.

B.2 Hyperparameters

For all VLMs, we generate outputs with a temper-
ature of 0 (i.e., greedy decoding). All results are
reported from a single run.

We set the maximum number of generated to-
kens to 20,000 for non-reasoning models and
40,000 for reasoning models to accommodate the
additional reasoning tokens they generate. The
value 20,000 is chosen based on Figure 3 to allow
for the generation of all gold outputs. Reasoning
parameters for reasoning models are included in
Table 5.

To create CHURRO, we fine-tuned Qwen 2.5 VL
(3B) for 5 epochs on 32 NVIDIA H100 GPUs.
Using gradient accumulation and a total effective
batch size of 128, fine-tuning took approximately
25 hours. We used a learning rate of 5 x 1075 with
a cosine schedule. Overall, the computation for
this paper, including fine-tuning and inference for
all open-weight models, totaled about 6,000 GPU-
hours on NVIDIA H100 GPUs.

The tokenizer of Qwen 2.5 VL outputs a vari-
able number of tokens depending on the resolu-
tion of the input image. We resized all input im-
ages to a maximum of 5,120 image patches, each
of size 28 x 28 pixels, for all fine-tuning experi-
ments. This limits the total number of image and
text tokens per example to under 25,000.

B.3 Prompt Used for Zero-Shot Evaluation
of VLMs

The prompt used to evaluate zero-shot VLMs is

shown in Table 6.

C Additional Experiments

Figure 5 plots normalized Levenshtein similarity
against the number of tokens in the gold transcrip-
tion for each page. We observe that, in general,

model accuracy decreases as the amount of text on
the page increases.

D Example System Outputs

We present additional examples illustrating com-
mon error categories, with the correct gold output
shown side by side with the outputs of the zero-
shot Qwen 2.5 VL (3B) model and its fine-tuned
counterpart, CHURRO.

D.1 Reading Order-Related Errors in
Vertical Script Layouts

Figure 6 presents a Classical Chinese document
that follows traditional layout conventions, where
text is arranged vertically from top to bottom and
columns are ordered from right to left.

The fine-tuned CHURRO model produces a tran-
scription that closely matches the ground truth.
Most discrepancies are minor, such as normaliza-
tion of historical glyph variants or the substitution
of rare characters not fully represented in mod-
ern Unicode. Importantly, the reading order is
preserved, and the model correctly segments lines
and parses content without inserting hallucinated
tokens.

In contrast, the zero-shot VLM fails to generate
a coherent transcription. Its output contains hal-
lucinated markup symbols, fragmented character
groupings, and widespread omissions or rearrange-
ments. We attribute this to a fundamental misalign-
ment in layout assumptions: the model appears to
interpret the document as a modern layout with
left-to-right, top-to-bottom reading order, rather
than adhering to the traditional vertical, right-to-
left format. This results in substantial degradation
in both recognition accuracy and semantic struc-
ture.

3The English translation of the gold text is: “In the eighth
year of the Guimao cycle, the 10th year of the Song dynastys
Chunxi reign, in the first month of spring, Wu Liixin was
appointed as general to lead a campaign against Ailao. In
the eleventh month, on the day of Renwu, a solar eclipse oc-
curred. In the ninth year of Jiachen, the 11th year of Chunxi,
in the third month of spring, Champa sent tribute, including
three items from Siam. Merchants from Qi and neighboring
countries came to Yuntun Garrison to offer goods and request
permission to trade. In the tenth month, the Meng people and
others rebelled and fought among themselves. In the 10th
year of Yisi, the 12th year of Chunxi, in the first month of
spring, civil service examinations were held for scholars aged
fifteen and above. Those proficient in poetry and classical
texts were admitted to study at the imperial court; thirty can-
didates, including Pei Guokai and Deng Yan, were selected.
The rest remained in school. In the seventh month of autumn,

the King of Jiankang, Long Yi, was ordered to lead an expe-
dition against the southern tribes, which were subsequently
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D.2 Recognition Challenges with Small
Characters

Figure 7 illustrates another challenging Classical
Chinese document, characterized by a mix of large
title-like characters and densely packed columns
of smaller body text. Like the previous example,
this page follows a vertical writing style with right-
to-left column ordering.

CHURRO transcribes the document with high ac-
curacy. It preserves the reading order, successfully
detects both large and small characters, and han-
dles rare historical forms, with only minor mis-
matches due to character encoding limitations.

The zero-shot VLM, however, produces a signif-
icantly incomplete transcription. It primarily de-
tects larger, visually prominent characters such as
titles and headers, while failing to recognize most
of the smaller text.

D.3 Reading Order in Western Languages

The postcard in Figure 8 begins on the right side of
the page, as is customary with postcards, and con-
tinues on the top left. CHURRO recognizes the text
mostly correctly, but it does not accurately identify
the reading order. This leads to a prediction where
the text order is reversed.

D.4 Major Hallucinations from Stereotypes

Some hallucinations due to misrecognition are
based on stereotypes. In a mid-19th-century En-
glish newspaper (Figure 9), the first column be-
gins with a report from India. The second column
mentions the Queen traveling with the Princess

pacified.”

“The English translation of the gold text is: “To under-
stand the harmony of Heaven and Earth is to discern signs
of disorder. Each of the twelve earthly branches has its corre-
sponding wind, and when the winds deviate from their natural
rhythm, it is a sign that order is failing. In the eighteenth year
of Duke Xiang, the state of Chu attacked Zheng. The musi-
cian Shi Kuang first sang of the north wind, then of the south
wind. The south wind lacked strength and coherence, and Shi
Kuang declared that Chu would not succeed. Indeed, many
Chu soldiers suffered from cold, confirming the signs of dis-
rupted harmony. To address such disruptions and govern ef-
fectively, five roles are established to offer counsel and main-
tain order. These roles help interpret omens and seasonal pat-
terns, ensuring that state affairs proceed in accordance with
cosmic and political balance. Among them are three minor
emissaries and two senior diviners, appointed to advise the
king. The Inner Historian manages eight categories of royal
decrees: granting rank, bestowing emoluments, dismissal, ap-
pointment, execution, birth, reward, and confiscation. The
Grand Minister also conveys royal edicts and serves as a sec-
ondary authority, helping oversee the laws and administrative
affairs of the state. These officials work together to uphold
governance, interpret laws, and plan state policy.”

Royal. The VLM is unable to decipher this
text but captures enough words—particularly In-
dia and queen—that it generates a stereotypical
passage about the Queen traveling to Calcutta with
the Prince Royal. While it is statistically likely
that those traveling to India from the UK in the
19th century went to Calcutta in large numbers and
royal princes traveled more than royal princesses,
text generation based on stereotypes results in fac-
tual mistakes.

D.5 Repetitive Degeneration

Figure 10 shows an example from a 19th-century
German letter. The zero-shot VLM, upon gather-
ing from the first line that this is a letter, repeatedly
predicts the same sentence over a dozen times:
Das Wetter ist hier sehr angenehm,” which trans-
lates to The weather here is really nice.” This is a
very standard opening line for a letter.

In the case of Figure 11, a Latin manuscript, the
zero-shot VLM predicts the word “arsagriam” and,
without another word to follow, repeatedly gener-
ates the same word until it runs out of generation
tokens. This manuscript remains difficult even for
CHURRO. The fine-tuned VLM has several seri-
ous issues with recognizing the text and enters a
degeneration loop with another phrase.

D.6 Errors Due to Historical Script Changes

Sometimes, in historical languages, it is not only
the spelling that differs from contemporary us-
age but also the script itself. This is the case
for many contemporary languages—for example,
Azeri—which has historically been written in the
Arabo-Persian script and continues to be written
with that script in Iran. However, during the So-
viet era in Azerbaijan, Azeri was written with the
Cyrillic alphabet, and today it is written in the
Latin alphabet. In our dataset, this diversity of
scripts is showcased by transitional Romanian, a
19th-century alphabet that combined Cyrillic and
Latin characters. Already a subject of compu-
tational linguistics research (Frincu et al., 2023),
transitional Romanian poses challenges for VLMs.
Figure 12 shows a 19th-century printed Romanian
book. Without fine-tuning, the VLM does not rec-
ognize the Latin characters properly and defaults
to Cyrillic spellings. These mistakes are drasti-
cally reduced in CHURRO.
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X2 MR 2 IKEE
THIREFRAREEN
HMAMAHE T REREL

XS
R RME=NMTAZ
OMFBHBE =K h—

REEN
REME
XERRZ OBAXE
MEBRAEER TR

Kjeere Jappe!
1 Jeg spekulerer naesten pa
1 om det skulde lgnne sig
! at holde en hel Udstilling
igjen til Hgsten — i October —
— Det var at taenke pa
~ Jeg har jo endnu mange
Tropper der ikke har vaert
i llden - Jeg antar en
30 Billeder der ikke er
udstillede i Kristiania - og
forresten er over 100 Billeder
naturligvis skrige op —
men jeg har i Berlin
hvert Ar holdt Separat-
udstillinger — og dertil store
U Collectivudstillinger
i Secession - Forrige Aar
holdt jeg hos den fineste
Kunsthandler Cassirer 2
og store Separatudstillinger,
et Ar - og sa vilde matte
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Finetuned : Zero-shot LMM
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Finetuned Zero-shot LMM
.................................................. e eccecccccccccccccccccccccc——a—
i
naturligvis skryr op — 1 [8.4.1909]
men jeg har i Berlin Kjgn Dapp!

hvert &r holdt separat-
udstillinger - og disse store
Collectivudstillinger oppe til Nosten - Oktober
i Secession - Forrige Aar - Det var en lende po

i
'
3 Jeg sparger mesten po om det skulde
i
i
|
holdt jeg hos den fineste i - Jeg har jo endt mange
i
i
i
i
i
i
i
i
i
'

lene seg at holde en rett tilhelling

.
'

i

'

4

'

i

i

i

'

i

'

i

i

i

i

i

i Kunsthandler Cassirer 2 Troppen de seks men var
| store Separatudstillinger. Biden - Jeg anbaer en

! etdr - sa vilde maske 30 Billen de seks in

! man vel hiemme finde

1 sig hen - efter 5 Aars Ude-
i
'
i
i
i
i
i
'
i
'
i
i
i
i
i
i
i
i
i
i
i
i
i

naelling - Kustjama
frede a

bleven — Mine Billeder '
virker meget bedre her '
Kjaere Jappe! HEE
Jeg spekulerer naesten p& V-
om det skulde Ignne sig :

at holde en hel Udstilling -
igjen til Hesten — i October — e

- Det var at teenke pa :
- Jeg har jo endnu mange :
Trapper der ikke har veeret i
ilden - Jeg antar en i
:
'

Figure 8: A 20th-century Danish postcard that begins on the right side of the page, which causes mistakes even in

CHURRO predictions.
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......................................................
] i ;
: The Birmingham Daily Post. The Birmingham Daily Post. The Birmingham Daily Post.
The Birmingham Daily i VOL.1. No. 16. VOL. I. No. 16. Vol. I. No. 16.
i BIRMINGHAM, FRIDAY, DECEMBER 25, 1857. BIRMINGHAM, FRIDAY, DECEMBER 25, 1857. | BIRMINGHAM, FRIDAY, DECEMBER 25,
| PRICE ONE PENNY. PRICE ONE PENNY. 1857.
| ! t A permanent issue of Exchequer notes, tothe | FoRrpiGN INQUIRIES. PRICE ONE PENNY.
; amount of FOREIGN INTELLIGENT.
B 1 fifteen or sixteen millions, might equally relieve INDIA INDIA.
. | the productive The Queen, with the Prince Royal,
departs for Calcutta, on the 25th inst.,

| country.
| “is to be
| aids, taxes, or

| Westminster, after the

1 and £10. were

1 issued till 1741, during

| than £20. Bank

1 *An Exchequer bill (or a note, without interest,)
| current, and pass in any of the public revenues,
1 supplies, or at the receipt of Exchequer in

i 5th day of April next.” Exchequer bills for £5.

i issued in 1696, and for £10. continued to be

.
i
i
i
1
i
i
i
i
i
i
i
i
i
i
|
|
:
1

| classes, but it would be less economical to the i THE BELLE OF LUCKNOW.
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
|
1 which time bank notes were not issued for less i
i
i
i
i
i
i
i

'
:
i
'
.
0
i
i
i
i
i
i
i
i
i
:
:
i
i
3
i
! to visit the Indian Army, and to confer
—We are glad that the Belle of Lucknow was ! with the Governor General on the
i
:
i
:
i
:
i
'
i
i
i
i
i
i
i
i
i
;
:
i
i
i
i
i
:

sailing with progress of the campaign. The Prince
the news of the fall of Lucknow, and that she of Wales, with the Princess Royal,
was able to departs for the East, on the 26th inst.,
reach her destination in safety. The news of the | to visit the Indian Army, and to confer
fall of with the Governor General on the

Lucknow was received with the most intense
pleasure, and

was greeted with the most enthusiastic
cheering, as the

Belle entered the harbour of the port of
Calcutta.

progress of the campaign. The Prince
of Wales, with the Princess Royal,
departs for the East, on the 26th inst.,
to visit the Indian Army, and to confer
with the Governor General on the
progress of the campaign. The Prince
of Wales, with the Princess Royal,

Figure 9: 19th-century English

D.7 Strict Evaluation

In Figure 10, words like beSSer” or aus-
geschloSSen” (the character representing the Ger-
man sharp S) are transcribed as besser” and aus-
geschlossen” (with two modern s characters), fol-
lowing orthographic changes in current standard
German spelling. Such normalizations, while di-
verging from the text on paper, are not the same

as actual recognition mistakes because they do not
change the meaning of the text.
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Figure 10:
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Document image

i

HiE

i

U SO

Wenn nun auch in dem, was ich Ihnen schreibe,
fiir

Sie nur wenig Neues sein kann, so ist doch das
Wenige vielleicht geeignet, Ihre Aufmerksamkeit
zu erwerben und wiirdig, daB Sie es priifen.

In der Zukunft werden sich unzweifelhaft da und
dort viele Zweigbahnen ansetzen, die friihere
unge-

schickte Anlagen verbeRern werden. Allein
beRer

ist es doch, da man gleich von Anfang das
Richtige

treffe, als durch Eigensinn und enge Riicksichten
und Eifersiichteleien die erste Grundlage zu
langem

Schaden verhunzen laRe. Und zur Verhinderung
dieses Letztern, wo moglich etwas beizutragen,
das bezweckt mein anspruchloser Privatbrief.
DaR ich mich mit diesen Bemerkungen an Sie
wende, geschieht in Folge der Bekanntschaft,
die

ich voriges Jahr die Ehre hatte mit lhnen

zu machen.

Gold

Quaciigs consonate seqnte pot termia
re priozé sillabam vt mozbus pcus 0z00
perficio coxfinium opioi nomen margo

phibeo perlego pluceo interlunit carmen carnis
Cozpus arquipotés arquitenens cursus mozsus

tus piurus curuus xerxes. In quibusoa tamen co-
positis Tuenio r. in I. guerti. vt intelligo & pellicio
pinterlego & plicio. pellego p plego. pelluceo p
Nullam supiorem sillaba tez 4 pluceo

minat in simplici dictone nisi sequés ici-

piat ab eadé. vt cassus. & nisi in copoitis

ab his consonatibg incipiat. sc3 c. f. g. m. p. t.
vel i.

& u. consonatibg. vt obscurg. discucio. transfero.
transgrediox. trasmeo odisplic3. distermiat
disitgit

transueho In oibus poictis copositdibus & s. ter-
minalis pponis Nam in simplicibg dictGibg neces
se &s. &c. eé eiusoem sillabe. vt pascua. luscg.
M

etiam vi p. vel t. segnte s in simplici dictoe s.
eius

Finetuned

Wenn nun auch in dem, was ich Ihnen schreibe,
fiir

Sie nur wenig Neues sein kann, so ist doch das
Wenige vielleicht geeignet, lhre
Aufmerksamkeit

zu erwecken und wiirdig, daB Sie es priifen.

In der Zukunft werden sich unzweifelhaft da
und
dort viele Zweigbahnen ansetzen, die friihere
unge-

schickte Anlagen verbessern werden. Allein
besser

ist es doch, daR man gleich von Anfang das
Richtige
troffe, als durch Eigensein und enge
Riicksichten

und Eifersiichteleien die erste Grundlage zu
langem

Schaden verhunzen lasse. Und zur
Verhinderung

dieses Letztern, wo méglich etwas beizutragen,
das bestimmt mein anspruchloser Privatbrief.
DaB ich mich mit diesen Bemerkungen an Sie

Finetuned

Quaciiq3 consonate seqnte pot termia

re ptioré sillabam vt morbus pcus ordo
persicio cofinium oppidd nomen margo

phibro perlego pluceo incelltnid carmen 7 amys
corpus 7 quipodeo. 7 sic ptioré sillabam ar

tum puniés 7 ptioré retrors. In quibusda 7 cor
positis Tuenio 7im. I. queri. vt intelligo & pollicio
b inclexo & plicio. pellego p plego. pollicio p
plicio

sitdne ex pponit. vt.c.c.c.7.c.c.].c.c. 1. c.C.
J.c.c

Vt.C.C.C.7.C.C.T.C.C.T.C.C.T.C.C. .C.C. .
c.c.cc
vt.c.c.c.].c.C.].¢c.C.1.C.C.1.C.C.].C.C. |.
c.c.].c.c
vt.c.c.c.].¢c.c.].¢c.c.1.C.C.7.C.C.T.C.C. .
c.c.i.cc
vt.c.c.c.].C.C.T.C.C.T.C.C.T.C.C. T.C.C. .
c.c.].cc
vt.c.c.c.].¢c.c.].¢c.C.1.C.C.].C.C.].C.C. ].
c.c.].c.c.

Wahrend der Zeit, was ich Ihnen
schreibe, fiir die Zeit, die ich hier bin,
ist es, dass das Wetter hier recht gut
ist. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm. Das Wetter ist hier sehr
angenehm.

A 19th-century German letter where the zero-shot VLM exhibits repetitive degeneration.

Zero-shot LMM

Quaecumgque conformatum sequere
potest tertiam prope fulham et
modicum prope ordine periculum
coenitium opidi nominis margine
phileo pelegrino pluto intestinum
carmen. Carminis quod arsagriam
arsagriam arsagriam arsagriam
arsagriam arsagriam arsagriam
arsagriam arsagriam arsagriam
arsagriam arsagriam arsagriam

Figure 11: A Latin manuscript where both models exhibit repetitive degeneration.
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D cc i ot romanit o
ospopeuenis syl o
do umpesopngt nefeiie wi o
-
a a0p lepapi spone. Avsact
ol o d

it wbup
e eepinen swon
cta co adeseposzs din spmie

doas; e epa san neatupual ax wicephil pro-
pltene tatspop Pomanizop - din Monapxia A~
clplart s wi onspm: ta n upisinga sicepi-
weacis k¥ nslepe mitponoitans.

0. Mitponoaitsaal-Apxienicxon a1 Pomanitop
opa cantopandsint tpel Enicxonl, aders ves desa
Mapamspuin, Clasam i Ba.

L Avect Mitponosit i Apsieniceon co -
woa deanspapea de npeogime, wi

IV, D qumpeaspipl cas ce chingen i
co aueza e de Taipiapxe din Konotantino-
n0a, cas

V. De Excapssr aseasia, de Mitpouositss
Bnrpo-Basasier din Teproviie. )

R T —————

U SO

1.

De aY wi poct Pomanit Gicepivit pbcbpiteane
AN

Yecapopeljedine npoeinyit'mowenitoape
ctpamtopayt poapte

de Amnpexy¥pbpt nedepivite wi npimexdioace,
tot¥wiadbnapb

decnbry6ipe Wi m&nrbiepe, Kb An tpebine
6Gicepivelyl'aBea

a nop lepapxie nponpie. Ayeacta ce adeBepeazb
din ¥Ypmb-

toapene yinut'date ictopive :

I. Apxienickon¥n wi MitpononitYn Pomaninop
aBea odinioapb cka¥n¥n cvy¥ na bvarpad An Ap-
dean; ayena epa kan neatspnat an Gicepiyil’
pbCH-

pitene t¥t¥pop Pomaninop din Monapxia AY-
ctpiak®; Wi okApmyea ayeacta An npisinua
6Gicepi-

Yeackb K¥ n¥tepe mitpononitans.

Il. Mitpononit{nyi-Apxienickon an Pomaninop
epa c¥ntopandYiyi'tpel Enickont, adekb yen
dena

MapamypbLu, Cinsaw wi Bad.

Finetuned

§1.

De a¥ wi poct Pomanil 6icepiuit pbcbpiteane
AN

Yecapopeleline nponinyii mowenitoape
ctpamtopayl poapte

de Amnpex¥pbpi nedepivite wi npimeydioace,
tot¥uit apnapb

decnbr¥6ipe wi m&nrbiepe, Kb An tpebine
6Gicepiveui aBea

a nop lepapxie nponpie. Ayeacta ce
adesepeazb din ¥pmb-

toapene uinyi date ictopive:

I. Apxienickon¥n wi Mitpononit¥n Pomaninop
aBea odinioapb cka¥n¥n cb¥ na bbngrad An
Ap-

dean; auena epa kan neatspnat an Gicepiuit

pbChb-
pitene t¥t¥pop Pomaninop din Monapxia A¥-
ctpiak®; Wi okApmY¥ea ayeacTa An npisinua
6Gicepi-

Yeackb K¥ n¥tepe mitpornonitans.

1l. Mitpononit¥n¥i-Apxienickon an Pomaninop

[le a3 mu ®ocT PomaHii Bicipeyil
pyccipiteaHe ¢i Yecapopeuitjie
NpoBiHLiT MoLWeHiLape cipMimMopalyi
doapie fie Aumnepexpipi nedepivie wi
npitexpaioace, TotoLi adicapi
fecscbriHipe Wi mariHiepe, Ki Mi
Tpe6ine Bicipeuiui aBea a nop lepaxii
npopiue. Ayeaca ce ajieBepesa 3imMm
ApiM-TOBpene YuHi faTa icTopive:

I. Apxienickonn wi MiTpoononiun
PomaHinop aBea ogjiHioapi ckasisci
cbB na benrpag ap Ap-fean; auena
epa Kan neaikHalu an Bicipeyii pycc-
piTeeHe iskpop PomaHinop aiH
MoHapxia Ac-cTpiak; Wi okpikika
aveaca A npisiua Bicipey-yecacki Ki
u3epe MiTpooNoiaH.

II. MiTpoononiui-Apxienickon an
PomaHinop epa cbBiTOpXHiBIi Tpel
Enickoni, anekb Yen gena

1+ Mapamsprtw, Cinsaw wi Bag. ...

Figure 12: A 19th-century transitional Romanian book where the zero-shot VLM is unable to recognize Latin

characters.
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Document Type Cluster Total Train | Dev | Test
German 21,024 | 20,964 30 30
French 14,648 | 14,588 30 30
Spanish 8,426 8,366 30 30
Latin 5,158 5,098 30 30
Czech 3,145 3,085 30 30
Dutch 3,016 2,956 30 30
Polish 2,781 2,721 30 30
Slovenian 2,723 2,663 30 30
English 2,504 2,444 30 30
Japanese 1,954 1,894 30 30
Bulgarian 737 677 30 30
Sanskrit 543 483 30 30
Finnish 283 223 30 30
Swedish 270 210 30 30
Romanian 154 94 30 30
Hindi 154 94 30 30
Chinese 66 6 30 30

. Bangla 62 2 30 30
print Italian 50 so0 of o
Serbian 48 48 0 0
Malayalam 48 48 0 0
Estonian 47 47 0 0
Slovak 42 42 0 0
Latvian 40 40 0 0
Indonesian 38 38 0 0
Corsican 35 35 0 0
Portuguese 14 14 0 0
Catalan 13 13 0 0
Russian 9 9 0 0
Greek 9 9 0 0
Occitan 5 5 0 0
Yiddish 3 3 0 0
Hungarian 2 2 0 0
Malay 1 1 0 0
Javanese 1 1 0 0
Croatian 1 1 0 0
Chinese 5,113 5,053 30 30
Spanish 4,512 4,452 30 30
French 3,627 3,567 30 30
English 3,439 3,379 30 30
Dutch 3,262 3,202 30 30
Arabic 2,367 2,307 30 30
German 2,358 2,298 30 30
Latin 1,596 1,536 30 30
Japanese 892 832 30 30
Khmer 622 562 30 30
Swedish 552 492 30 30
Norwegian 441 381 30 30
Italian 430 370 30 30
handwriting Gregk 425 365 30 30
Persian 417 357 30 30
Vietnamese 416 356 30 30
Turkish 237 177 30 30
Sanskrit 182 122 30 30
Hebrew 155 95 30 30
Catalan 145 85 30 30
Portuguese 72 12 30 30
Czech 59 59 0 0
Finnish 45 45 0 0
Newari 19 19 0 0
Russian 2 2 0 0
Pali 2 2 0 0
Danish 2 2 0 0
Yiddish 1 1 0 0

Table 3: Language statistics in CHURRO-DS.
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Script Name Script Family Script Type ‘Writing Direction IS0 15924 Code | Count in CHURRO-DS
Latin European alphabet LTR Latn 71,749
Latin (Fraktur variant) European alphabet LTR Latf 12,987
Latin (Gaelic variant) European alphabet LTR Latg 117
Cyrillic European alphabet LTR Cyrl 952
Greek European alphabet LTR Grek 434
Hebrew Middle Eastern abjad RTL (some bidirectional) Hebr 159
Arabic Middle Eastern abjad RTL (bidirectional) Arab 3,021
Devanagari (Nagari) Indic abugida LTR Deva 698
Bengali (Bangla) Indic abugida LTR Beng 64
Malayalam Indic abugida LTR Mlym 50
Newa Indic abugida LTR Newa 195
Khmer Southeast Asian abugida LTR Khmr 624
Japanese (alias for Han + Hiragana + Katakana) East Asian logo-syllabary | vertical (RTL) and horizontal (LTR) Jpan 2,779
Han (Hanzi, Kanji, Hanja) East Asian logo-syllabary | vertical (RTL) and horizontal (LTR) Hani 5,662

Table 4: Script statistics in CHURRO-DS. Script family, type and writing direction are from Glottolog 5.1 (Ham-

marstrom et al., 2024).

Model Name Model ID Reasoning Budget How Accessed
GPT-40 gpt-40-2024-11-20

GPT-40 Mini gpt-40-mini-2024-07-18

GPT-4.1 gpt-4.1-2025-04-14

GPT-4.1 Mini gpt-4.1-mini-2025-04-14

GPT-4.1 Nano gpt-4.1-nano-2025-04-14

0Ol 01-2024-12-17 medium Azure OpenAl API
03 03-2025-04-16 medium

04 Mini 04-mini-2025-04-16 medium

GPT-5 gpt-5-2025-08-07 medium

GPT-5 Mini gpt-5-mini-2025-08-07 medium

GPT-5 Nano gpt-5-nano-2025-08-07 medium

Claude Sonnet 3.7 claude-3-7-sonnet-20250219 2048 tokens

Claude Sonnet 4 claude-sonnet-4-20250514 2048 tokens

Claude Opus 4.1 claude-opus-4-1-20250805 2048 tokens Google Vertex Al API
Gemini 2.5 Flash gemini-2.5-flash 2048 tokens

Gemini 2.5 Pro gemini-2.5-pro 2048 tokens

Qwen 2.5 VL 3B Qwen/Qwen2.5-VL-3B-Instruct

Qwen 2.5 VL 72B Qwen/Qwen2.5-VL-72B-Instruct

Phi 4 Multimodal microsoft/Phi-4-multimodal-instruct

InternVL 3.5 (30B) OpenGVLab/InternVL3_5-30B-A3B

MiMo VL (7B) XiaomiMiMo/MiMo-VL-7B-RL-2508

Nanonets OCR (4B) nanonets/Nanonets-0CR-s .
Nemotron Nano VL (8B) nvidia/Llama-3.71-Nemotron-Nano-VL-8B-V1 Local GPU using vVLLM v0.10.2
NuMarkdown (8B) numind/NuMarkdown-8B-Thinking

Gemma 3 (27B) google/gemma-3-27b-it

R (4B) YannQi/R-4B

Skywork R1v3 (38B) Skywork/Skywork-R1V3-38B

RolmOCR (8B) reducto/RolmOCR

olmOCR (8B) allenai/olmOCR-7B-0825

Table 5: Model names, IDs, reasoning budget, and access methods.

Document image

)

r wirt an allez bagen
egvnde in fvrbaz fragen

o

wannen dir diz orf fi chomen
herre. daz ort ich erstreit.

do ich von Sygvnen reit.

1 vor einer chlosen ich di sprach

1 dar nach ich flvglingen stach.

| einen riter drabe in zoch ez dan.

i de ez von rehte sol wesen
| herre. ich sach in vor mir gen.
1 in vant daz orf bi mir sten.

i wil dv Grals solch svs roeben,
i vnt da bi def8 gelceben.

1 dv gewinnest ir noch minne.

i so zweient sich die sinne.

! herre. ich namz in eime strit.

1 swer mir dar vmbe vnde git.

1 der proeve alrest wi div ste.

1 min orf het ich verlorn é.

! do sprach aber Parcifal

neve. noch han ich niht vernomen.

| von Mvnsaelvaesche was der man.
| Der wirt sich int aber der genesen.

Finetuned

si heizzet Lammire.

so istz lant genennet Styre.
swer schides ampt Vben wil.
der mvz dvrchstrichen lande vil.
Nv riwet mich min knappe rot.
dvrch den si mir groz ere bot.
von Ithern dv bist erborn.

din hant di lippe hat verchorn.
got hat ir vergrezen doch.

er chan si wol gepriven noch.
w lv gein got mit triwen lebn.

mit riwe ich dir daz khvnde.
dv treit zwo grozre fvnde:
Ithern dv hast erflagen.

dv solt och dine mver chlagen.
ir grozriv triwe daz geriet.
din vart si vomé lebn schiet.
di dv ivgeit von ir tate.

nv volge miner rate.

min bvze fvr miisswende.
vnd sorge er vmb din ende:
daz dir din arbet hie erhol.

Figure 13: Middle High German
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1 so solen im wandel drvmbé gebn.
i
'
i
i
i
i
i
i
i
i
i
i
i
i
i
i

st herzer Lammire.

fo Ithx lairt genemmer Styre.
iwer schildet amptt vben wul.
der mkrx dreyfstrichen lande vil
hy wweer mich min knappe rot.
dych den m mir grox erx horx.
von fehren dy brex erkorn.

dun hatte typpx hat verehorn.
gur hat ir vergessen doch

er chn si wol gerbrunx noch.

hy w gern gor mit wriem lehmn.
fo feyex im wandel drexme gebin.
my rwey ich dir daz Ikhnde.

dy trexet two groxte frede
fehren dy halx elfaggen.

einen ritter drade xoch rech dan.
von
Oyr

elxelxelxe ...



4 N
You are an expert in diplomatic transcription of historical documents from various languages.
Your task is to extract the full text from a given page. Only output the transcribed text between
<answer> and </answer> tags.

Follow these instructions:

1. You will be provided with a scanned document page.

2. Perform transcription on the entirety of the page, converting all visible text into the following
format. Include handwritten and print text, if any. Include tables, captions, headers, main text
and all other visible text.

3. If you encounter any non-text elements, simply skip them without attempting to describe
them.

4. Do not modernize or standardize the text. For example, if the transcription is using “U+017F”
instead of “s” or “U+0430” instead of “a”, keep it that way.

5. When you come across text in languages other than English, transcribe it as accurately as
possible without translation.

6. Output the OCR result in the following format:

<answer>

extracted text here

</answer>

Remember, your goal is to accurately transcribe the text from the scanned page as much as
possible. Process the entire page, even if it contains a large amount of text, and provide clear,
well-formatted output. Pay attention to the appropriate reading order and layout of the text.

- J

Table 6: The prompt used for all zero-shot experiments. “U+017F” is the Unicode for long S, used in 18th and
early 19th century English. “U+0430” is the Unicode for cyrillic small letter “a”. We added these characters to the
prompt after we noticed most VLMs try to normalize the text to modern English characters.

Document image

1 Van Malacca Den 13 8=ber 1747
1 Radja Moeda af den rijx op volger

i len brengen op een goeden voet, terwijl den
! regeerende vorst ten teeken, sijner waare

! affectie in Geselschap van 's Comp:s vaar

1 thuijgen als Gezanten heeft over gezonden
| Ziere Lela Moeda, en Annachoda

| de Radja om eens regt beschijt te

1 krijgen op sijne voorige versoeken, deuelke
1 nogthans tusschen Calang en Poelo

| Passelaar in Swaar weer van den

1 anderen afgeraakt, en tot heeden hier

| niet zijn g'arriveert op hoedaanige

i proceduuren dan teegen onderdaanen

| van een Vorst, die, men met zoo veel

i Zorg en moeijte uijt een diepe ver:geetent,
i heijd reets Zoo verre heeft over gehaalt,

! tot de belangens van d: E: Comp,es en daar
! in door allerlij praefiraable midde,

1 len en weegen zoekt te koesteren

! ten ijnde Eens bij de verijschte

! magt de Consideraable voordeelen

1 te trekken, welke deselve met

! Zoo

'
'
'
'
e
'

1 E Comp,e Seer geneegen scheen en bij succes

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, e
Van Malacca Den 13 8ber 1747 :
Radja Moeda af den rijx op volgens d' :

E Comp: seer geneegen scheen en bij subven 1 Dit is een brief van de Heer genoemde,

tie, sie beloofd de saaken werden te sullen ! die is bij Subes
ten brengen op een goeden voet, terwijl den | Lee gebleven, de Saanke welke hij
regence vorst ten saeken, sijner Waare ! heeft

affectie in Geselschap van s Comp: Vaar,

thuijgen als gezanten heeft overzonden

Ziere Lela Moeda, en Annachoda

de Radja om eens regt bescheijt te

krijgen op sijne voorige versoeken, dewelke

nagthans Lisschen Calang en Poelo

Parselaar in swaar weer van den

anderen afgeraakt, en tot heeden hier

met zijn garnisoen op hoed aanige

proceduuren dan Leegen onderdaanen

van een vorst, die, men met zoo veel

zorg en moeijte uijt en diverse vergeeten,

heijd reets zoo verre heeft overgehaalt,

tot de belangens van dE Comp,e, en daar

in door allerlij practicaable middelen

bij en weegen zaekt te koesteen 3

ten ginder Eens bij de vereijschte !
i

! gezocht, en is, geest voort terwijl de

! Regent heeft Fort te Sake, Syne Waar
! afwijst in Gezelschap van Heer D. van
! Kruyff als Ge Zantz heeft opgekomen.
! Hier is de Briefe, welke Annachtd

1 De Raja om een Nyt betekyft te

1 krijgen en fijne voorige Verfache, deel
| van Franse Laffele, Calang en Melo

| Gestelde in Siaan met een dew

| anderen afgesakt, en tot deze Eer

| met Zijt gaaen vest en Geen aanige
| Proed wier dan Leege onderdaan

| van er Vorst, die met Lee weel

3 Zoog en mogtig wiert er dit e

Figure 14: 18th-century Dutch letter, bound
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Document image

s Phcen enle Ordrsicn

Document image

Virn (gl iio tanar

Document image

M 7 sl e o R e e

Figure 15:

Lande ende Graeffchappe van Hollandt.
Ende dat voor alle 't gene des sy sullen mo-
gen vocren ofte doen voeren na de voorsey-
de Zijpe, oft van daer uyt voeren oft doen
uytvoeren in anderen onsen Landen van
herwaerts overe. Ende op dat de voorsz
Ingelanden ende Geerfde te vrylijcker ende
onbecommert de voorsz Landen souden
moghen winnen ende bouwen, sonder let-
sel ofte moeyenisse van eenigen heuren cre-
diteurs, die hen souden willen vervorderen
eenighe executien op de voorsz Landen te
doene, ofte die uyt te winnen ende ander-
sins procederen tegens dengenen die de sel-
ve geaenveert ende geaccepteert souden
hebben, hebben wy tot meerder satisfactie
ende vernoeghe van eenen yeghelijcken uyt
onse rechter wetenheyt, eygenen wille, au-
toriteyt ende volle macht, geordineert, ver-
boden ende geinterdiceert, ordineren, ver-
bicden ende interdiceren by desen onsen
voorsz brief, dat de crediteurs ofte schult-

schoonde Hekken

merkelijk verhangen

sijn

en daerom is het

raadsaam in die

goede harmonie te

volharden

van het madureese

ryk valt niet te melden

als een ydele opgave

eener perel visserij

en het opduyken van

Chianios

Van Ceylon den 12 Maart Ao 1740

voordroeg wat tans door deselve ons
voorgeslagen

Word over het aangaan van een Contract met
hetselve de apparentien tot eenige favorable
dispositien van de bovenlandse regering en
andere dingen meer indiervoegen door de tyd
ende t'sedert voorgevallene resolutie verhangen
sijn dat het tans in het minste niet geraden
Wesen Zoude eenig tentamen te doen tot het

Men du talte om at du kanske skulde komme en
tur opover

dalen paa vaarparten, og da ser du vel indom
her?

Tak ogsaa for Suso. Apropos Suso - kjender du
den gamle

Birgittiner-svenske overszettelse av Gudeliga
Snilles Vackare, og Formskrifts-

séllskapets utgaver av gammelsvensk literatur i
det hele. Der er en maengde

nydelige ting imellem.

Her er deilig nu - sol, og blomsterne i vinduerne
begynder at saette

knopper. Den smgrbukken fra Sell som jeg fik av
dig, skyter pent - jeg

hadde sat den i kjeelderen i vinter og det tror jeg
den hadde godt av.

Nu skal jeg ind og ta imot jeg vet ikke hvor
mange unger som

kommer hit til chocolade. Hans Benedikts
fodselsdag falder i skole-

ferien, saa faar han ha selskapet sit paa
navnedagen.

34804
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Finetuned
220 Placcaten ende Ordonnantién
Lande ende Graeffschappe van Hollandt.
Ende dat voor alle 't gene des sy sullen mo-
gen voeren ofte doen voeren na de voorsey-
de Zijpe, oft van daer uyt voeren oft doen
uytvoeren in anderen onsen Landen van
herwaerts overe. Ende op dat de voorsz
Van geen
executien
naer Zijpe
voeren, on
gen te des
op de lan-
den van
de Zijpe,
geducren-
de den tijt
van ses
Laren.
Ingelanden ende Geerfde te vrylijcker ende
onbecommert de voorsz Landen souden
moghen winnen ende bouwen, sonder let-
sel ofte moeyenisse van eenigen huren cre-

17th-century Dutch print

Finetuned
schoon de stukken
merkelijk verkoopen
sijn
en doorom is het
raadsaam indie
goede harmonie te
volharden
van het madureesche
rijk valt niet te seggen
buijten eenige bekaggelyke tentamina of lieve
ydelse opgaven tot het houden eener Perel
vischag
en het opduijken van Chiancos lange desselfs
of stranden waar van de Mooren dan eens wat
meer, dan weder wat minder over dat land
keerschende sig wel hebben willen vanteeren
dog waar van niets geworden is bij de
tutucorijnse
advisen

Van Ceylon den 12 Maart A:o 1740
voordroeg wat tans door deselve eens
voorgeslagen

16: 18th-century Dutch letter with marginalia

Finetuned
Men du talt om at du kanske skulde komme en
tur opover
dalen paa vaarparten, og da ser du vel indom
her?
Tak ogsaa for Siiss. Apropos Siiss - kjender du
den gamle
Bisittiner, svenske oversaettelser av Gunhjér
Toulles Vackare, og Tomsdrift —
séllskapets utgave av gammelsvensk literatur i
det hele. Der er en maengde
nydelige ting imellem.
Her er deilig nu - sol, og blomsterne i
vinduerne begynder at saette
kroppe. Den smgrbrukken fra Sell som jeg fik
av dig, skyter pent - jeg
hadde sat den i kjaelderen i vinter og det tror jeg
den hadde godt av.
Nu skal jeg ind og ta imot dig vet ikke hvor
mange unger som
komme hit til chocolade. Hans Benedikts
fodselsdag falder i skole-
ferien, saa faar han ha selskapet sit paa
navnetagen.

Figure 17: 19th20th-century Norwegian letter

Placcaten ende Ordonnantien

Lande ende Graeffschap van Hollandt.
Ende dat voor alle 't genede fyf yllmen
mogen voeten ofte doen vooren nae
voorfyzte de Zijpe, oft van der yff
voeten oft deen uitvoeren in anderen
onfen Landen van herwaerts overe.
Ende dat op dat de voorfyzte
Ingelanden ende Geffelde de vrylyker
ende onbeconmoott de voorfyzte
Landen souden moghen winnen ende
bouwen, zonder letfallofte moocyfiffie
van eenigen heuten creyteurs, die hen
souden willen verporderen van
eenighe executien op de voorfyzte
Landen te doen, ofte die uytte wy
sinnen ende ander fins procedeiren
0okt voegen ende volle macht,
geordineert, verboden ende
geinterdierct, ordineren, verbiden ende
interdieren by defen onfen voorfyzte,
dat de creyteurs ofte schulte cyfiffich
vanen voorfyzte.

Zero-shot LMM

Van Ceylon den 12 Maart 1740

voordrég wat tans de deselvee
uitvoegelijp,

wordt ons het aangaant van een
Contract of

heteldeelde afpaaenententot eeniges
favorables

uspostien van abevontances zegging

en
fomende HetKon. onderdagenen
meenenden vogen voor deyge
fomende aanhoop

en ende b. desvee voorvergallen
desolitiephangen

sijn dat het tans in het minste met
geaarden

Wesende eenigententantent deentel
het

endaan van andere wegen
vandegeene dieven

Afgande Geuik v. Delft tot uverge.
Egeneop.

Komm en krig og en

sels gevaepning, og du er virvel
interessert i

Saede og om Jutego, og Jutego
Jutego, og Jutego

Jutego, og Jutego Jutego, og Jutego
Jutego, og Jutego

Jutego, og Jutego Jutego, og Jutego
Jutego, og Jutego

Jutego, og Jutego Jutego, og Jutego
Jutego, og Jutego

Jutego, og Jutego Jutego, og Jutego
Jutego, og Jutego ...



E List of 155 Sources Used to Create
CHURRO-DS

Here we list the datasets unified in order to build
CHURRO-DS, alongside a short description of
each. The quotations in the “Description” field are
direct excerpts taken from the corresponding paper
or dataset description, as cited.

DBNL OCR Data set (voor de Nederlandse
Letteren , DBNL)
Description: “A set of 220 books digitised by the
Dutch DBNL The texts range from 1776 to 1878
and are primarily in Dutch.”
Link: https://zenodo.org/records/3239290
#.XPfIghYza70 https://www.dbnl.org/titel
s/titels_pd.php
License: Creative Commons Zero v1.0 Universal

Paris Bible Project (Guéville and Wrisley,
2021)
Description: “Latin Bibles throughout 13th and
14th century Europe. In the interest of diversify-
ing the data we have opted for a wide variety of
manuscript folios.”
Link: https://github.com/parisbible/grou
nd_truth/tree/main/PBP%201.0
License: “public domain”

POPP Datasets : Datasets for handwrit-
ing recognition from French population census
(Constum et al., 2022)

Description:

Link: https://zenodo.org/record/6581158
License: Creative Commons Attribution 4.0 Inter-
national

Deutschen Textarchiv (DTA) (Deutsches
Textarchiv)
Description:
Link: https://www.deutschestextarchiv.de
/download
License: CC BY-SA 4.0

Early Chinese Periodicals Online (ECPO)
(Arnold, 2022)
Description:
Link: https://github.com/hcts-hra/ecp
o-data https://heidata.uni-heidelber
g.de/dataset.xhtml?persistentId=doi:
10.11588/DATA/Z3J0DV
License: CCBY 4.0

Atlas lingiiistico diacrénico e interactivo de
la Comunidad de Madrid (ald, 2023)
Description:

Link: https://aldicam.corpuscodea.es/con
sultas.php
License: permission granted for research use

Corpus of Spanish Documents Prior to 1700
(CODEA) (Research Group Texts for the His-
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https://zenodo.org/records/3239290#.XPfIqhYza70
https://zenodo.org/records/3239290#.XPfIqhYza70
https://www.dbnl.org/titels/titels_pd.php
https://www.dbnl.org/titels/titels_pd.php
https://github.com/parisbible/ground_truth/tree/main/PBP%201.0
https://github.com/parisbible/ground_truth/tree/main/PBP%201.0
https://zenodo.org/record/6581158
https://www.deutschestextarchiv.de/download
https://www.deutschestextarchiv.de/download
https://github.com/hcts-hra/ecpo-data
https://github.com/hcts-hra/ecpo-data
https://heidata.uni-heidelberg.de/dataset.xhtml?persistentId=doi:10.11588/DATA/Z3J0DV
https://heidata.uni-heidelberg.de/dataset.xhtml?persistentId=doi:10.11588/DATA/Z3J0DV
https://heidata.uni-heidelberg.de/dataset.xhtml?persistentId=doi:10.11588/DATA/Z3J0DV
https://aldicam.corpuscodea.es/consultas.php
https://aldicam.corpuscodea.es/consultas.php

tory of Spanish [GITHE], 2022)

Description: “1,500 documents from various
archives, covering all non-bilingual provinces of
peninsular Spain and spanning from the 12th to
the 17th centuries.”

Link: https://corpuscodea.es/corpus/corp
us2022/consultas.php

License: CC BY-NC-ND 4.0

VML-HD: The Historical Arabic Documents
Dataset for Recognition Systems (Kassis et al.,
2017)

Description: “Based on five books written by dif-
ferent writers from the years 1088-1451.”

Link: https://github.com/majeek/vml-hd?
tab=readme-ov-file

License: MIT License

A Dataset of French Trade Directories from
the 19th Century (FTD) (Abadie et al., 2022)
Description: “Composed of pages and entries
extracted from French directories published
between 1798 and 1861.”

Link: https://zenodo.org/records/6394464
License: The images were extracted from the
original source https://gallica.bnf.fr, owned by
the Bibliotheque nationale de France (French
national library). Original contents from
the Bibliotheque nationale de France can be
reused non-commercially, provided the mention
“Source gallica.bnf.fr / Bibliotheque nationale
de France” is kept. Researchers do not have
to pay any fee for reusing the original con-

tents in research publications or academic
works.  Original copyright mentions extracted
from https://gallica.bnf.fr/edit/und/conditions-

dutilisation-des-contenus-de-gallica on March 29,
2022.

The original contents were significantly trans-
formed before being included in this dataset. All
derived content is licensed under the permissive
Creative Commons Attribution 4.0 International li-
cense.

Information Extraction in Historical Hand-
written Records (IEHHR 2017) BH2M: the
Barcelona Historical Handwritten Marriages
database (Fernandez-Mota et al., 2014)
Description:

Link: https://rrc.cvc.uab.es/?ch=10&com=
introduction http://dag.cvc.uab.es/the-h
istorical-marriages-database/

License: CC BY-NC-ND 4.0

Leopardi Dataset (Cascianelli et al., 2021)
Description: “Collection of early 19th Century
letters written in Italian by Giacomo Leopardi”
Link: https://github.com/aimagelab/HWD/r
eleases/tag/leopardi
License: CC BY 4.0

Modern Magazine OCR Training Dataset
(Created by CODH and NINJAL) (Center for
Open Data in the Humanities (CODH) and Na-
tional Institute for Japanese Language and Lin-
guistics (NINJAL), 2025)

Description: “Data from the modern magazines
Kokumin no Tomo (Issues 1-27) and Meiroku
Zasshi (Issues 1-43)”

Link: https://codh.rois.ac. jp/modern-mag
azine/dataset/

License: CC BY 4.0

Japanese Classical Books (Center for Open
Data in the Humanities, 2019)
Description: “In addition to the field of Japanese
literature, this collection includes classical books
from various fields such as medicine, science, and
industry held by the National Institute of Japanese
Literature. It also includes cookbooks and other
materials held by the Ajinomoto Foundation for
Dietary Culture, and features classical books pho-
tographed by the National Institute of Japanese Lit-
erature.”
Link: https://codh.rois.ac.jp/pmjt/
License: CC BY-SA 4.0

HisClima Dataset (PRHLT Research Center,
2022)
Description: “208 descriptive text page images of
the Jeannette logbook and with 72 table images
coming from different log books of a ship called
Albatross.”
Link: https://zenodo.org/records/7442971
License: CC BY 4.0

StABS Ratsbiicher 010, Urfehdenbuch X
(Hodel et al., 2021)
Description:
Link: https://zenodo.org/records/5153263
License: CC-BY-NC-SA

The git-project-Boccace by the Boccace team
(Efstathiou et al., 2022)
Description: “it is composed of two documents:
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https://corpuscodea.es/corpus/corpus2022/consultas.php
https://corpuscodea.es/corpus/corpus2022/consultas.php
https://github.com/majeek/vml-hd?tab=readme-ov-file
https://github.com/majeek/vml-hd?tab=readme-ov-file
https://zenodo.org/records/6394464
https://rrc.cvc.uab.es/?ch=10&com=introduction
https://rrc.cvc.uab.es/?ch=10&com=introduction
http://dag.cvc.uab.es/the-historical-marriages-database/
http://dag.cvc.uab.es/the-historical-marriages-database/
https://github.com/aimagelab/HWD/releases/tag/leopardi
https://github.com/aimagelab/HWD/releases/tag/leopardi
https://codh.rois.ac.jp/modern-magazine/dataset/
https://codh.rois.ac.jp/modern-magazine/dataset/
https://codh.rois.ac.jp/pmjt/
https://zenodo.org/records/7442971
https://zenodo.org/records/5153263

1. A Middle French incunabulum, namely
BnF Rés.  J-845 (département Réserve des
livres rares, Rés. J-845) written between 1498-
1499,scanned in high definition in black and white
(notice http://ark.bnf.fr/ark:/12148/cb30116914c).
2.  The editio princeps of the work, namely
Bibliotheque Mazarine Inc. 59 (notice
https://www.sudoc.fr/135345618) scanned in
high definition in color.”

Link: https://github.com/PSL-Chartes-HTR
-Students/HN2021-Boccace

License: MIT License

19th-Century Romanian Transitional Script
(Penteliuc, 2022)
Description: “Romanian texts written in the Ro-
manian Transitional Script (RTS). RTS is a mix
of Latin and Cyrillic characters that were used in
the 19th century in the Romanian provinces to fa-
cilitate the transition from the Romanian Cyrillic
Script to the modern Latin Script. The images
cover the period between 1833 and 1864. The se-
lected texts cover a diverse range of literary genres,
including poems, novels, dramas, stories, newspa-
pers, and religious texts.”
Link: https://www.kaggle.com/datasets/ma
riuspenteliuc/rts-ocr
License: “You may use the dataset freely as long
as you mention this page or the project below.”

NomNaOCR (Dang et al., 2022)
Description: st
Link: https://www.kaggle.com/datasets/qu
andang/nomnaocr
License: CC BY-NC-SA 4.0

University of Denver Jewish Consumptives
Relief Society Medical Records (Pham, 2020)
Description: “All individuals for whom records
are provided have been deceased for at least 70
years, but were they still living today, these records
would be recognized as being protected health in-
formation under the US Health Insurance Portabil-
ity and Accountability Act of 1996 (HIPAA).”
Link: https://zenodo.org/records/4243023
License: CC BY 4.0

Vienna, Osterreichische Nationalbibliothek -
HTR Winter School 2022 (Attwood et al., 2022)
Description: “This is ground truth for Vienna,
Osterreichische Nationalbibliothek, 2160, which
is dated to the 3rd quarter of the 9thcentury (North

Italy), probably in the vicinity of Rome (Kaiser,
Liebs).”

Link: https://zenodo.org/records/7537204
License: CC BY 4.0

6000 ground truth of VOC and notarial
deeds 3.000.000 HTR of VOC, WIC and notar-
ial deeds (Keijser, 2024)

Description: “17th and 18th century documents
from the Dutch East-India Company (VOC). And
19th century notarial deeds from Noord-Hollands
Archief and other archives in the provinces.”
Link: https://zenodo.org/records/1120932
5

License: CC BY 4.0

Incunabula Reichenau (Landesbibliothek
et al., 2024)
Description: “Gothic and Antiqua typefaces
found in Latin incunabula and early prints. based
on a collection of incunabula and post-incunabula
of the former Reichenau monastery, now held at
the Badische Landesbibliothek in Karlsruhe.”
Link: https://zenodo.org/records/1104606
2
License: CC-BY-SA 4.0

Towards a general open dataset and model
for late medieval Castilian text recognition
(HTR/OCR) (Levenson, 2023)

Description: “All manuscripts are known to have
been produced in the 15th century. The incunab-
ula was printed in 149 The corpus is a good ba-
sis for the production of a general corpus for the
late medieval period (14th-15th or even 13th-15th
centuries), given its extension and the diversity of
hands rep- resented.”

Link: https://zenodo.org/records/8340483
License: CC BY-NC-SA 4.0

Ground truth of a sample Rudolph
Gwalther’s handwriting from ‘“Lateinische
Gedichte” (Stotz and Strobel, 2021)
Description: “Ruolph Gwalther’s (1519-1586)
handwriting taken from his book Lateinische
Gedichte, where he accumulated writings be-
tween 1540 and 1580.”

Link: https://zenodo.org/records/4780947
License: CC BY-NC 4.0

ARletta:  open-source handwritten text
recognition models for historic Dutch (Lefranc,
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2024)

Description: “Manu: At the end of 2023, no mod-
els were publicly available in the kraken model
repository (Kiessling, 2020) for the automated
transcription of handwritten sources in historic
Dutch, except the multilingual medieval CATMuS
model that was partially trained on Middle Dutch
(Clérice et al.,, 2023). Of all the models on
HTR-united, Manu McFrench came closest to our
Antwerp focus material because it was trained on
French materials with a similar temporal scope
(Chagué et al., 2023).

IJsberg: Two publicly available training sets
created by the Dutch national archives seemed
valuable to us because they share the same lan-
guage, historical period, and administrative char-
acter (Keijser, 2020): VOC: 4,735 pages of the
17th and 18th century East-Asia Company archive

Notarial: 1,615 pages of 19th-century Dutch
notarial deeds Antwerp incident books: We pre-
pared a ground truth dataset from the Antwerp
incident books. One expert (PhD student) anno-
tated an initial subset of the data, consisting of
271 randomly selected pages.2 This subset was
later supplemented with 3444 pages annotated by
students.3 The student-contributed materials are
much larger in scope than the materials annotated
by the expert, but the formers quality is unfortu-
nately much less consistent.”

Link: https://zenodo.org/records/1119145
7
License: CC-BY-NC-SA

Diario del soldato Bruno Celestino (, Bel-
gium)
Description: “diary of Italian soldier Bruno Ce-
lestino in World War I”
Link: https://zenodo.org/records/1376058
6
License: CC0 1.0

Dagboek Ernest Clarysse (, Belgium)
Description: “diary of Belgian citizen Ernest
Clarysse in World War I”

Link: https://zenodo.org/records/1376922
2
License: CCO 1.0

Mémoire sur St Domingue par H ? M. Michel
(, Belgium)
Description: “Transcription of monography Mé-
moire sur St Domingue par H ? M. Michel, dating

from 1797 and dealing on slavery in Haiti”

Link: https://zenodo.org/records/1378441
1

License: CC0 1.0

TKH and MTH Datasets MTHv2 (Yang
et al., 2018)
Description: “The Tripitaka Koreana in Han
(TKH) Dataset and the Multiple Tripitaka in Han
(MTH) Dataset for the research of Chinese char-
acter detection and recognition in historical docu-
ments”
Link: https://github.com/HCIILAB/TKH_MTH
_Datasets_Release https://github.com/HCI
ILAB/MTHv2_Datasets_Release
License: “The TKH dataset and MTH dataset
can only be used for non-commercial research pur-
pose.”

MS5HisDoc (Shi et al., 2023)
Description: “M5HisDoc consists of 5,000 his-
torical Chinese handwritten document images col-
lected from ancient books and manuscripts. The
documents are typically structured with form-like
layouts”
Link: https://github.com/HCIILAB/M5HisDo
c
License: CC BY-NC-ND 4.0

The Pinkas Dataset (Rabaeyv et al., 2019)
Description: “Pinkas dataset is created from a his-
torical Hebrew manuscript that contains records of
Jewish communities in Europe in the early mod-
ern period (c. 1500-1800). The dataset consists
of 30 pages digitized by full color digital images
in JPG format with high resolution. The pages ex-
hibit numerous degradations, complex layout and
different handwritings. They are written in a mix-
ture of Medieval Hebrew by different writers. The
writers were not professional scribes. This adds
additional challenge, since very often the same let-
ters are written in different shapes.”

Link: https://zenodo.org/records/3569694
License: CC BY 4.0

Saint Gall database (Fischer et al., 2012)
Description: “The Saint Gall database presented
in [1] contains a handwritten historical manuscript
with following characteristics:

9th century, Latin language, single writer, Car-
olingian script, ink on parchment”

Link: https://fki.tic.heia-fr.ch/databas
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License: “The Saint Gall database may be used
for non-commercial research and teaching pur-
poses only. If you are publishing scientific work
based on the Saint Gall database, we request you
to include a reference to our paper [1] A. Fischer,
V. Frinken, A. Fornés, and H. Bunke: "Transcrip-
tion Alignment of Latin Manuscripts using Hid-
den Markov Models," in Proc. 1st Int. Workshop
on Historical Document Imaging and Processing,
pages 29-36, 2011.

With kind permission of Prof. Ernst Tremp
from the Abbey Library of Saint Gall, the original
manuscript images [3] provided by e-codices can
be used for non-commercial research and teaching
purposes explicitly as follows:

Show and print sample manuscript images in
scientific publications Show sample manuscript
images during talks Show sample manuscript im-
ages online For any purposes other than non-
commercial research and teaching, the Abbey Li-
brary of Saint Gall has to be contacted first.

With kind permission of Max Bénziger from the
Monumenta project, the aligned text edition [4] is
also included in the Saint Gall database.”

Parzival Database (Fischer et al., 2009)
Description: “The Parzival database described in
[4] contains a handwritten historical manuscript
with following characteristics:

13th century Medieval German language three
writers Gothic script ink on parchment”

Link: https://fki.tic.heia-fr.ch/databas
es/parzival-database

License: “The Parzival database may be used for
non-commercial research and teaching purposes
only. If you are publishing scientific work based
on the Parzival database, we request you to in-
clude a reference to [1] A. Fischer, A. Keller, V.
Frinken, and H. Bunke: "Lexicon-Free Handwrit-
ten Word Spotting Using Character HMMs," in
Pattern Recognition Letters, Volume 33(7), pages
934-942, 2012.

With kind permission of Prof. Ernst Tremp
from the Abbey Library of Saint Gall, the orig-
inal manuscript images can be used for non-
commercial research and teaching purposes explic-
itly as follows:

Show and print sample manuscript images in
scientific publications Show sample manuscript
images during talks Show sample manuscript im-
ages online For any purposes other than non-

commercial research and teaching, the Abbey Li-
brary of Saint Gall has to be contacted first.”

The ““ScribbleLens” Dutch Historical Hand-
writing Corpus (Dolfing et al., 2020)
Description: “one of the first manuscript recog-
nition corpus for Early Modern Dutch, 400 years
old material from the Dutch East India company
(VOC) with ship journals and other written Ma-
teria” “80 writers” “The manuscripts span over
150 years of significant journeys by captains and
traders from the Vereenigde Oost-indische Com-
pany (VOC) such as Tasman, Brouwer and Van
Neck”

Link: https://openslr.org/84/
License: CC-BY-NC-ND

SLOVAK Supermodel print & typewriter
(SSPT1) (Katuak et al., 2024)
Description: “92 s. GT of historical printed book
J.A. Comenius’ Orbis Pictus (1798 edition). the
book has many illustrations, it is written in 4 lan-
guages (Latin, Hungarian, German, Czech), in ad-
dition in the form of tables and in antique and
Swabian script

a whole series of historical newspapers, mag-
azines and books from the 19th and early 20th
centuries (Moravské noviny (1849), Program bul-
letins of the Slovak Philharmonic (1849-1970),
Opavsky Besednik (1863), Jitrenka (1840), I. Palu-
gya: Kde jest pravda (1854), Lusatian Serbian
magazine Luica (1909), labikér (1872), J.M. Hur-
ban: Cirkev Ewanjelicko- Lutheranska (1861),
J.N. Bobula: Janoik (1862), D. Lichard: Obzor
(1866) and others

typewritten documents, using samples of vari-
ous fonts in Slovak, Czech, and German languages
(ca. 150 pp.)

ca. 80 s. of GT transcriptions from various his-
torical prints from the 18th and 19th centuries writ-
ten in Czech (Svabian).”
Link: https://zenodo.org/records/1121852
7
License: CC BY 4.0

konzilsprotokolle (Griining et al., 2016)
Description: “this dataset contains 8770 tran-
scribed text lines of handwritten historical docu-
ments from the late 18th century.”

Link: https://zenodo.org/records/215383
License: CC BY 4.0
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Charters and Records of Konigsfelden
Abbey and Bailiwick (Halter-Pernet et al.,
2021)

Description: During its existence (1308-1528),
the double monastery of Konigsfelden was one
of the central clerical institutions of Aargau and
continued to exert a great attraction on the people
of the region and beyond for centuries. The
project makes the rich tradition from the Middle
Ages and the early modern period accessible to
researchers and interested laypeople in the form
of a digital edition.

Link: https://zenodo.org/records/5179361
License: CC BY 4.0

NorHand v3 (Beyer and Solberg, 2023)
Description: “Norwegian letter and diary docu-
ments from 19th and early 20th century”

Link: https://zenodo.org/records/1025584
0
License: CC BY 4.0

The Finnish Court Records Dataset (Toselli
and Vidal, 2021)
Description: 600 random sample of “The Finnish
Court Records (FCR) collection encompasses 785
manuscripts from the “Renovated District Court
Records” held by the National Archives of Fin
land. Many of these manuscripts were scanned
into double-page images, amount ing to 630,388
images of about one million pages in total. The
manuscripts date from the 18th century and consist
of records of deeds, mortgages, traditional life an-
nuity, among others. They were written by many
hands mostly in Swedish”
Link: https://zenodo.org/records/4767732
License: CC BY 4.0

ICDAR 2015 Competition HTRtS: Hand-
written Text Recognition on the tranScripto-
rium Dataset (Sanchez et al., 2017)
Description: “drawn from the English “Bentham
collection” dataset used in the TRAN SCRIPTO-
RIUM project. The selected data has been written
by several hands and entails significant variabili-
ties and difficulties regarding the quality of text
images, writing styles and crossed-out text.”
Link: https://zenodo.org/records/248733#
.WH3zMczhBTY
License: CC BY 4.0

The e-NDP project : collaborative digital edi-

tion of the Chapter registers of Notre-Dame of
Paris (Claustre et al., 2023)
Description: According to our estimates no fewer
than 18 main hands were involved in the writing
of the registers during the medieval period. More
than 98% of the content of the registers was writ-
ten in Latin, the rest in French. The exact percent-
age is hard to estimate because the vernacular lan-
guage is often used in formulae, notes and com-
ments. It is rare to find entire pages or blocks writ-
ten in French.

Script family : The registers were written using
a Cursive script (ca. late XIIle - XVlIe).

Documental typology : The volumes containing
the chapter conclusions were conceived to serve as
memorial records, but above all as documents for
regular use and consultation in the daily practice
of administration and management. In diplomatics
the notion of "documentary manuscripts" is used
to describe this kind of sources also by opposition
to books and litterary or normative manuscripts.
Link: https://zenodo.org/records/7575693
License: CC BY 4.0

Faithful Transcriptions Data Set: TEI/XML-
encoded Transcriptions of Medieval Theologi-
cal Manuscripts (Eichenberger and Suwelack,
2021)

Description: “181 pages with 8.952 text lines
from 12 manuscripts in German, Dutch, and Latin.
The medieval scripts include Textura, Textualis,
Gothic Cursiva, and Bastarda”

Link: https://zenodo.org/records/5582483
License: CCO 1.0

A Benchmark and Dataset for Post-OCR
text correction in Sanskrit (Maheshwari et al.,
2022b)

Description: “a multi-domain dataset from 30 dif-
ferent books and have 218,000 manually verified
sentences in it” “We consider printed versions of
these books, most of them reprinted in the first half
of the twentieth century. While, these books are
widely accessible to the public via libraries and
academic institutions, we manually had to scan
several of them as part of its digitisation process.
These books vary widely in their vocabulary and
stylistic usage owing to the differences in the do-
main and the original time period of publication,
where the latter can be as old as the fifth century
AD.”

Link: https://github.com/ayushbits/pe-o
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cr-sanskrit
License: N/A

ICDAR2017 Competition on Handwritten
Text Recognition on the READ Dataset (Ma-
heshwari et al., 2022a)

Description: “Most of the dataset was taken
from the Alfred Escher Letter Collection (AEC)
5 which is written in German but it also has pages
in French and Italian. The selected dataset also in-
cluded handwritten images drawn from other Ger-
man collections, and thus characterized by being
written by several hands.”

Link: https://zenodo.org/records/835489
License: CCBY 4.0

ICFHR2016 Competition on Handwrit-
ten Text Recognition on the READ Dataset
(Sanchez et al., 2016)

Description: “a subset of documents from the
Ratsprotokolle collection composed of minutes
of the council meetings held from 1470 to 1805
(about 30.000 pages), which will be used in
the READ project. This dataset is written in
Early Modern German. The number of writers
is unknown. Handwriting in this collection is
complex enough to challenge the HTR software.”
Link: https://zenodo.org/records/218236
License: CC BY 4.0

RASAM 1 and 2 (Vidal-Gorene et al., 2021)
Description: “a diverse collection of Maghrebi
Arabic manuscripts from the BULAC Library, fea-
turing a wide variety of handwriting styles, lay-
outs, states of preservation, and other characteris-
tics representative of Arabic Maghrebi manuscript
production.”

Link: https://github.com/calfa-co/rasa
m-dataset
License: Apache 2.0

Fraktur-GT (Springmann and Fink, 2018)
Description: “Ground Truth (GT) data for Frak-
tur/Gothic prints from the 19th Century, released
by UB, Uni-Tiibingen”

Link: https://github.com/ubtue/gt-frakt
ur
License: CCO 1.0

Ground Truth transcriptions for training
OCR of historical Arabic handwritten texts -
RASM2018 and RASM2019 (Clausner et al.,

2019b)

Description: “drawn from a selection of historical
Arabic scientific manuscripts (10th-19th century)
digitised through the British Library Qatar Foun-
dation Partnership”

Link: https://www.primaresearch.org/RASM
2018/resources

License: “All ground truth resources created for
RASM competitions are freely available under an
open license”

Prima Europeana (Clausner et al., 2015)
Description: Newspapers from 17th to 20th cen-
tury
Link: https://www.primaresearch.org/data
sets
License: “Resources are available exclusively for
personal research, if intended to use any soft-
ware or data in the scope of commercial activi-
ties, please contact enquiries @primaresearch.org
to discuss individual licensing options.”

Prima Impact (Papadopoulos et al., 2013)
Description: ‘“texts from as early as 1500, and
containing material from newspapers, books, pam-
phlets and typewritten notes”

Link: https://www.primaresearch.org/data
sets

License: “Resources are available exclusively for
personal research, if intended to use any soft-
ware or data in the scope of commercial activi-
ties, please contact enquiries @primaresearch.org
to discuss individual licensing options.”

BLN600: A Parallel Corpus of Ma-
chine/Human Transcribed Nineteenth Century
Newspaper Texts (Booth et al., 2024)
Description: “nineteenth-century newspaper text
focused on crime in London, derived from the
Gale British Library Newspapers corpus parts 1
and 2”

Link: https://orda.shef.ac.uk/articles/d
ataset/BLN60Q@_A_Parallel_Corpus_of_Machi
ne_Human_Transcribed_Nineteenth_Century_
Newspaper_Texts/25439023
License: CC BY-NC-ND 4.0

REID2019 ICDAR Competition on Recogni-
tion of Early Indian printed Documents (Claus-
ner et al., 2019a)

Description: “printed books written in Bengali
(1713-1914)”
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Link: https://www.primaresearch.org/data
sets

License: “Resources are available exclusively for
personal research, if intended to use any soft-
ware or data in the scope of commercial activi-
ties, please contact enquiries @primaresearch.org
to discuss individual licensing options.”

ICDAR2017 Competition on Recognition of
Early Indian Printed Documents , REID2017
(Clausner et al., 2017)

Description: “Books in Bengali language dating
between 1785 and 1909. For the most part, the
scanned images contain single column lines of
text, with a small amount containing illustrations
as well as text. Some pages contain marginal data
such as numbers, handwritten notes, and decora-
tive frames.”

Link: https://www.primaresearch.org/data
sets

License: “Resources are available exclusively for
personal research, if intended to use any soft-
ware or data in the scope of commercial activi-
ties, please contact enquiries @primaresearch.org
to discuss individual licensing options.”

Gado2: multilingual newspapers from the
Netherlands Indies (Kemper, 2021)
Description:

Link: https://zenodo.org/records/4980170
License: CC BY 4.0

Klosterneuburg, Stiftsbibl., Cod. 48 (Berger
et al., 2022)
Description: “collection of sermons of Nikolaus
von Dinkelsbiihl (ca. 1360 to 17th March 1433),
translated and reorganised by a German redactor,
from the 15th century has never been edited until
now. It consists of 361 folios of parchment and
paper. The text speaks about various topics such
as fasting and other religious practices”
Link: https://zenodo.org/records/7466928
License: CC BY 4.0

The Datafication of Early Modern Ordi-
nances (Romein et al., 2020)
Description: “All books have been published
between 1532 and 1789, within the seventeen
federation-states of the Habsburg Netherlands and
the Dutch Republic”
Link: https://doi.org/10.5281/zenodo
.3556795 https://doi.org/10.5281/ze

nodo.3556788 https://doi.org/10.528
1/zenodo.3552470 https://doi.org/10
.5281/zeno0do.3612505 https://doi.or
g/10.5281/zenodo.3612561 https://do
i.org/10.5281/zenodo.3612571 https:
//doi.org/10.5281/zenodo.3612577 ht
tps://doi.org/10.5281/zenodo.3612606
https://doi.org/10.5281/zenodo.3612613
https://doi.org/10.5281/zenodo.3613585
https://doi.org/10.5281/zenodo.3613937
https://doi.org/10.5281/zenodo.3624664
https://doi.org/10.5281/zenodo.3614031
https://doi.org/10.5281/zenodo.3625184
https://doi.org/10.5281/zenodo.3625615
https://doi.org/10.5281/zenodo.3625186
https://doi.org/10.5281/zenodo.3625188
https://doi.org/10.5281/zenodo.3625763
https://doi.org/10.5281/zenodo.3614025
https://doi.org/10.5281/zenodo.3613987
https://doi.org/10.5281/zenodo.3625168
https://doi.org/10.5281/zenodo.3613916
https://doi.org/10.5281/zenodo.3613893
https://doi.org/10.5281/zenodo.3625073
https://doi.org/10.5281/zenodo.3625117
https://doi.org/10.5281/zenodo.3625101
https://doi.org/10.5281/zenodo.3625119
https://doi.org/10.5281/zenodo.3624700
https://doi.org/10.5281/zenodo.3625079
https://doi.org/10.5281/zenodo.3625081
https://doi.org/10.5281/zenodo.3625121
https://doi.org/10.5281/zenodo.3625653
https://doi.org/10.5281/zenodo.3625659
https://doi.org/10.5281/zenodo.3625661
https://doi.org/10.5281/zenodo.3613895
https://doi.org/10.5281/zenodo.3625097
https://doi.org/10.5281/zenodo.3625767
https://doi.org/10.5281/zenodo.3625105
https://doi.org/10.5281/zenodo.3625109
https://doi.org/10.5281/zenodo.3625111
https://doi.org/10.5281/zenodo.3625113
https://doi.org/10.5281/zenodo.3625790
https://doi.org/10.5281/zenodo.3625115
https://doi.org/10.5281/zenodo.3624770
https://doi.org/10.5281/zenodo.3624882
https://doi.org/10.5281/zenodo.3625107
https://doi.org/10.5281/zenodo.3625513
https://doi.org/10.5281/zenodo.3625655
https://doi.org/10.5281/zenodo.3625657
https://doi.org/10.5281/zenodo.3625085
https://doi.org/10.5281/zenodo.3624902
https://doi.org/10.5281/zenodo.3625083
https://doi.org/10.5281/zenodo.3625093
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NewsEye / READ OCR training dataset from
Swedish Newspapers (18th, 19th, early 20th C.)
(Muehlberger and Hackl, 2021b)

Description: “The dataset comprises swedish
newspaper pages from late 18th till early 20th cen-
tury with carefully corrected text. The page im-
ages were provided by the National Library Fin-
land (NLF)”

Link: https://zenodo.org/records/4599624
License: CC BY 4.0

NewsEye / READ OCR training dataset from
Austrian Newspapers (19th C.) (Muehlberger
and Hackl, 2019)

Description: “The dataset comprises Austrian
newspaper pages from 19th and early 20th century
with carefully corrected text. The page images
were provided by the Austrian National Library*
Link: https://zenodo.org/records/3387369
License: CC BY 4.0

NewsEye - READ OCR training dataset
from French Newspapers (18th, 19th, early
20th C) NewsEye - READ AS training dataset
from French Newspapers (19th, early 20th C)
(Muehlberger and Hackl, 2020)

Description: “The dataset comprises French
newspaper pages from 18th, 19th and early 20th
century with carefully corrected text. The page
images were provided by the French National Li-
brary”

Link: https://zenodo.org/records/4293602
https://zenodo.org/records/5654841
License: CC BY 4.0

NewsEye / READ OCR training dataset from
Finnish Newspapers (18th, 19th, early 20th C.)
NewsEye / READ AS training dataset from
Finnish Newspapers (19th C.) (Muehlberger
and Hackl, 2021a)

Description: “The dataset comprises finnish
newspaper pages from late 18th till early 20th cen-
tury with carefully corrected text. The page im-
ages were provided by the National Library Fin-
land (NLF)”

Link: https://zenodo.org/records/4599472
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https://zenodo.org/records/5654858
License: CC BY 4.0

Ground truth for Neue Ziircher Zeitung
black letter period (Strobel and Clematide,
2019)

Description: “The Neue Ziircher Zeitung (NZZ)
has been publishing in black letter from its very
first issue in 1780 until 1947. From this time pe-
riod, we randomly sampled one frontpage per year,
resulting in a total of 167 pages. We chose front-
pages because they typically contain highly rele-
vant material and because we want to make sure
not to sample pages containing exclusively adver-
tisements or stock information. During certain pe-
riods, the NZZ was published several times a day,
and there were supplements, too. Due to incom-
plete metadata, the sampling included frontpages
from supplements.”

Link: https://github.com/impresso/NZZ-b
lack-letter-ground-truth

License: CC BY-NC 4.0

OCR17+ - Layout analysis and text recog-
nition for 17th ¢. French prints (Jahan and
Gabay, 2021)

Description: “17th c. French print”

Link: https://github.com/Heresta/0OCR17pl
us

License: Data is CC-BY, except images which
come from Gallica (cf. conditions d’utilisation).

The OCR-D project (Boenig, 2024)
Description: “Union Catalogue of Books of the
16th—18th century (VD 16, VD 17, VD 18) pub-
lished in the German-speaking countries”

Link: https://github.com/0OCR-D/gt_struct
ure_text
License: CC-BY-SA-4.0

A dataset of Spanish notarial deeds (18th
Century) for Handwritten Text Recognition
and Layout Analysis of historical documents
(Quiros et al., 2018)

Description: ‘“a subset of 596 documents from
the Registre d’Hipoteques de Girona of 1769 col-
lection, guarded by the Arxiu Historic de Girona.
This collection, is composed by hundreds of thou-
sands of notarial deeds from the XVIII-XIX cen-
tury (1768-1862). Sales, redemption of censuses,
inheritance and matrimonial chapters are among
the most common documentary typologies in the

collection.”

Link: https://zenodo.org/records/1322666
#.Ypi6Ty8RoUE

License: CC BY-NC 4.0

Chronicling Germany (Schultze et al., 2024)
Description: “693 annotated historical newspa-
per pages from the time period between 1852 and
1924”

Link: https://github.com/Digital-History
-Bonn/Chronicling-Germany-Code/blob/mas
ter/script/download.py
License: EUROPEAN UNION
CENCEv. 1.2

PUBLIC LI-

Manuscripts of Handwritten Arabic dataset
(Muharaf) for cursive text recognition (Saeed
et al., 2024)

Description: “The Muharaf dataset consists of a
diverse set of images, ranging from individual per-
sonal letters, poems, and dialogues to legal consen-
sus records, correspondences, and church records.
The manuscripts date from the early 19th century
to the early 21st century. The quality of page im-
ages varies, from writing on a clean white back-
ground to illegible sentences on creased pages
with ink bleeds”

Link: https://zenodo.org/records/1149221
5

License: CC BY-NC-SA 2.0

A scarce dataset for ancient Arabic hand-
written text recognition (Najam and Faizullah,
2024)

Description: “The books and their authors, or-
derly, as appearing in the dataset, are the follow-
ing: Rafaa Al Nigab An Kitab Al Shahab, Al
Husain Al Shushawi; Nuzul Al Saereen Ela Al-
lah Rabb Al Aalamin Fee Ahadith Said Al Mur-
salin, Mahmoud Al Darkazini; Kitab Al Azamabh,
Ibn Hayyan Al Asbahani; Al Rawd Al Nad- heer,
Muhammad Mutawalli; Sirr Al Fosoos, Muham-
mad Abdulbaqi; Al Juzz Alkhamis Min Jamii Al
Masanid Wa Al Sunan Al Hadi Li Aqwam Sunan,
Ismail Ibn Kathir; Kitab Tareekh Madinat Di-
mashq Wa Mn Banaha Min Al Mutagaddimin, Ali
Al Rabiy; Dirham Al Suarrah Fee Wad Al Yadain
Taht Al Surrah, Muhammad Hashim Al Sindi.”
Link: https://data.mendeley.com/datasets
/xz6f8bw3w8/1

License: CC BY 4.0
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Caroline Minuscule (White et al., 2022)
Description: Manuscripts from 800 to 1100
Link: https://github.com/rescribe/caroli
neminuscule-groundtruth
License: “The ground truth contained in this
repository should be considered Public Domain,
or licensed under Apache License 2.0, whichever
suits your needs better.”

The metadata.txt files in each manuscript direc-
tory describes its provenance and the licensing of
the images. We have only used manuscript images
which are freely redistributable and reusable.

(Ghereghlou, 2018)
Description: Transcription is adopted from the
book "Qsim Beg ayt Tabrz: A Chronicle of the
Early Safavids and the Reign of Shah Isml (907-
930/1501-1524): Persian Edition and Introduc-
tion", then aligned at the page-level with the
manuscript images by the authors of this paper.
Link:
License: permission granted for research use

Ground Truth data for printed Devanagari
(Merkel-Hilf, 2022)
Description:
Link: https://heidata.uni-heidelberg.de
/dataset.xhtml?persistentId=doi:10.11588
/data/EGOKEI
License: CCBY 4.0

Les Papiers Barye (Claass et al., 2021)
Description: a collection of correspondence and
documents relating to the activity of the sculp-
tor and painter Antoine-Louis Barye (1795-1875).
These documents are kept in the Antoine-Louis
Barye archive of the Library of the Institut Na-
tional d’Histoire de I’ Art, Jacques Doucet collec-
tions. The collection is composed of 350 doc-
uments (918 pages) and organized into 6 collec-
tions:

Correspondence during the lifetime of Antoine-
Louis Barye Anonymous documentation on
Antoine-Louis Barye Documents relating to
Barye’s activity during his lifetime Biographi-
cal documentation on Antoine-Louis Barye Doc-
uments relating to the trade and exhibition of
Barye’s works after his death Iconographic docu-
mentation
Link: https://gitlab.inha.fr/snr/LesPapi
ersBarye
License: CC-BY 4.0

Padeov-Bible Handwriting Ground Truth
(Michalcova et al., 2022)
Description: the Padeov Bible (Vienna, Austrian
National Library, shelfmark Cod. 1175, 1432
1435), the bible of the third redaction of the Old
Czech Bible translation
Link: https://zenodo.org/records/7467034
#.Y6LQZBWZM2w
License: CCBY 4.0

TRANSCRIPTIONS OF THE INTERNA-
TIONAL CONGRESS OF ETHNOGRAPHIC
SCIENCES (PARIS, 1878) (Christensen et al.,
2022)

Description: The International Congress of
Ethnographic Sciences of 1878 took place on the
occasion of the 1878 Universal Exposition in Paris.
Edited in 1881 by the National Printing Office,
the proceedings of this congress have been made
available by the Digital Conservatory of Arts and
Crafts. These proceedings allow us to revisit the
often problematic beginnings of several scientific
disciplines: ethnography, anthropology, and pre-
history. They also bear witness to the development
of archaeology, folklore studies, and French popu-
lar culture.

Link: https://github.com/PSL-Chartes-HTR
-Students/TNAH-2021-Expositions_Univers
elles

License: CC-BY 4.0

Project for Transcribing the Active Corre-
spondence of Hector Berlioz to His Sister Nanci
Berlioz (Ceard et al., 2022)

Description:  “the active correspondence of
Hector Berlioz addressed to his sister Anne-
Marguerite "Nanci" Berlioz”.

Link: https://github.com/PSL-Chartes-HTR
-Students/TNAH-2021-Projet-Correspondanc
e-Berlioz

License: CC-BY 4.0

TAPUSCORPUS (Chagué, 2021)
Description: Ground Truth for French 20th cen-
tury typewritten documents collected on Gallica
and Europeana
Link: https://github.com/HTR-United/tapu
scorpus
License: CC BY 4.0

TIMEUS CORPUS (Chagué et al., 2023a)
Description: Registers from the Prud’hommes
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Court for the Textile Industry in Paris, january to
june 1858 Registers from the Prud’hommes Court
for the Textile Industry in Paris, january 1878
Link: https://github.com/HTR-United/time
uscorpus

License: CC BY 4.0

Notaires de Paris - Bronod (Limon-Bonnet
et al., 2024)
Description: The lectaurep-bronod corpus con-
sists of 100 pages from the register of Maitre Louis
Bronod (1719-1765), a notary in Paris from De-
cember 13, 1719, to July 23, 1765. The selected
pages were written between the years 1742 and
1745.
Link: https://github.com/HTR-United/lect
aurep-bronod
License: CC BY 4.0

Lectaurep-Mariages-et-Divorces, ground
truth for the Registres des Contrats de
Mariages et des Séparations et Divorces
(French 19th century) (Rostaing et al., 2024)
Description:

Link: https://github.com/HTR-United/lect
aurep-mariages-et-divorces
License: CCBY 4.0

Ground truth for various Parisian no-
tary’s repertoires (French 19th and 20th cen-
tury) (LECTAUREDP et al., 2021)

Description:

Link: https://github.com/HTR-United/lect
aurep-repertoires

License: CC BY 4.0

(Alba et al., 2023)
Description:
Link: https://github.com/HTRomance-Proje
ct/medieval-italian
License: CC-BY-4.0

(Glaise et al., 2023)
Description:
Link: https://github.com/HTRomance-Proje
ct/medieval-latin
License: CC-BY 4.0

(Bordier et al., 2023)
Description:
Link: https://github.com/HTRomance-Proje
ct/middle-ages-in-spain
License: CC-BY 4.0

(Norindr et al., 2023)
Description:
Link: https://github.com/HTRomance-Proje
ct/modern-roman-1languages
License: CC-BY 4.0

Digital Peraire (Chagué and Pérez, 2023)
Description: The documents are handwritten, dat-
ing from the second half of the 20th century, writ-
ten in French with a blue ink pen or, more fre-
quently, with a blue pencil. Occasional marginal
notes appear in red.

Link: https://github.com/alix-tz/perair
e-ground-truth
License: CC-BY 4.0

Ground truth for German newspaper
Deutscher Reichsanzeiger und PreuSSischer
Staatsanzeiger (1819-1945) (Kamlah et al.,
2024)

Description: “Ground truth for German newspa-
per "Deutscher Reichsanzeiger und PreuSSischer
Staatsanzeiger" (German Imperial Gazette and
Prussian Official Gazette), which was published
under changing names from 1819 to 1945”

Link: https://github.com/UB-Mannheim/re
ichsanzeiger-gt

License: CCO0-1.0 license

Données du recensement du Valais (Dubois
et al., 2024)
Description:
Link: https://github.com/PonteIneptique/
valais-recensement
License: CC BY-NC 4.0.

Ground Truth for ONB, Cod. 3891 (Ainonen
et al., 2022)
Description:
Link: https://zenodo.org/record/7467249
License: CC-BY 4.0

Stavronikita Monastery Greek handwritten
document Collection (Pratikakis et al., 2021)
Description: It comprises manuscripts made of
paper, written in the 16th century and its dimen-
sions are 220X165 mm. The manuscript is embel-
lished with epititles and red initials. Tachygraphi-
cal symbols and abbreviations are encountered in
the manuscript as well The collection is one of the
oldest Stavronikita Monastery on Mount Athos. It
is a parchment, four-gospel manuscript which has
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been written between 1301 and 1350. It comprises
54 pages with dimensions that are approximately
250x185 mm. The script is elegant minuscule and
the use of majuscule letters is rare. Tachygraphical
symbols and abbreviations are encountered in the
manuscript as well. Furthermore, the manuscript
is enriched with chrysography, elegant epititles
and initials. It comprises manuscripts made of pa-
per, written at the end of the 15th century and its
dimensions are 218X150 mm. In various pages,
we find red initials and epititles which enrich the
manuscripts decoration.

Link: https://zenodo.org/records/5578251
https://zenodo.org/records/5595669 https:
//zenodo.org/records/5578136

License: CC-BY 4.0

(Vlachou-Efstathiou, 2024)

Description: Eutyches was a Latin Grammarian,
active in the mid-6th century AD Constantinople,
a disciple of Priscianus Caesariensis. His contri-
bution to the field of grammar consists mainly of
a treatise called De uerbo, addressed to his dili-
gentissimum discipulorum Craterus.The ars elab-
orates on the criteria for the classification of the
conjugation of verbs, in short, if the genitive of
dico is dicas or dicis. Itself a rather arid develop-
ment of principles that do not escape the general
rule, nevertheless thanks to De uerbo 141 citations
of classical authors have been passed down to us
-some passages being otherwise lost-, mostly early
Augustan poets. Adding to this, exhaustive lists of
examples of verbs and derived nouns make an in-
tegral part of the treatise, that have been recycled
from posterior Grammatici.

De uerbo was last edited at the end of the 19th
century by Heinrich Keil in his fifth (out of seven)
tome of the Grammatici Latini, alongside an enor-
mous corpus of artes dating from the 4th to the 7th
century. This monumental edition lacks method-
ological rigor and exhaustive paleographical re-
search, is, for the most part, outdated, leaving a
substantial amount of grammatical works in need
of critical editions, including Eutyches’ own con-
tribution.

The manuscript tradition of the work, as re-
ported by the excellent work of Colette Jeudy, is
rather modest, as it is comprised of 32 manuscripts
transmitting partially on entirely the text, and span
from the end of the 8th to the 11th century AD. De
uerbo enjoyed a fulgurant posterity, that inspired
two medieval scholars, namely Sedulius Scottus

and Remigius of Auxerre to make a commentary
rendition out of it, attesting to its importance in
the educational milieu.

The typology of the manuscripts comes with
two interesting features that pose at the same
time the biggest difficulty for perspective editors
(and, as we suppose, for Keil). Firstly, as many
other works on grammar, actively used in the "me-
dieval classroom" for the teaching of Latin, lists
of examples are incorporated in the narrative be-
tween bits of theory, forming columns or/and tab-
ular boards, a mise-en-page apt for the memo-
rization of these exceptions. At first, this fea-
ture may not seem as big of a deal, but a thor-
ough examination of these tables and of the pos-
terior works that use them indicate that it yields
important information for the understanding of
the manuscript tradition (see especially Conduché
2019 "La mise en page d’Eutyches"). Secondly,
several witnesses are richly annotated with mul-
tiple layers of interlinear and marginal notes, the
progressive accumulation of which finds its climax
in Remigius of Auxerre’s commentary. Gloses in
grammatical manuscripts have only recently (bet-
ter late than ever!) started to interest editors (see
Monella/Rosselini for Priscian and Evina Steinova
for Isidore of Seville’s Etymologies)most of them
making use of digital tools. And that is because
a typology as complex as that of grammatical
glossed manuscripts cannot be easily handled and,
better, be utilized for research purposes without
the flexibility, absence of spatial constraints and
ability of to handle of big and multilayered data
that digital tools offer.

Link: https://github.com/malamatenia/Eut
yches
License: Apache-2.0 license

(Gabay et al., 2023c)
Description:
Link: https://github.com/FoNDUE-HTR/FON
DUE-EN-PRINT-20
License: Annotation is CC-BY. Images belong to
the digital libraries.

(Gabay and Carrasco Lujan, 2024)
Description:
Link: https://github.com/FoNDUE-HTR/FON
DUE-ES-PRINT-19
License: CC BY 4.0

(Gabay et al., 2023a)
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Description:

Link: https://github.com/FoNDUE-HTR/FON
DUE-FR-MSS-18

License: CC BY 4.0

(Gabay, 2024)
Description:
Link: https://github.com/FoNDUE-HTR/FON
DUE-FR-PRINT-16
License: CCBY 4.0

(Gabay and Dolto, 2024)
Description:
Link: https://github.com/FoNDUE-HTR/FON
DUE-FR-PRINT-20
License: CC BY 4.0

(Gabay et al., 2023b)
Description:
Link: https://github.com/FoNDUE-HTR/FON
DUE-IT-PRINT-20
License: CC BY 4.0

Swiss (German and French) art catalogues of
the 19th c. (Joyeux-Prunel et al., 2023)
Description: Catalogues from Swiss art exhibi-
tions from the Turnus period (1842-1961) pub-
lished by the Société suisse des beaux-arts (SSBA).
More information on the website of the SIK-ISEA.
Link: https://github.com/FoNDUE-HTR/FON
DUE-MLT-ART
License: The catalogues are in the public domain,
images are made available by SIK-ISEA and tran-
scriptions are CC-BY.

Datasets for catalogs OCR and segmentation
(Pradier et al., 2022)
Description: transcription of catalogues, printed
mainly in the 19th c. but not only
Link: https://github.com/FoNDUE-HTR/FON
DUE-MLT-CAT
License: CC BY 4.0

HTR data sets from medieval manuscripts
(13th-14th c.) collecting ''fabliaux" (Pinche and
Pierreville, 2023)

Description: medieval manuscripts (13th-14th c.)
collecting "fabliaux" in Old French

Link: https://github.com/CIHAM-HTR/Fabli
aux

License: CCBY 4.0

(Carta et al., 2022)

Description: 374 Spanish chapbooks published
by the same printer (José Maria Moreno) during
the 19th century. 5 pliegos from the Varios corpus
(32 pages)

Link: https://github.com/DesenrollandoEl
Cordel/FoNDUE-Spanish-chapbooks-Dataset
https://github.com/DesenrollandoElCordel
/Moreno-0CR-files

License: CCO0-1.0 license

Ground Truth data for printed Malayalam
(Tiibingen University Library, 2023)
Description:

Link: https://heidata.uni-heidelber
g.de/dataset.xhtml?persistentId=doi:
10.11588/data/L2KRZ0

License: CC BY 4.0

Ground-Truthed Data Set of Zenon Papyri
for Handwritten Text Recognition (Marthot-
Santaniello and Hodel, 2022)

Description:
Link: https://zenodo.org/records/6565706
License: CC BY 4.0

HN2021-ChateauChavigny (Pascual et al.,
2022)
Description: Testimony of the looting of the
Chateau de Chavigny in Lerné in Touraine in 1468
by the Protestants
Link: https://github.com/PSL-Chartes-HTR
-Students/HN2021-ChateauChavigny
License: CC BY 4.0

HN2021-Kovalewsky-1893 (LEveque et al.,
2022)
Description: Transcription of the chapter "On the
regime of property among the Ossetians", in: Ko-
valewsky M. Contemporary custom and ancient
law: Ossetian customary law, enlightened by com-
parative history. Paris, 1893
Link: https://github.com/PSL-Chartes-HTR
-Students/HN2021-Kovalewsky-1893
License: CC BY 4.0

Memorials for Jane Lathrop Stanford
(Guimaries et al., 2022)
Description:

Link: https://github.com/PSL-Chartes-HTR
-Students/HN2021-Memorials_Jane_Lathrop_
Stanford

License: CC BY 4.0
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HN2021-OCR-Poesie-Corse (Sarbach-
Pulicani et al., 2022)
Description: the collection of poems "Pon-

tendvu", written by Petru Rocca and published by
the "Stamparia di a Muvra" in 1927 in the name
of the Corsican Action Party.

Link: https://github.com/PSL-Chartes-HTR
-Students/HN2021-0CR-Poesie-Corse
License: CC BY 4.0

Handwritten Paleographic Greek Text

Recognition: A Century-Based Approach
(Platanou et al., 2022)
Description: The Barocci collection consists

of 244 volumes and it is the largest acquisition
of the Bodleian collection. The dates of these
manuscripts range from the 8th century AD to
the 17th century AD. folios serve as characteristic
examples of the writing style they represent. They
include both Greek minuscule script and the
cursive style of the minuscule script. In this way,
our work involves examination of different styles
and is not limited to one style of script.

Link: https://github.com/vivianpl/hpgtr
License: CC BY-NC-SA 3.0

15th century manuscript HTR data (Pinche
et al., 2022)
Description: French manuscripts from the 15th
century.
Link: https://github.com/Gallicorpora/HT
R-MSS-15e-Siecle
License: CCO0-1.0 license

(Humbel et al., 2024)
Description: handwriting of Hans Sloane (1660-
1753) Sloanes Catalogue of Miscallanies (folio 3-
152, recto and verso). The Catalogue of Miscalla-
nies was chosen for the training data creation be-
cause it is known to be predominantly written by
Sloane.
Link: https://github.com/sloanelab-org/H
TR-Model
License: CC BY-NC-SA 4.0

The SETAF project (Solfrini et al., 2023)
Description: works published by Jean Michel,
master printer in Geneva from 1538 to 1544, who
bought Pierre de Vingle’s typographical equip-
ment. The texts are sixteenth-century French
prints in Gothic characters and the list of texts with
more details can be found in the CSV table of the

repository.

This repository contains OCR data from works
published by Pierre de Vingle, master printer in
Lyon from 1525 to 1532, in Geneva in 1532-1533
and in Neuchatel in 1533-1535. The texts are
sixteenth-century French prints in Gothic charac-
ters and the list of texts with more details can be
found in the CSV table of the repository.

This repository contains OCR data from various
editions of the Facts of Jesus Christ and the Pope.
It is a singular work of religious polemic, the only
illustrated book of the French-speaking Reforma-
tion preserved for the first half of the sixteenth
century. It was published anonymously, in three
successive editions, in [Neuchitel], [Geneva] and
[Lyon], between the years 1530 and 1560.

Link: https://github.com/SETAFDH/HTR-SET
AF-Jean-Michel https://github.com/SETAF
DH/HTR-SETAF-Pierre-de-Vingle https://gi
thub.com/SETAFDH/HTR-SETAF-LesFaictzJCH
License: CC BY 4.0.

(Gabay et al., 2022)
Description:
Link: https://github.com/Gallicorpora/HT
R-imprime-16e-siecle
License: CC0-1.0 license

(Gabay et al., 2023e)
Description:
Link: https://github.com/Gallicorpora/HT
R-imprime-17e-siecle
License: CC-BY 4.

(Gabay et al., 2023d)
Description:
Link: https://github.com/Gallicorpora/HT
R-imprime-18e-siecle
License: CC-BY 4.

(Gabay et al., 2023f)
Description:
Link: https://github.com/Gallicorpora/HT
R-incunable-15e-siecle
License: CC-BY 4.

JosephHookerHTR (Schaefer and Litvine,
2023)
Description: the correspondence of Joseph Dal-
ton Hooker (1817-1911), primarily letters to
William Turner Thiselton-Dyer (1843-1928) dur-
ing the late-19th/early-20th century. Many tran-
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scriptions in this dataset were generated by a
small team of anonymous volunteers as part of the
Joseph Hooker Correspondence Project based at
Kew Gardens.

Link: https://github.com/jschaefer738b/J
osephHookerHTR.git

License: CC BY 4.0

LiDi 1.0 Project (Agostini, 2024)
Description: 16th antiquarian Pirro Ligorio time:
notBefore: 1568’ notAfter: *1580°

hands: count: 1’ precision: estimated
Link: https://github.com/Giorgiaagostini
/LiDi1.0-project
License: CC-BY-SA 4.0

Liber (Aruta et al., 2023)
Description:
Link: https://github.com/CIHAM-HTR/Liber
License: CC-BY 4.0

Dresdner Hofdiarium 1665
(Mscr.Dresd.K.80) - 17th century Kurrent
manuscript (Beckert, 2024)

Description:

Link: https://zenodo.org/records/1435619
0

License: CC BY-NC-SA 4.0

NuBIS OCR (Bibliotheque Interuniversi-
taire de la Sorbonne, 2024)
Description: a sample of 3 pages taken from 19
printed books, making a total of 57 pages. These
books, in French and Latin, cover a period from
1602 to 1989, with roughly one book every 20
years. They are thus representative of the printed
documents available in the digital library.
Link: https://github.com/ksefil/NuBIS-0
CR
License: CC-BY 4.0

TNAH-2021-ArgusDesBrevets (Craene et al.,
2022)
Description: The 1910 patent argus is presented
in the form of a contemporary print, organized
into sections grouping chronologically and then
thematically the patents filed in France. This list
and brief presentation of the patents is divided into
two columns and presents standardized abbrevia-
tions.
Link: https://github.com/PSL-Chartes-HTR
-Students/TNAH-2021-ArgusDesBrevets

License: CC-BY 4.0

TNAH-2021-DecameronFR (Biay et al.,
2022)
Description: The project aims to create ground
truth data for training HTR (Handwritten
Text Recognition) models based on a French
manuscript from the years 1430-1455: manuscript
5070 from the Bibliotheque de 1’Arsenal (avail-
able on Gallica). This manuscript contains the
French translation of Boccaccio’s Decameron by
Laurent de Premierfait. Our ground truth data
covers the description of the plague in Florence,
located in the prologue of the work.
Link: https://github.com/PSL-Chartes-HTR
-Students/TNAH-2021-DecameronFR
License: CC-BY 4.0

Notre-Dame Project (Doat et al., 2022)
Description: the transcription of the daily jour-
nals from the year 1860, documenting the restora-
tion work carried out between 1844 and 1865 at
the Notre-Dame Cathedral in Paris under the direc-
tion of Eugene Viollet-le-Duc and Jean-Baptiste
Lassus.

Link: https://github.com/PSL-Chartes-HTR
-Students/TNAH-2021-Projet-Notre-Dame
License: CC-BY 4.0

TranscriboQuest 2024 Medieval Literary
(Vandyck et al., 2024)
Description: The aim of this dataset was to
contribute to underrepresented aspects of the
manuscripts used in the CATMuS project. We
opted to focus on medieval scientific documents
that are damaged, in several different languages.
Link: https://zenodo.org/records/1375744
0
License: CC BY 4.0

Verard Corpus (Hoeben, 2024)
Description: Parts (10 pages) of Vérard’s Edi-
tions princeps of the following texts:

Premier Volume de Tristan (1489) shelfmark:
IFN-8600174, folios 12r-16v Second Volume de
Tristan (1489) shelfmark: IFN-8600175, folios
12r-16v Premier Volume de Merlin [1498/1503]
shelfmark: Res Y2 26, folios 12v-17r Second Vol-
ume de Merlin [1498/1503] shelfmark: Res Y2 26,
folios 12v-17r Prophecies de Merlin [1498/1503]
shelfmark: Res y2 27, folios 12r-16v Gyron le
Gourtoys [1501/1503] shelfmark: RES-Fol-BI-
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922, folios 12r-16v

Link: https://github.com/LaurieHoeben/Ve
rard-corpus

License: Etalab Open License 2.0

EPARCHOS - Historical Greek handwritten
document dataset (Papazoglou et al., 2020)
Description: The dataset originates from a Greek
handwritten codex that dates from around 1500-
1530. This is the subset of the codex British Mu-
seum Addit. 6791, written by two hands, one
by Antonius Eparchos and the other by Camillos
Zanettus (ff. 104r-174v) and delivers texts by Hie-
rocles (In Aureum carmen), Matthaeus Blastares
(Collectio alphabetica) and, notably, texts by
Michael Psellos (De omnifaria doctrina). The writ-
ing delivers the most important abbreviations, lo-
gograms and conjunctions, which are cited in vir-
tually every Greek minuscule handwritten codex
from the years of the manuscript transliteration
and the prevalence of the minuscule script (9th
century) to the post-Byzantine years.

Link: https://zenodo.org/records/4095301
License: CC BY 4.0

Episearch HTR (Tommasi, 2024)
Description: “Diplomatic trascription of Gio-
vanni Antonio Astoris letters to Ludovico Antonio
Muratori by Tatiana Tommasi; images of Astoris
letters to Muratori (from Internet Culturale)”
Link: https://github.com/vedph/episearch
-htr
License: CC BY-SA 4.0

Ground Truth Dataset Medieval Greek
Manuscripts — Codex heidelbergensis palatinus
graecus 23 (Maxime et al., 2024)

Description:

Link: https://gitlab.huma-num.fr/ecrinu
m/anthologia/htr_cpgr23

License: CC-BY 4.0

The project iForal: Portuguese municipal
charters in the Middle Ages: an historical and
linguistic approach in the digital era (Alexan-
dre et al., 2025)

Description:

Link: https://github.com/Arch-W/iForal-D
ataset

License: CC-BY 4.0

BiblIA (Stokl Ben Ezra et al., 2021)

Description: “Medieval Hebrew manuscripts
from the Bibliotheque nationale de France (BnF,
National Library of France) and the Biblioteca
Apostolica Vaticana (BAV, Vatican Library)”
Link: https://zenodo.org/records/5167263
License: CC-BY-NC-SA 4.0

Transcription corpora for training HTR
models for medieval manuscripts from the 12th
to the 15th century. (Pinche, 2022)
Description:

Link: https://github.com/HTR-United/crem
ma-medieval
License: CC-BY 4.0

CREMMA HTR GT for medieval latin
manuscripts (Clérice et al., 2022b)
Description:

Link: https://github.com/HTR-United/CREM
MA-Medieval-LAT
License: CC-BY 4.0

CREMMA - A repository of 20th century
manuscripts (Clérice and Chagué, 2023)
Description:

Link: https://github.com/HTR-United/CREM
MA-MSS-20
License: CC-BY 4.0

CREMMA - A repository of 18th century
manuscripts (Van Kote et al., 2024)
Description:

Link: https://github.com/HTR-United/CREM
MA-MSS-18
License: CC-BY 4.0

CREMMA - A repository of 19th century
manuscripts (Clérice et al., 2023)
Description:
Link: https://github.com/HTR-United/CREM
MA-MSS-19
License: CC-BY 4.0

CREMMA - A repository of 16th century
manuscripts (Mazoue et al., 2024)
Description:
Link: https://github.com/HTR-United/CREM
MA-MSS-16
License: CC-BY 4.0

CREMMA - A repository of 17th century
manuscripts (Clérice et al., 2022a)
Description:
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Link: https://github.com/HTR-United/CREM
MA-MSS-17
License: CC-BY 4.0

CREMMA Testament De Poilus (Chagué
et al., 2023b)
Description: Each document (1 or more images
sharing on the same side) corresponds to a hand.
As these are the wills of soldiers who died for
France during the First World War, all the docu-
ments were written between 1898 and 1918.
Link: https://github.com/HTR-United/CREM
MA-AN-TestamentsDePoilus
License: CC-BY 4.0

CREMMA Early Modern Books (Clérice,
2021)
Description:
Link: https://github.com/HTR-United/crem
ma-16-17-print
License: CC-BY 4.0

DAHN Corpus (Chiffoleau, 2021)
Description: Ground Truth dataset for French
20th typewritten OCR
Link: https://github.com/HTR-United/dahn
corpus
License: CC-BY 4.0

Celestine Doniau-Danest (Chagué et al.)
Description: The dataset contains pages ran-
domly selected from the digitization of the "Jour-
nal de Célestine Doniau-Danest sur les débuts de
la Guerre 1914-1918" (Diary of Célestine Doniau-
Danest on the beginning of the 1914-1918 war)
The dataset features only one handwriting style,
with little variation, for a text written between
1914 and 1915. The digitizations are double-page
spreads.

Link: https://github.com/alix-tz/datase
t-celestine-doniau-danest
License: CC-BY 4.0

Assisi, Fondo Antico presso la Biblioteca del
Sacro Convento, 408 (Sacro Convento di San
Francesco in Assisi, 2024)

Description:

Link: https://www.internetculturale.it/i
t/1175/assisi-fondo-antico-del-sacro-c
onvento-mediatheca-franciscana

License: CC BY-NC-SA 4.0

La Correspondance Jacques Doucet - René

Jean (Cugy et al., 2022)

Description: This collection, donated by René-
Jean in 1946, is one of the main sources on the
relationship between Doucet and the man he hired
as librarian on 2 June 1908. The letters and
documents that make up the book evoke various
episodes relating to the formation and develop-
ment of the Art and Archaeology Library; they
also provide more general information on the life,
functioning and ideas of Jacques Doucet.

Link: https://gitlab.inha.fr/snr/LaCorre
spondanceDoucetReneJean

License: Etalab Open License 2.0

The school of Salamanca (Salamanca School
Project, 2025)
Description: “The digital collection of sources of
the project "The School of Salamanca" comprises
107 works in total,”
Link: https://www.salamanca.school/works
.html
License: CCBY 4.0

A Human-Annotated Dataset of Scanned Im-
ages and OCR Texts from Medieval Documents
(Novotny et al., 2021)

Description: This is an open dataset of scanned
images and OCR texts from 19th and 20th century
letterpress reprints of documents from the Hussite
era.

Link: https://nlp.fi.muni.cz/trac/ahisto
/wiki/OcrDataset

License: CCO 1.0

Old Books Dataset (Barcha, 2025)
Description:  “built with Project Gutenberg
ebooks. They were selected among the following
books:

-Betrayed Armenia, de Diana Agabeg Apcar -
The Boy Apprenticed to an Enchanter, de Padraic
Colum -The Child of the Moat, de Stoughton Hol-
born -The Corset and the Crinoline, de W.B.L -
Engraving of Lions, Tigers, Panthers, Leopards,
Dogs, &C., de Thomas Landseer -Half-Hours with
Highwaymen, de Charles G. Harper -Historical
Sketches of Colonial Florida, de Richard L. Camp-
bell -Horton Genealogy, de Geo. F. Horton -The
Lusitania’s Last Voyage, de Charles E. Lauriat -
Seat Weaving, de L. Day Perry”

Link: https://github.com/PedroBarcha/old
-books-dataset
License: Project Gutenberg License for annota-
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tions

An Historical Handwritten Arabic Dataset
for Segmentation-Free Word Spotting -
HADARASOP (Pantke et al., 2014)
Description:

Link: https://cloud.tu-braunschweig.de/s
/anM8gnrLC66aTAf
License: permission granted for research use

SleukRith Set (Valy et al., 2017)
Description: the first dataset specifically created
for Khmer palm leaf manuscripts Unlike the writ-
ing of most Latin languages where characters are
sequenced from left to right, in Khmer writing,
vowels are positioned either on the left, on the
right, below, or above the consonant they are
spelled with. Two or more consonants can also
be merged together by transforming into differ-
ent shapes called low-consonant or subscript form
which are placed below the main consonant. These
variations of how Khmer letters are formed pro-
duce multiple levels (sometimes more than three)
of characters. Moreover, some writers tend to ex-
aggerate their writing by elongating the upper or
lower part of a character which makes it go far out
of its main line, touch, or overlap with other char-
acters from adjacent lines. In addition, the ambigu-
ity of certain characters in Khmer alphabet is a big
challenge as well for character recognition prob-
lem. Some groups of characters can only be dis-
tinguishable by a mere difference of a small hole
or a short stroke. Some types of symbols contain
multiple parts whose shapes are identical or very
similar to other characters.
Link: https://github.com/donavaly/SleukR
ith-Set
License: permission granted for research use

annotationdb (Kolsch, 2025)
Description:
Link: https://tc11.cvc.uab.es/datasets/A
nnotationDB_1
License: permission granted for research use

Ground Truth Model for Pracalit for San-
skrit and Newar MSS 16th to 19th C. (ONeill
and Hill, 2022)

Description:

Link: https://heidata.uni-heidelber
g.de/dataset.xhtml?persistentId=doi:
10.11588/data/WI9184

License: CC BY 4.0

ICDAR 2019 Historical Document Reading
Challenge on Large Structured Chinese Fam-
ily Records (ICDAR2019HDRC) (Saini et al.,
2019)

Description: mainly written in Chinese tradi-
tional Han script. The document images have been
taken from different books.

Link: https://tc11.cvc.uab.es/datasets/I
CDAR2019HDRC_1 https://tcll1.cvc.uab.es/
datasets/ICDAR2@T19HDRC_1/gt_1_1

License: CC BY-NC-SA 3.0

(Lassner et al., 2021)
Description: historical prints from around 1830
Link: https://github.com/millawell/ocr-d
ata
License: CC BY 4.0

TariMa dataset (No€mie et al., 2022)
Description: This new dataset is focused on spe-
cific contents or vocabulary lacking in previous
RASAM models.

Link: https://github.com/calfa-co/tarima
License: Apache-2.0 license

(Teklia, 2025b)
Description: The Finlam dataset includes 149
French newspapers from the 19th to 20th cen-
turies.
Link: https://huggingface.co/datasets/Te
klia/Newspapers-finlam
License: MIT License

(Teklia, 2025a)
Description: The Finlam La Liberté dataset in-
cludes 1500 issues from La Liberté, a French
newspaper, from 1925 to 1928.
Link: https://huggingface.co/datasets/Te
klia/Newspapers-finlam-La-Liberte
License: MIT License

The Osman Agha dataset (osm, 2025)
Description: The Osman Agha dataset con-
sists of 243 images of an 18th-century Ottoman
manuscript and its Arabic-script transcription,
aligned at the page level by the authors of this pa-
per. The manuscript contains the memoirs of Os-
man Agha, who was a prisoner of war in Austria
between 1688 and 1699. The memoir was com-
pleted on May 18, 1724. The manuscript survives
as a single authorial copy, currently held at the
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British Library (MS. Or. 3213). The manuscript is
commonly known in English as Prisoner of the In-
fidels: The Memoirs of Osman Agha of Timioara,
the title of its 2021 English translation (Casale
2021). A transcription of the manuscript was pub-
lished in 1980 (Kreutel, 1980).

Link:

License: permission granted for research use

American Stories (Dell et al., 2023)
Description: “newspaper scans from Library of
Congress’s Chronicling America collection”
Link: https://huggingface.co/datasets/de
l1-research-harvard/AmericanStoriesTrai
ning/blob/main/gold_data/gold_hand_trans
cription.json
License: Apache license 2.0
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