Dialect-SQL: An Adaptive Framework for Bridging the Dialect Gap in
Text-to-SQL

Jie Shi!, Xi Cao?, Bo Xu**, Jiaqing Liang?, Yanghua Xiao', Jia Chen!,
Peng Wang', Wei Wang'*
!Shanghai Key Laboratory of Data Science,
College of Computer Science and Artificial Intelligence, Fudan University
2School of Data Science, Fudan University
3School of Computer Science and Technology, Donghua University
{jshi22,22307140119}@m. fudan.edu.cn, xubo@dhu.edu.cn, weiwangl1@fudan.edu.cn

Abstract

Text-to-SQL is the task of translating natural
language questions into SQL queries based on
relational databases. Different databases imple-
ment their own SQL dialects, leading to vari-
ations in syntax. As a result, SQL queries de-
signed for one database may not execute prop-
erly in another, creating a dialect gap. Exist-
ing Text-to-SQL research primarily focuses on
specific database systems, limiting adaptabil-
ity to different dialects. This paper proposes
a novel adaptive framework called Dialect-
SQL, which employs Object Relational Map-
ping (ORM) code as an intermediate language
to bridge this gap. Given a question, we guide
Large Language Models (LLMs) to first gen-
erate ORM code, which is then parsed into
SQL queries targeted for specific databases.
However, there is a lack of high-quality Text-
to-Code datasets that enable LLMs to effec-
tively generate ORM code. To address this
issue, we propose a bootstrapping approach to
synthesize ORM code, where verified ORM
code is iteratively integrated into a demonstra-
tion pool that serves as in-context examples
for ORM code generation. Our experiments
demonstrate that Dialect-SQL significantly en-
hances dialect adaptability, outperforming tra-
ditional methods that generate SQL queries
directly. Our code and data are released at
https://github.com/jieshi1@/orm-sql.

1 Introduction

Given a relational database, Text-to-SQL is the
task of translating a natural language question into
a SQL query which answers the question (Hong
et al.,, 2024). Relational database systems each
implement their own SQL dialects, which differ
significantly in syntax and built-in functions. As a
result, SQL statements can vary across databases
even for the same query, creating a dialect gap.
An illustrative example is provided in Figure 1.

*Corresponding authors.

Question: What is the postal street address for the school
with the 6th highest Math average? Indicate the school's
name.
SQLite:
SELECT T2.MailStreet, T2.School
FROM satscores AS T1 INNER JOIN schools AS T2
ON Tl.cds = T2.CDSCode
ORDER BY T1.AvgScrMath DESC
[LIMIT 5, 1]
PostgreSQL:
SELECT schools."Street", schools."School"
FROM schools JOIN satscores
ON satscores.cds = schools."CDSCode"
ORDER BY satscores."AvgScrMath" DESC
[LIMIT 1 OFFSET 5]
SQL Server:
—SELECT anon_1.[Street], anon_1.[School] ——
FROM (
SELECT
schools.[Street] AS [Street],
schools.[School] AS [School],
ROW_NUMBER() OVER (
ORDER BY satscores.[AvgScrMath] DESC
) AS mssql_rn
FROM schools JOIN satscores
ON satscores.cds = schools.[CDSCode]
) AS anon_1
“—WHERE mssql_rn > 5 AND mssql_rn <= 1 + 5——

Identifier Format [J Row Selection

Figure 1: An example highlighting the dialect gap be-
tween databases. The same query varies significantly
in identifier format and row selection methods across
different databases.

In addition to subtle differences in SQL syntax—
such as identifier formatting, where SQLite omits
double quotes, PostgreSQL uses double quotes for
case-sensitive identifiers, and SQL Server employs
square brackets—different databases also have vary-
ing methods for retrieving the sixth row. For in-
stance, SQLite uses LIMIT 5, 1, PostgreSQL
utilizes LIMIT 1 OFFSET 5, while SQL Server
requires a nested query.

Among these dialects, SQLite stands out as a
lightweight and easily deployable database, which
serves as the foundation for widely used public
datasets such as WikiSQL (Zhong et al., 2017),
Spider (Yu et al., 2018), its variants (Gan et al.,
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Figure 2: Comparing dialect-specific Text-to-SQL (top)
with our dialect-adaptive framework (bottom). Stan-
dard dialect-specific Text-to-SQL method is designed
for a single database system, whereas the proposed
method leverages ORM code as an intermediate lan-
guage for multiple database systems.

2021b; Deng et al., 2021; Gan et al., 2021a), and
BIRD (Li et al., 2023c). As a result, much of the
Text-to-SQL research (Luo et al., 2024; Shen et al.,
2024) has focused exclusively on SQLite. This nar-
row focus on SQLite has led to a significant gap in
dialect adaptability, limiting the effectiveness of
existing methods when applied to other databases.
For instance, when Llama-3.1 with 70B parameters
generates SQL queries for PostgreSQL, it experi-
ences a significant accuracy drop of 38.59% (Sec-
tion 4.3) on the BIRD dataset. This underscores
the limitations of available LL.Ms in generalizing
across different database dialects.

To address the dialect gap in Text-to-SQL, we
propose a Text-to-Code paradigm that uses Object
Relational Mapping (ORM) code as an intermedi-
ate language across diverse databases. As shown
in Figure 2, we instruct the LLM to generate ORM
code, which is then parsed into SQL tailored for
specific databases. This approach draws inspiration
from the prevalent use of ORM frameworks in web
development, such as SQLAIchemy for Python,!
EF Core for C#,2 and Hibernate or JPA for Java,’
which allow developers to avoid the complexities
of adapting SQL queries when switching between
databases. For Text-to-SQL, using ORM code as an
intermediate language abstracts the differences in
SQL dialects, ensuring a precise and lossless trans-

"https://www.sqlalchemy.org/

thtps ://learn.microsoft.com/en-us/ef/core/

3https ://docs.spring.io/spring-framework/
reference/data-access/orm/introduction.html

lation into database-specific SQL queries. This
enables the LLM to concentrate on generating a
unified ORM representation without needing to
consider the intricate details of each dialect.

Nonetheless, the Text-to-Code paradigm also
faces its own challenges. Given the lack of
high-quality Text-to-Code datasets and the time-
consuming nature of manually curating them, we
introduce an adaptive framework called Dialect-
SQL as an implementation of the Text-to-Code
paradigm. Dialect-SQL consists of two stages.
In the offline stage, it employs a bootstrapping
method that starts with only five seed examples and
iteratively generates harder question-ORM code
pairs verified through execution feedback, thereby
automatically constructing a demonstration pool.
In the online stage, Dialect-SQL prompts the LLM
to generate ORM code using examples from the
demonstration pool, and the ORM code is then
parsed into SQL queries tailored for specific di-
alects.

The contributions are summarized as follows:

* We propose using ORM code to bridge the
dialect gap in Text-to-SQL. To the best of
our knowledge, we are the first to introduce
a paradigm that adapts to different databases
without the need for targeted training.

* We propose a controllable bootstrapping
method that automatically generates accurate
data covering diverse difficulty levels, effec-
tively addressing the scarcity of Text-to-Code
datasets.

* We conduct extensive experiments using pub-
licly available dataset across five different
databases, demonstrating that Dialect-SQL
improves dialect adaptability compared with
direct SQL generation.

2 Overview

This section provides an overview of the proposed
Dialect-SQL framework. We begin by formulating
the Text-to-SQL task, outlining its definition, in-
put, and output in Section 2.1. Next, Section 2.2
explores the prompt representation used to guide
the LLM for ORM code generation. Finally, we
briefly introduce the architecture of Dialect-SQL
in Section 2.3.
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2.1 Task Formulation

The input of the Text-to-SQL task consists of a
natural language question ¢ and a database schema
S = {s1, -+ ,sn}, where s; represents the i-th
table and N indicates the total number of tables
in the database. For each table s;, its collection
of columns is denoted by C; = {c¢; 1, - ,cin,},
where ¢; ; is the j-th column and NV; is the number
of columns in table s;. The output of the Text-to-
SQL task is a SQL query ¢ that corresponds to the
question q.

Existing research primarily focuses on utilizing
LLMs to directly generate dialect-specific SQL
queries. In contrast, this paper proposes the Text-to-
Code paradigm, which involves generating dialect-
agnostic code using LLMs. The code can then be
parsed and transformed into the target database’s
SQL queries, effectively addressing the challenge
of LLMs’ unfamiliarity with various SQL dialects.

2.2 Prompt Representation

The proposed code-style prompt representation for-
mat is shown in Figure 3. It can be divided into
three key parts: schema class definitions, and in-
context demonstrations, followed by the question.

Schema Class Definitions. The database schema
S is provided in this part. Each table s; is repre-
sented as a class, with the column collection C; cor-
responding to the attribute collection of that class,
facilitating a more object-oriented understanding
of the data model.

In-Context Demonstrations. This part presents
examples of ORM code syntax and structure rel-
evant to the task, consisting of several question-
ORM code pairs. These demonstrations serve as
references for the LLM, illustrating how similar
questions have been approached and solved.

Question. This part contains the natural language
question ¢ that the LLM needs to translate into a
code snippet.

It is important to note that while the schema class
definitions can be obtained through rule-based map-
ping for the Text-to-Code paradigm, the examples
in the in-context demonstrations cannot be easily
derived by parsing SQL to ORM code. To address
this issue, this paper proposes Dialect-SQL, where
high-quality demonstrations are synthesized by the
LLM.

Complete the following code in Python:

* T python
from sqlalchemy import *

class comments(Base): Schema Class Definitions
__tablename__ = 'comments'
Id: Mapped[int] = \
mapped_column('Id', primary_key=True)
PostId: Mapped[Optional[int]] = \
mapped_column( 'PostId’,
ForeignKey(' posts™. Id "))
Score: Mapped[Optional[int]] = \
mapped_column('Score")

In-Context Demonstrations
# Here are some examples for reference:
# Question: Among the universities...
stmt = select(
func.count(university.id)

).join(

country, country.id == university.country_id
) -where(

country.country_name == 'Australia’,

Question: Among the users who...
{{Your Code Here}}

Question

Figure 3: The proposed code-style, database-agnostic
prompt representation format.

2.3 Framework

Dialect-SQL is an adaptive framework designed to
facilitate the conversion of natural language ques-
tions into ORM code snippets, ultimately translat-
ing them into dialect-specific SQL queries. The
framework is shown in Figure 4. We begin with the
offline stage, referred to as bootstrapping ORM
code synthesis, in Section 3.1, which presents
a novel approach for generating a high-quality
demonstration pool. Following that, Section 3.2
introduces the online stage, known as dialect-
adaptive SQL generation, where ORM code snip-
pets are produced based on the demonstration pool
and parsed into SQL queries for specific databases.

3 Method
3.1 Bootstrapping ORM Code Synthesis

The publicly available datasets contain only the
gold SQL query y corresponding to each question
q, lacking the associated ORM code snippet . Cur-
rently, there is no method to convert SQL queries
into ORM code, resulting in a scarcity of func-
tionally equivalent SQL queries and ORM code
snippets. To address this challenge, we propose the
bootstrapping ORM code synthesis, which aims to
generate high-quality ORM code for the data in
the training set, thereby creating the demonstration
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Figure 4: The proposed Dialect-SQL framework. Dialect-SQL consists of two stages: bootstrapping ORM code
synthesis (top) serves as the offline stage, and dialect-adaptive SQL generation (bottom) functions as the online

stage.

Algorithm 1: Bootstrapping algorithm.

Input: Training set Dyqin, seed Dgeed-
Output: Demonstration pool Dy
1 Dpool < Dgeeds
2 repeat
3 AD + 0;
/* Iterate through schema &, question
q, and gold SQL y in the training

set. */
4 foreach (S, q,y) € Diin do
5 Generate ORM code snippet y and
SQL query ¢ based on S, ¢, and
DpoolQ
6 if ¢ is equivalent to y then
7 AD + ADU{(q,9)};
8 Dhrain < Dhrain — {(87 q, y)}’
9 end
10 end

1 Dpool — Dpo(ﬂ UAD;
12 until stopping criteria;
13 return Dyoo1;

pool Dpoot = {(qt, g]t)}t]\il, where ¢; represents
the ¢-th question in the demonstration pool, g, de-
notes the t-th code snippet, and M is the size of
the demonstration pool.

From a higher-level perspective, the idea is to
gradually add verified question-ORM code pairs to
the demonstration pool, allowing the verified pairs
to continually improve the capacity of the LLM to
generate more difficult examples. As a controllable
iterative framework, the proposed method is out-
lined in Algorithm 1. Initially, the demonstration

pool D,oo1 contains five manually crafted seed ex-
amples Dgeeq (line 1), as detailed in Appendix A.
During the iterative process (lines 2-12), correct
examples are progressively incorporated into the
demonstration pool Dy

At each iteration, we first initialize a temporary
pool AD to store new examples generated during
that iteration (line 3). Then, we iterate over all
triplets in the training set Dy, (lines 4-10). Refer
to Appendix B for further discussion on data syn-
thesis methods when the training set is unavailable.
For each triplet, which consists of a schema S, a
question ¢, and a gold SQL query y, our method
produces an ORM code snippet ¢ and a correspond-
ing SQL query ¢ based on S, ¢, and the demonstra-
tion pool Dpy (line 5). We will elaborate on the
generation process for both the ORM code snippet
y and the SQL query ¥ in Section 3.2. By executing
the SQL query g, we can verify whether the query
results match those of the gold SQL y (line 6). If
the generated query results are consistent with the
gold SQL results, the generated ORM code snip-
pet i is deemed correct, and the question-ORM
code pair (g, §) is added to the temporary pool AD
(line 7). At the end of the iteration, the tempo-
rary pool AD is merged into the demonstration
pool Dyo1 to enrich the sample repository (line 11).
The introduction of the temporary pool enhances
efficiency and improves resource utilization, as it
allows us to process multiple training examples in
parallel without the need for synchronization for
timely updates of the demonstration pool. This de-
sign choice makes the entire bootstrapping process
more scalable and practical for large-scale datasets.
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3.2 Dialect-Adaptive SQL Generation

In the online stage, our method generates an ORM
code snippet ¢ based on the question ¢, schema S,
and demonstration pool Dp,e1. The code snippet y
is then converted into SQL ¢ for the target database.

Our method first employs an embedding-based
retriever to retrieve top-K relevant examples
(question-ORM code pairs) from the demonstra-
tion pool, where K is a predefined constant. The
retriever encodes the input question ¢ and the ques-
tions {qt}i\i | from the demonstration pool into em-
bedding vectors E, and {E,, }i\il Then, a set of K
most similar examples D, = {(q;, g{)}fi 1 € Dpool
is retrieved based on the cosine similarity between
the question embeddings E, and {E, }i\i |- These
examples provide syntax and structural references
for the LLM.

Subsequently, the question ¢, along with the
schema class definitions derived from the schema
S, and the retrieved example set D, are fed into the
LLM. The LLM then generates the corresponding
ORM code snippet 3. Given the strong expressive
power of code and the fact that the generation of
code snippet g is conditioned on the example set
D,, the LLM generates the corresponding code
snippet ¢ in a constrained manner:

§ = argmax prm (y'[S, Dy, q).- (1)
)

Finally, the code interpreter is responsible for
converting the generated ORM code snippet  into
an executable SQL query ¢ for the target database.
If the ORM code snippet i generated by the LLM
cannot be converted into SQL due to syntax errors
or other issues, our method will attempt to regener-
ate the code snippet ¢ for at most L times, where
L is a predefined constant.

Considering that research indicates LLMs gener-
ally perform better with high-resource languages
compared to their low-resource counterparts (Cas-
sano et al., 2024; Orlanski et al., 2023), utilizing
a high-resource language is more effective than
creating a new language from scratch. Given that
much existing research on code generation focuses
on Python (Roziere et al., 2024; Nijkamp et al.,
2023), we have selected Python as our intermediate
language. To ensure full compatibility with SQL
standards, we implement our framework based
on SQLAlchemy, an open-source ORM frame-
work from the software engineering community.
SQLAIchemy can accurately convert Python ORM
code into functionally equivalent SQL queries

Train Pool Dev.
Spider 8,659 7,930 1,034
BIRD 9,428 8,248 1,534

Table 1: Dataset statistics showing the sizes of training
set, demonstration pool, and development set.

based on the database dialect. The demonstration
in Figure 3 illustrates that the generated ORM code
snippet should store the query represented in the
code in the stmt variable for subsequent conver-
sion into a SQL query. Further discussion on the
selection of ORM frameworks is provided in Ap-
pendix C.

4 Experiments

All experiments are conducted on a server equipped
with 1TB of RAM and 8 NVIDIA A100 GPUs
(80GB each). Refer to Appendix D for experiment
settings such as models, metrics, and implementa-
tion details.

4.1 Datasets

To demonstrate the effectiveness of our method, we
evaluate its performance on two well-established
benchmarks: Spider (Yu et al., 2018) and BIRD (Li
et al., 2023c). The original benchmarks utilize
the SQLite database.* We have adapted the BIRD
dataset for use with four additional databases: Post-
greSQL,5 SQL Server,® Oracle,” and MySQL.8
The results are reported for the development set of
each benchmark.

We use the bootstrapping ORM code synthesis
introduced in Section 3.1 to create a demonstra-
tion pool for each dataset. Our approach involves
generating ORM code snippets for each question
in the training sets. The statistics for the resulting
datasets are summarized in Table 1. It is impor-
tant to note that not all questions in the training
sets have corresponding ORM code snippets when
bootstrapping stops.

4.2 Baseline

We compare the proposed Dialect-SQL with a stan-
dard Text-to-SQL method, referred to as Direct-
SQL. To ensure a fair comparison, Direct-SQL also
employs a regeneration framework similar to that of

4https://www.sqlite.org/index.html
5https://www.postgresql.org/
6https://www.microsoft.com/en—us/sql-server/
sql-server-2022
"https://www.oracle.com/database/
8https://www.mysql.com/
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Figure 5: Performance of different methods on BIRD adapted to various databases.

Dialect-SQL, with the key difference being that the
LLM generates dialect-specific SQL directly. The
prompt details can be found in Appendix E. Direct-
SQL leverages feedback from the database; if the
SQL generated by the LLM cannot be executed, it
attempts to regenerate the query. Direct-SQL uti-
lizes dialect-specific in-context demonstrations to
ensure that the generated SQL queries align with
the respective database systems. For SQLite, it em-
ploys examples retrieved from the original BIRD
training set. For other databases, Direct-SQL ob-
tains dialect-specific examples by converting ORM
code snippets from the demonstration pool into the
appropriate SQL dialect.

It is important to note that the experimental re-
sults for Direct-SQL are obtained under ideal con-
ditions. Preliminary experiments in Appendix F in-
dicate that Direct-SQL is influenced by in-context
demonstrations, and in real-world applications, it
may lack sufficient question-SQL pairs specific to
certain databases. Consequently, the performance
of Direct-SQL in practical environments is likely
to be suboptimal. So, the fair comparison should
also be attributed to the introduction and use of
Dialect-SQL.

4.3 Main Results

Dialect Adaptability. Figure 5 illustrates the
accuracy of different methods across various
databases.

The performance varies across different
databases. The results from Direct-SQL indicate
that LLMs are more proficient at generating SQL
queries for SQLite. In contrast, they struggle with
SQL queries on PostgreSQL and Oracle; the EX
of Direct-SQL using DeepSeek-R1-Distill-Qwen-
32B drops by 4.70% on PostgreSQL compared to
its performance on SQLite. This discrepancy may
be attributed to the fact that many studies have
been conducted using SQLite, resulting in a larger
volume of data for this database, which enhances
performance.

The proposed Dialect-SQL demonstrates excel-
lent dialect adaptability. Compared to SQLite,
Dialect-SQL shows an average EX drop of only
1.53% on PostgreSQL and 2.12% on SQL Server.
This indicates that using ORM code as a unified
intermediate language effectively addresses the di-
alect gap. For an illustrative example of how ORM
code bridges this gap, please refer to the case study
in Appendix H.1.
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Spider BIRD
Method (%) EX EM VES EX VES
Llama-3.1-70B-Instruct
Direct-SQL 71.3 42.5 76.29 48.96 50.86
w/o Regeneration 75.2 41.8 74.23 47.85 49.74
Dialect-SQL 79.8 34.7 79.10 53.32 53.88
w/o Regeneration 71.5 32.8 76.68 51.89 52.82
DeepSeek-R1-Distill-Qwen-32B
Direct-SQL 82.5 61.4 82.78 55.61 57.16
w/o Regeneration 81.8 61.1 82.13 52.61 54.02
Dialect-SQL 83.0 33.7 82.44 56.84 57.44
w/o Regeneration 80.4 33.0 79.82 52.54 53.30

Table 2: Performance of different paradigms on SQLite. (Bold: the best within each LLM. Underlined: the second

best within each LLM.)

Effectiveness of Text-to-Code. As shown in Ta-
ble 2, the performance of LLMs using the proposed
Text-to-Code paradigm surpasses that of standard
SQL generation. Specifically, when leveraging
Llama-3.1-70B-Instruct, the proposed Dialect-SQL
demonstrates a 2.5% improvement in the EX metric
on the Spider dataset compared to Direct-SQL, and
a 4.36% improvement on the BIRD dataset. The
proposed Dialect-SQL employs a strategy of gener-
ating ORM code first and then parsing it into SQL
queries. Although ORM code is introduced as an
intermediate language for the Text-to-SQL task, the
performance loss during the parsing process is min-
imized through the use of the code interpreter. The
results indicate that LLLMs are more proficient at
generating ORM code based on user requirements.

4.4 Ablation Study

Effectiveness of Regeneration. As shown in
Table 2, both Direct-SQL and Dialect-SQL ex-
hibit a performance decline without regenera-
tion. Specifically, when utilizing Llama-3.1-70B-
Instruct, Dialect-SQL experiences a 2.3% drop in
EX on the Spider dataset, while Direct-SQL shows
a 2.1% decrease. This suggests that even when
relying solely on external feedback regarding the
executability of queries, LLMs still possess the
potential to generate valid and correct queries.

Effectiveness of Bootstrapping. Figure 6 illus-
trates the proportion of ORM code snippets cor-
rectly generated from the training set after various
iterations of the bootstrapping algorithm. After
the first iteration, examples generated solely from
five manually crafted seed examples are classified
as easy examples, constituting 71% of the total
training set. Subsequent iterations produce hard ex-
amples, which account for 15% of the total after the
fifth iteration. Notably, the number of correctly syn-

o o0
(=} W
1 1

N
W
1

Percentage (%)

1 2 3 4 5
Iteration

Figure 6: Percentage of successfully converted training
examples after each iteration during bootstrapping.

Method (%) Easy Hard EX
Dialect-SQL 84 16 53.32
w/o Hard 100 0 51.43

Table 3: Effectiveness of hard examples. Easy examples
are generated solely based on the seed examples, while
hard examples are generated with bootstrapping. The
distributions of in-context demonstrations and EX are
shown.

thesized examples shows an overall upward trend,
demonstrating that the bootstrapping algorithm ef-
fectively leverages previously synthesized exam-
ples to build a diverse demonstration pool. Using
this demonstration pool, we further evaluate the im-
pact of easy and hard examples on the performance
of Dialect-SQL on the development set. As shown
in Table 3, 16% of the in-context demonstrations
used by Dialect-SQL for generating ORM code
come from hard examples, resulting in a 1.89%
increase in EX, thereby validating the effectiveness
of hard examples.

4.5 Analysis

Effect of Number of Demonstrations. Figure 7a
illustrates the relationship between EX and the
number of demonstrations (K). It shows that as
K increases, the accuracy of Dialect-SQL gradu-
ally improves, although the change is not signif-
icant. Notably, Dialect-SQL consistently outper-
forms Direct-SQL, demonstrating the robustness
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Figure 7: Performance with respect to the number of demonstrations (K) on BIRD utilizing Llama-3.1-70B-Instruct.

Method (%) SQLite PostgreSQL SQL Server Oracle MySQL Avg.
Direct-SQLsqLit + Transpiler 59.32 52.80 51.43 52.80 5241 53.75
Direct-SQLposigresqL + Transpiler 57.17 51.04 55.61 57.17 57.95 55.79
Direct-SQLsqL server + Transpiler 57.63 56.39 58.02 55.87 59.06 57.39
Direct-SQLoracle + Transpiler 56.84 57.56 46.87 57.82 57.30 55.28
Direct-SQLwmysqL + Transpiler 57.04 54.89 56.39 54.43 57.69 56.09
" Direct-SQL " 775932 " 5104 7 58.02 ~ ~  57.82° 5769 | 56.78
Dialect-SQL 63.30 61.34 59.78 61.15 60.10 61.13

Table 4: Execution accuracy (EX) of gpt-40-2024-11-20 on BIRD. “Direct-SQLqyce + Transpiler” involves using
Direct-SQL to generate SQL queries in a source dialect, which are subsequently translated to the target dialect via a
transpiler. (Bold: the best. Underlined: the second best.)

and reliability of the proposed approach, and sug-
gesting that performance remains stable regardless
of the hyperparameter K.

Figure 7b depicts the average latency in seconds
for each sample relative to K. The results indi-
cate that as K increases, the latency for different
methods rises significantly. Without regeneration,
Direct-SQL consistently exhibits a shorter delay
than Dialect-SQL, primarily because Dialect-SQL
consumes more tokens. Specifically, Dialect-SQL
(w/o regeneration) consumes 57% more tokens per
sample on average. However, with the introduc-
tion of regeneration, starting from K = 8, Dialect-
SQL’s latency becomes shorter than that of Direct-
SQL. This suggests that Dialect-SQL is more likely
to terminate the generation process early, leading
to improved performance by finding the executable
code more quickly.

Comparison with Transpilation. We investi-
gate whether automatically transpiling SQL queries
from a familiar source dialect to an unfamiliar tar-
get dialect can effectively bridge the dialect gap
and improve adaptability. For each source dialect,
we use Direct-SQL to generate SQL queries, which
are then transpiled to all other target dialects using

SQLGIot.” As shown in Table 4, using a transpiler
can indeed provide some benefit. For instance,
when PostgreSQL is the target dialect, generating
SQL queries in Oracle and then transpiling them
to PostgreSQL results in a 57.56% EX. This is a
notable improvement over the 51.04% EX achieved
when Direct-SQL generates PostgreSQL natively.
This suggests that by leveraging its proficiency in
certain dialects, transpilation can help the LLM
overcome its weaknesses in others. However, the
results also reveal critical limitations of this ap-
proach. First, the average EX across all transpila-
tion pairs ranges from 53.75% to 57.39%, which is
only a marginal improvement over the direct gen-
eration baseline (56.78%). Second, the optimal
source dialect varies per target. For example, tran-
spiling from Oracle works well for PostgreSQL
(57.56% EX), but transpiling from SQL Server is
best for MySQL (59.06% EX). This lack of a single,
universally effective source dialect makes the tran-
spilation approach less practical for real-world de-
ployment, as it requires prior knowledge of which
source dialect works best for each target.

Error Analysis on Training Set. We examine
59 failure instances from the BIRD training set,

*https://sqlglot.com/sqlglot.html#transpile
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Figure 8: Error analysis on the training set of BIRD.

which contains 9,428 data samples. Notably, 87%
of the data can be successfully converted to ORM
code (Table 1), demonstrating the overall efficacy
of our method. For the 5% of cases that cannot be
successfully converted, we conduct a detailed error
analysis, summarized in Figure 8. This analysis
reveals that 34% of the errors stem from issues with
incorrect gold SQL and incorrect evidence, in-
dicating that some failures are due to inaccuracies
in the human annotated data. Additionally, 24% of
the errors are related to incorrect join conditions,
primarily occurring in multi-table joins. 17% of
the errors involve incorrect column/expression
in select, with some errors arising from complex
calculation expressions and others due to discrepan-
cies in column order compared to the annotations.
Refer to Appendix H.2 for detailed failure cases.

5 Related Work

LLM-based Text-to-SQL. The advent of LLMs
has transformed the NLP landscape (Brown et al.,
2020; Ouyang et al., 2022), prompting the adap-
tation of LLMs for Text-to-SQL tasks (Li et al.,
2024a). Research in this area can be categorized
into two primary lines of work. The first focuses on
prompting-based techniques (Kojima et al., 2022;
Wei et al., 2022), which aim to design sophisticated
pipelines (Gao et al., 2024; Shi et al., 2025) or fa-
cilitate autonomous task decomposition (Pourreza
and Rafiei, 2023; Wang et al., 2025). The second
line emphasizes enhancing smaller LLMs through
model training with extensive synthesized SQL-
specific data (Li et al., 2024b; Yang et al., 2024).
However, these approaches primarily target specific
database systems and often lack dialect adaptabil-
ity. Recent work (Pourreza et al., 2024) attempts to
address this gap by training specialized models for
specific SQL dialects, but still requires retraining
for new dialects, limiting adaptability.

Intermediate Languages. The use of interme-
diate languages is a consistent strategy in Text-
to-SQL for simplifying natural language transla-
tion into SQL (Dong and Lapata, 2018; Li et al.,
2023a). This approach breaks the problem into
two steps: converting the natural language to an
intermediate form, and then transforming that form
into a final SQL query. Previous work on inter-
mediate languages falls into two main categories.
The first uses SQL-derived languages, such as Nat-
SQL (Gan et al., 2021c; Pourreza and Rafiei, 2023)
and SemQL (Guo et al., 2019), which are simpli-
fied versions of SQL designed to ease the conver-
sion from natural language. The second category
employs programming language APIs, like Pandas-
like code (Qu et al., 2024, 2025), as a step-by-step
reasoning trajectory to mitigate hallucinations. Un-
like these methods, our approach introduces ORM
code primarily to address the dialect gap by decou-
pling query logic from specific SQL syntax.

6 Conclusions

In this paper, we address the challenges of translat-
ing natural language into SQL queries across vari-
ous database systems, highlighting the limitations
of existing research that often targets specific SQL
dialects. We introduce a novel approach, Dialect-
SQL, which utilizes ORM code as an intermediate
language to bridge the gap between different SQL
dialects. Dialect-SQL demonstrates impressive di-
alect adaptability, with only a 1.53% drop in EX on
PostgreSQL and 2.12% on SQL Server compared
to SQLite. These findings underscore the potential
of our proposed method to enhance the adaptability
of LLMs across different SQL dialects.

Limitations

This study has several limitations. First, the ef-
fectiveness of Dialect-SQL is validated only on
SQLite, PostgreSQL, SQL Server, and other re-
lational databases, indicating a need for further
adaptation to additional database systems to assess
its broader applicability. Second, our experiments
are conducted solely on a limited number of LLMs
due to cost considerations, which restricts our find-
ings to these models and leaves the exploration
of a wider range of LLMs with varying param-
eter sizes for future research. Finally, while we
utilize Python, there is potential to explore sev-
eral other high-resource languages as intermediate
languages for Text-to-SQL, which could further
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improve ORM code generation across diverse pro-
gramming environments.
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A Manual Examples

The demonstration pool is initialized with five man-
ual examples. These examples are selected based
on preliminary experiments that examine the types
of queries LLLMs struggle to generate correctly.

Question: What is the percentage of the
ratings were rated by user who was a
subcriber?

Evidence: user is a subscriber refers to
user_subscriber = 1; percentage of
ratings = DIVIDE(

SUM(user_subscriber = 1),
SUM(rating_score)) as percent;
Code:

stmt = select(
func.sum(case(
(
ratings.user_subscriber == 1,
1
)!
else_=0
)) * 100 / func.count()
)

Question: Which movie is more popular,
"The General” or "Il grido"?
Evidence: The General and Il grido are
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movie_title; more popular movie refers
to higher (movie_popularity);
Code:
stmt = select(
movies.movie_title
) .where(
(movies.movie_title
== 'The General')
| (movies.movie_title
== "Il grido"')
).order_by(
movies.movie_popularity.desc()
). limit(1)

Question: What is the average rating for
movie titled 'When Will I Be Loved'?
Evidence: average rating = DIVIDE((
SUM(rating_score where movie_title
= 'When Will I Be Loved')),
COUNT(rating_score));
Code:
stmt = select(
func.avg(ratings.rating_score)
).join(
movies, movies.movie_id
== ratings.movie_id
) .where(
movies.movie_title
== 'When Will I Be Loved'
)

Question: List ther users who gave the
worst rating for movie 'Love Will Tear
Us Apart'.

Evidence: worst rating refers to
rating_score = 1;

Code:

stmt = select(

ratings.user_id
).join(
movies, ratings.movie_id
== movies.movie_id
) .where(
movies.movie_title
== 'Love Will Tear Us Apart',
ratings.rating_score ==

)

Question: For the user who post the
list that contained the most number of
the movies, is he/she a paying
subscriber when creating that list?

Evidence: the list that contained the
most number of the movies refers to
MAX(list_movie_number);
user_has_payment_method = 1 means the
user was a paying subscriber when he
created the list ;
user_has_payment_method = @ means the
user was not a paying subscriber when
he created the list

Code:

stmt = select(

lists_users
.user_has_payment_method
).join(
lists, lists_users.list_id
== lists.list_id

) .where(

lists.list_movie_number

== select(func.max(
lists.list_movie_number
))
)

B Data Synthesis for Insufficient
Question-SQL Pairs

For domains with insufficient question-SQL pairs,
data synthesis methods (Li et al., 2025; Yang et al.,
2024; Li et al., 2024b) can be utilized to generate
domain-specific data. This synthesized data can
then be employed with our bootstrapping approach
to produce question-ORM code pairs.

C Rationale for Choosing Python and
SQLAIlchemy

We choose Python and SQLAIchemy for several
reasons. First, Python is a widely used high-
resource language, and SQLAIchemy is a well-
established ORM that has been extensively adopted
in the industry. This popularity means that LLMs
have effectively learned the nuances of Python and
SQLAIchemy during large-scale pre-training, mak-
ing them well-suited for accurate intermediate code
generation.

Although we consider the option of using C#
with EF Core, we encounter a significant limita-
tion: this framework does not support the output
of SQL query statements, which is essential for
compatibility with traditional Text-to-SQL tasks.
This mismatch hinders our ability to leverage EF
Core effectively for our objectives.

We remain open to incorporating other ORM
frameworks that can output SQL queries. Our ar-
chitecture is designed to be adaptable, allowing for
the integration of alternative languages and ORMs
in future iterations of our work.

D Experiment Settings

D.1 Models

LLM. We conduct experiments using both
open-source and closed-source LLMs.  The
open-source LLMs are Llama-3.1-70B-Instruct'’
and DeepSeek-R1-Distill-Qwen-32B.!!  For
Llama (Touvron et al., 2023b,a), only SQL queries
or ORM code snippets are generated. In contrast,
for the distilled DeepSeek-R1 (DeepSeek-Al,
2025), long Chain-of-Thoughts (CoTs) (Yeo
lOht’cps://huggingface.co/meta—llama/Llama-3.

1-70B-Instruct

11https://huggingface.co/deepseek—ai/
DeepSeek-R1-Distill-Qwen-32B
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et al., 2025) are generated prior to producing
the SQL queries or ORM code snippets. The
closed-source LLMs are gpt-40-2024-11-20 and
claude-3-7-sonnet-20250219.

Retriever. We utilize the state-of-the-art text em-
bedding model bge-large-en-v1.5 (Xiao et al.,
2023) for our embedding-based retriever.

D.2 Metrics

We follow the convention (Pourreza and Rafiei,
2023; Wang et al., 2024; Gao et al., 2024; Shi et al.,
2025) to report three metrics for Text-to-SQL: Exe-
cution Accuracy (EX), Exact Matching Accuracy
(EM), and Valid Efficiency Score (VES). EX is de-
fined as the accuracy of the results obtained by ex-
ecuting the generated SQL query compared to the
results from executing the gold SQL query on the
specified database. EM measures string matching
similarity by assessing whether the decomposed
SQL components of the generated query align with
those of the gold query. VES evaluates the execu-
tion efficiency of the generated query relative to
the gold query.

Specifically, for Spider, we report all three met-
rics: EX, EM, and VES (Yu et al., 2018; Li et al.,
2023b,c). In the case of BIRD, we focus on EX
and VES (Li et al., 2023c¢) for SQLite, while report-
ing only EX for PostgreSQL and other databases.
Note that there are no gold SQL queries for the de-
velopment set on PostgreSQL and other databases.
Therefore, we execute the gold SQL queries on
SQLite and compare the results with those ob-
tained from the generated SQL queries on the other
databases.

D.3 Implementation Details

We implement our code based on the Py-
Torch (Paszke et al., 2019) version of the Trans-
formers (Wolf et al., 2020) library.

Generation Configuration. Default sampling
parameters are employed in all experiments. For
example, the default temperature for Llama-3.1-
70B-Instruct is 0.6. The maximum number of
tokens generated for each SQL query or ORM
code snippet is limited to 256 for Llama-3.1-70B-
Instruct, while there is no such limitation for the
other LLMs.

Model Serving. Both Llama-3.1-70B-Instruct
and DeepSeek-R1-Distill-Qwen-32B are deployed

Write a {{Database}} SQL query to answer the question.

Database Schema: Schema Definitions
CREATE TABLE ~comments™ (

“Id° INTEGER,

“PostId® INTEGER,

“Score” INTEGER,

PRIMARY KEY ("Id*),
FOREIGN KEY (“PostId ) REFERENCES “posts™ (“Id')
)5

In-Context Demonstrations

Question: Among the universities...
SQL: SELECT COUNT(*)
FROM university AS T1
INNER JOIN country AS T2
ON T2.id = Tl.country_id
WHERE T2.country_name = 'Australia’
AND

Question: Among the users who...
SQL:

Question

Figure 9: Database-style prompt representation format
used in Direct-SQL.

across 8 GPUs using vLLM (Kwon et al., 2023) to
ensure optimal inference speed.

E Prompt for Direct-SQL

Direct-SQL employs a database-style prompt
to generate SQL queries tailored for specific
databases. This prompt, illustrated in Figure 9,
also consists of three parts: schema definitions,
in-context demonstrations, and the question.

Schema Definitions. This part outlines the
database schema &, detailing the definition of each
table s; along with its corresponding column col-
lection C; using CREATE TABLE statements. This
allows the LLM to understand the structure and
relationships within the database.

In-Context Demonstrations. This part provides
examples of relevant SQL syntax and structure.
These demonstrations typically consist of natural
language questions paired with their corresponding
SELECT statements.

Question. The natural language question g is pre-
sented in this part.
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Figure 11: Performance of gemini-2.5-flash on BIRD.

F Effects of Demonstration Dialect on
Direct-SQL

This section investigates how Direct-SQL is influ-
enced by the dialect of SQL queries in in-context
demonstrations, based on Llama-3.1-70B-Instruct
and validated on the BIRD dataset. Since the origi-
nal BIRD dataset is based on the SQLite database,
our first experimental setup involves prompting the
LLM to generate queries for a specific database
using in-context demonstrations that consist of
SQLite dialect queries (as these are readily avail-
able). In contrast, the experimental setup depicted
in Figure 5a prompts the LLM to generate queries
for a specific database, with in-context demonstra-
tions also using that database’s dialect. The ex-
perimental results, shown in Figure 10, indicate
that using in-context demonstrations aligned with
the database’s dialect significantly improves perfor-
mance.

G Additional Results

We also evaluate our framework using gemini-2.5-
flash to further demonstrate its robustness. As

Question: Calculate the ratio of votes in 2010 and 2011.

ORM Code:
stmt = select(
func.sum(case((
func.extract(
'year', votes.CreationDate
) == 2010, 1), else_=0)) /
func.sum(case((
func.extract(
'year', votes.CreationDate
) == 2011, 1), else_=0))
)
SQLite:
SELECT
sum(CASE WHEN (
CAST(STRFTIME('%Y', votes."CreationDate")
AS INTEGER) = 2010) THEN 1 ELSE © END) / (
sum(CASE WHEN (
CAST(STRFTIME('%Y', votes."CreationDate")
AS INTEGER) = 2011) THEN 1 ELSE © END) + 0.9)
AS anon_1
FROM votes
PostgresQL:
SELECT sum(CASE WHEN (

EXTRACT(year FROM votes."CreationDate") = 2010)
THEN 1 ELSE © END) / CAST(sum(CASE WHEN (
EXTRACT(year FROM votes."CreationDate") = 2011)

THEN 1 ELSE @ END) AS NUMERIC) AS anon_1
FROM votes
SQL Server:
SELECT sum(CASE WHEN (
DATEPART (year, votes.[CreationDate]) = 2010)
THEN 1 ELSE @ END) / CAST(sum(CASE WHEN (
DATEPART (year, votes.[CreationDate]) = 2011)
THEN 1 ELSE @ END) AS NUMERIC) AS anon_1
FROM votes

Figure 12: Case study on BIRD. Dialect-SQL uses the
same ORM code to generate SQL queries that leverage
different built-in functions for date handling across vari-
ous database dialects.

shown in Figure 11, gemini-2.5-flash exhibits per-
formance trends consistent with the results in Sec-
tion 4.3. Dialect-SQL with regeneration achieves
an average EX of 63.00%, outperforming the other
baselines by a significant margin. This underscores
the consistent effectiveness of our ORM-based ap-
proach, even with different LLMs.

H Case Study

H.1 Dialect Adaptability

Figure 12 illustrates how Dialect-SQL bridges the
dialect gap through ORM code. The challenge of
this query arises from the differing built-in func-
tions for handling dates across various databases,
highlighting the lack of portability in the SQL
query. However, Dialect-SQL can utilize the same
code to address this issue. To extract the year
from the CreationDate column of the votes ta-
ble, which is of type DATE, the extract function
is invoked. The subsequent code interpreter gen-
erates the corresponding query statements for dif-
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Question: Among the films starring PENELOPE GUINESS, how
many of them are in English?
Incorrect ORM Code:
stmt = select(
func.count(film.film_id)
).join(
film_actor,
film_actor.actor_id == film_actor.actor_id

).join(

film, film_actor.film_id == film.film_id
).join(

language,

film.language_id == language.language_id
) .where(

language.name == 'English’,

actor.first_name == 'PENELOPE’,

actor.last_name == 'GUINESS'

)
Incorrect SQL:
SELECT count(film.film_id) AS count_1
FROM film
JOIN film_actor
ON film_actor.actor_id = film_actor.actor_id
JOIN film
ON film_actor.film_id = film.film_id
JOIN language
ON film.language_id = language.language_id,
actor
WHERE language.name = 'English’
AND actor.first_name = 'PENELOPE'’
AND actor.last_name = 'GUINESS'
Gold SQL:
SELECT COUNT(T3.film_id)
FROM actor AS T1
INNER JOIN film_actor AS T2
ON Tl.actor_id = T2.actor_id
INNER JOIN film AS T3
ON T2.film_id = T3.film_id
INNER JOIN language AS T4
ON T3.language_id = T4.language_id
WHERE T4.name = 'English’
AND T1.first_name = 'PENELOPE’
AND T1.last_name = 'GUINESS'

Figure 13: Example of incorrect join condition.
This example illustrates a failure case where the
generated ORM code produces a self-join error
(film_actor.actor_id == film_actor.actor_id)
instead of correctly linking the film_actor table to the
actor table.

ferent databases, such as STRFTIME in SQLite and
DATEPART in SQL Server. Acting as a mapping and
parsing knowledge base, the code interpreter effec-
tively addresses the limitations of LLMs in dealing
with various dialects.

H.2 Failure Cases

This section provides a detailed analysis of two
major failure types identified in our error analysis
on the BIRD training set: incorrect join condition
and incorrect column/expression in select. These
examples are illustrated in Figure 13 and Figure 14,
and they show that the LLM still struggles with gen-
erating accurate queries. The first type of failure
is a mistake in a multi-table join, where the pri-
mary challenge is specifying the precise conditions

Question: Between the years 1990 and 2007, of the total rebounds
achieved by each player, how many managed to exceed 75% of
defensive rebounds?
Incorrect ORM Code:
stmt = select(
func.count(player_allstar.playerID)
) .where(
player_allstar.season_id >= 1990,
player_allstar.season_id <= 2007,
func.cast(
func.cast(
player_allstar.d_rebounds, REAL
) * 100 / player_allstar.rebounds, REAL
) > 75
)
Incorrect SQL:
SELECT
count(player_allstar."playerID") AS count_1
FROM player_allstar
WHERE player_allstar.season_id >= 1990
AND player_allstar.season_id <= 2007
AND CAST(
(CAST(
player_allstar.d_rebounds AS REAL
) * 100) / (player_allstar.rebounds + 0.0
) AS REAL) > 75

Gold SQL:

SELECT COUNT(DISTINCT playerID)

FROM player_allstar

WHERE CAST(d_rebounds AS REAL) * 100
/ rebounds > 75
AND season_id BETWEEN 1990 AND 2007

Figure 14: Example of incorrect column/expres-
sion in select. This example shows an er-
ror where the generated ORM code counts all
rows (func.count(player_allstar.playerID)) in-
stead of counting the unique players (COUNT (DISTINCT
playerID)).

that accurately link the tables. The second arises
when complex expressions in the where clause in-
crease the overall complexity, which causes the
LLM to make a subsequent error in the select
clause, such as failing to include distinct within
the func. count function.
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