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Abstract

Detecting hateful content is a challenging and
important problem. Automated tools, like
machine-learning models, can help, but they
require continuous training to adapt to the ever-
changing landscape of social media. In this
work, we evaluate eight open-source LLMs’
capability to detect antisemitic content, specifi-
cally leveraging in-context definition as a pol-
icy guideline. We explore various prompt-
ing techniques and design a new CoT-like
prompt, Guided-CoT. Guided-CoT handles the
in-context policy well, increasing performance
across all evaluated models, regardless of de-
coding configuration, model sizes, or reason-
ing capability. Notably, Llama 3.1 70B out-
performs fine-tuned GPT-3.5. Additionally,
we examine LLM errors and introduce met-
rics to quantify semantic divergence in model-
generated rationales, revealing notable differ-
ences and paradoxical behaviors among LLMs.
Our experiments highlight the differences ob-
served across LLMs’ utility, explainability, and
reliability. !

1 Introduction

Warning: The content in paper may be distress-
ing or offensive for some readers.

To combat hate speech (e.g., antisemitism), so-
cial media platforms moderate content according to
a set of policies, but these moderation policies are
complex, nuanced, and dependent on local laws and
societal norms (Common, 2020). This complexity
makes developing and deploying automated sys-
tems, like various machine-learning models, chal-
lenging beyond technical efforts, and practical im-
plementation involves interdisciplinary stakehold-
ers. For example, the International Holocaust Re-
membrance Alliance IHRA) provides a starting
point for identifying antisemitism and that has been

!Code and resources available at: https://github.com/
idramalab/quantify-11lm-explanations
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Figure 1: Evaluation of open-source LLMs using an in-
context policy-oriented guideline for the classification
task of detecting antisemitism.

adopted by many governments and institutions, in-
cluding the U.S. Department of State (IHRA, 2024;
IHRA-USA, 2024; IHRA-MEMBERS, 2024). Ul-
timately, moderation policies are a socio-technical
specification.

Recent advances in large language models
(LLMs) offer promising directions for moderat-
ing (e.g., detecting) harmful content online (Roy
et al., 2023; Piot and Parapar, 2024; AlKhamissi
et al., 2022; Thapa et al., 2025; Yin et al., 2025).
Becker et al. (2024) fine-tuned a proprietary GPT-
3.5 model for antisemitism detection using a non-
publicly available annotated dataset of about 22K
samples. However, fine-tuning has its challenges:
it requires an annotated dataset, which is time-
consuming, lacks a universal harm taxonomy, and
lacks the scalability to keep up with the changing
social media landscape (Chen et al., 2024a; Palla
et al., 2025).

Researchers have investigated alternatives to
fine-tuning, like in-context prompting with reason-
ing approaches, e.g., Chain-of-Thought (CoT) and
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its adaptive variants, which aim to enhance rea-
soning by including multiple perspectives or ab-
stract reasoning guides (Just et al., 2025; Liao et al.,
2025). However, LLMs’ utility in sensitive tasks re-
et al., 2025; Zhang et al., 2025), raising concerns
about fully utilizing LL.Ms for nuanced tasks like
detecting antisemitism. To explore this avenue fur-
ther, we evaluate eight open-source LLMs to detect
antisemitism via in-context learning without fine-
tuning, e.g., explicit policy-oriented guideline (the
IHRA definition with contemporary examples) in
the prompt.

We explore multiple prompting techniques, in-
cluding Zero-Shot, CoT, and a newly designed
Guided-CoT, followed by an ablation study to iden-
tify more or less important in-context thoughts for
our task. Additionally, we examine how the mod-
els perform when policy is provided in the prompt,
across different decoding strategies and prompt-
ing techniques. Furthermore, we investigate the
quantitative differences in LLM-generated explana-
tions between content classified as antisemitic and
non-antisemitic. Through quantitative analysis, we
identify paradoxical behaviors in some models that
may help facilitate strategic interpretability audits
to assess their robustness and reliability. At last,
we conduct a qualitative analysis to identify cases
where all LLMs misclassify antisemitism. Below,
we summarize our main findings and contribu-
tions across eight models we study:

* We present the first systematic evaluation of
LLMs for antisemitism detection, demonstrat-
ing differences in utility (refusal rates, ambi-
guity, and repetitive generation) and perfor-
mance traceable to model selection (§ A).

* Across nearly all models, our engineered
Guided-CoT consistently outperforms Zero-
Shot and Zero-Shot-CoT, regardless of decod-
ing strategy, model size, or reasoning capabil-
ity (§ 4). Using Self-consistency, Guided-CoT
improves positive-class F1-scores by at least
0.03 up to 0.13 compared to Zero-Shot-CoT
and reduces refusal rates to nearly 0%, thus
enhancing model utility.

 Providing additional context (in our case, the
IHRA definition with contemporary examples
as policy instead of a short definition) does
not necessarily improve model performance
under Zero-Shot or Zero-Shot-CoT prompts,
with some models experiencing even a de-
crease in performance (§ 4.5). In such cases

where there is a need to provide a policy in

the prompt, Guided-CoT can help.
* We introduce metrics to quantify model expla-
nations and find that Zero-Shot prompts result
in homogeneous responses across models, yet
individual models distinguish between anti-
semitic and non-antisemitic cases significantly
(§ 5). In contrast, CoT-based prompts, espe-
cially Guided-CoT, highlight differences in ex-
planations across all models, while these dif-
ferences between positive and negative classes
are not significant for most models.
Qualitative analysis reveals that LLMs strug-
gle to understand contextual cues in writing
patterns (§ 6). LLMs label posts as antisemitic
solely because they contain stereotypical or
offensive terms; additionally, LLMs misla-
bel quoted text and news-style reports, as
well as neutral or critical opinions. Interest-
ingly, LLMs flag typos (e.g., ‘kikes’ intended
as ‘likes’) and proper nouns (e.g., ‘Kiké’) that
resemble slurs as antisemitic.

2 Background & Related Work

2.1 Defining Antisemitism

Previous work on antisemitism (and other forms of
hate speech) has used a variety of definitions, which
comes with a degree of subjectivity, with many be-
ing ad-hoc and directly developed by researchers
or used only within academia. This paper uses the
definition of antisemitism created by the IHRA:
“Antisemitism is a certain perception of Jews, which
may be expressed as hatred toward Jews. Rhetori-
cal and physical manifestations of antisemitism are
directed toward Jewish or non-Jewish individuals
and/or their property, toward Jewish community
institutions and religious facilities.” Along with
the definition, the IHRA also includes several con-
temporary examples of antisemitism (see Fig. 14).
Although the IHRA’s definition has been contro-
versial, it has been widely adopted, including by
the U.S. Department of State (IHRA-USA, 2024),
numerous universities integrating it into discrim-
ination policies (Moses, 2025; Smith, 2025), and
legislative bills at the state level (Hanshaw, 2025)
referencing it to address antisemitism.

Potential issues with the definition. We ac-
knowledge that concerns about free speech have
been raised regarding the IHRA’s definition, primar-
ily due to its explanatory note and contemporary
examples, especially “Denying the Jewish people
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their right to self-determination, e.g., by claiming
that the existence of a State of Israel is a racist en-
deavor.” At the same time, prior to the examples,
the explanatory note says that “manifestations [of
antisemitism] might include the targeting of the
state of Israel, conceived as a Jewish collectivity”
but also that “criticism of Israel similar to that lev-
eled against any other country cannot be regarded
as antisemitic.” Some may see these statements as
contradictory or argue that claiming Israel’s exis-
tence is a racist endeavor is not antisemitic. While
we briefly discussed potential issues, understanding
how LLMs can be used to understand this definition
is critical due to their real-world applications.

2.2 Related Work

Numerous datasets have been published to fa-
cilitate hate speech detection research (Mathew
et al., 2021; Lin et al., 2023; Hartvigsen et al.,
2022; Nghiem and Daumé III, 2024), and re-
searchers have studied it extensively across many
social media platforms (Jahan et al., 2024; Casula
and Tonelli, 2024; Tahmasbi et al., 2021; Zannet-
tou et al., 2020; Antypas and Camacho-Collados,
2023). However, training and deploying adaptable
classifiers to the evolving social media landscape
remains challenging.

Although LLMs’ capabilities in detecting harm-
ful content have been studied (Kumarage et al.,
2024; Guo et al., 2023; Kikkisetti et al., 2024; Nir-
mal et al., 2024), effective moderation requires
an understanding of socio-cultural context (Ku-
mar et al., 2024b), nuanced definitions and poli-
cies (Huang, 2025; Goldberg et al., 2024) related to
hate speech. Hate-speech moderation faces fairness
and bias-related issues: early work shows demo-
graphic bias in classifiers (Sap et al., 2019), and
LLM-based systems yield inconsistent judgments
across models (Fasching and Lelkes, 2025). LLMs
can be oversensitive and poorly calibrated for im-
plicit hate (Zhang et al., 2024), and remain vul-
nerable to adversarial prompting that elicits toxic
outputs despite guardrails (Dutta et al., 2024). Al-
dreabi and Blackburn (2023) showed that changes
in the definition lead to variations in toxicity scores.
In LLM-related benchmarking study, Balachan-
dran et al. (2024) examined model discrepancies
in toxicity detection, reporting that almost all mod-
els they evaluated show an accuracy gap of 10%
for detecting toxicity targeting Jewish individuals.
Despite the wide adoption of IHRA’s definition by
institutions globally, to our knowledge, this study

explores the first-ever LLMs’ capabilities in de-
tecting antisemitism using IHRA’s definition as a
policy.

Researchers have improved LLLM performance
on downstream tasks through CoTs (Wei et al.,
2022; Kojima et al., 2022; Vishwamitra et al.,
2024), Self-consistency (Wang et al., 2022; Wan
et al., 2024), emotion prompts (Li et al., 2023), and
echo prompts (Mekala et al., 2023). Kolla et al.
(2024); Goyal et al. (2025) and Zheng et al. (2024)
used Reddit and Facebook community guidelines,
respectively, highlighting the strengths and limi-
tations of LLMs in applying comprehensive pol-
icy definitions. Furthermore, Balachandran et al.
(2024) observed that while some models achieve
high accuracy in toxicity detection, they also ex-
hibit high refusal rates, limiting their practical util-
ity.

Explainability remains a central aspect in utiliz-
ing LLLMs. Yang et al. (2023) shows that step-
by-step LLM rationales can improve implicit hate
detection; however, Di Bonaventura et al. (2024)
finds that LLM-generated explanations often lack
usefulness and trustworthiness, warranting caution.
Shaikh et al. (2022) shows that Zero-Shot-CoT can
increase the production of harmful or undesirable
output in socially sensitive tasks, but can also de-
crease it with improved instructions. To explore
this further, our study introduces Guided-CoT, a
CoT-like prompting designed to enhance the un-
derstanding of in-context policy, performance, and
utility of sensitive classification tasks. Addition-
ally, we propose quantitative metrics for analyzing
LLM-generated rationales for better interpretability
and reliability for content moderation.

3 Experimental Setup

LLMs?. We evaluate eight open-source LLMs
from five families, including reasoning and non-
reasoning: Gemma-3 12B, Gemma3 27B, Mistral-
2410 8B, Mistral-2501 24B, Llama-3.1 8B, Llama-
3.1 70B, QwQ 32B, and DeepSeek-R1-Distill-
Llama 70B (see Table 2). We use quantized ver-
sions for larger models (i.e., Llama-3.1 70B and
DeepSeek-R1-Distill-Llama 70B).

2NB: Not all models responded to classification; some
refused to classify, while others provided labels other than Yes
or No. We exclude the posts with invalid responses to ensure
direct comparison between models for individual analysis.
For simplicity, we refer to models by name and size (e.g.,
Gemma 12B), DeepSeek-R1-Distill-Llama as DS-R1-Llama,
Zero-Shot as ZS, and use ‘_q to denote quantized versions.
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Figure 2: (a) Percentage of invalid responses per model by prompting technique. (b) Greedy decoding. (c) Self-
consistency. (d) Guided-CoT ablation. Red indicates performance drop when excluding a thought from Guided-CoT;
green indicates improvement. Metrics: Fl-score from positive class.

Prompting Techniques. Tam et al. (2024) finds
that model performance significantly declines when
restricted to generating content under formatting
constraints. Therefore, we design our prompts that
allow models to generate free-form text to start the
response, followed by a summary and a classifica-
tion label at the end of its response. Overall, we
explore Zero-Shot and CoT (Schulhoff et al., 2024)
prompting techniques and propose a new prompt
design, Guided-CoT.

ZS-(AS): We create a ZS-(AS) to evaluate the
model’s foundational knowledge in detecting an-
tisemitic content and compare it to more sophisti-
cated prompting techniques, treating this as a base-
line (see Fig. 15).

Zero-Shot (IHRA): We instruct models to clas-
sify a social media post by designing two Zero-Shot
variants:

1) ZS-(X: Model classifies a post as “Yes” (anti-
semitic) or “No” (not antisemitic) according to the
IHRA’s definition without any additional context,
like contemporary examples (see Fig. 16).

2) ZS-ﬁ : Building on the ZS-a, this includes
IHRA’s definition with contemporary examples
(767 tokens) in the system prompt, with the same
user prompt as ZS-« (see Fig. 17).

ZS-CoT: This prompting technique uses the
phrase “Let’s think step by step,” encouraging the
model to reason through the classification process.

Guided-CoT (Ours): We design this CoT-like
prompt to mimic human annotators’ thought pro-
cesses (e.g., develop a codebook to guide the anno-

tation process (Halterman and Keith, 2024; Ling
et al., 2022)) in labeling posts for antisemitism. We
guide the model through the steps (see Fig. 19): 1)
Break down the post to understand the author’s writ-
ten pattern, 2) Identify hidden tones like sarcasm,
criticism, coded language, ambiguous phrasing,
quoted statements, news, and reporting, 3) Check
if the author is calling out to promote Antisemitism
or spreading awareness, 4) Evaluate whether the
post aligns with the IHRA’s definition and contem-
porary examples, 5) Based on the above steps, ana-
lyze whether the author’s stance toward the Jewish
community is favorable.

Dataset & Metrics. We use an existing
dataset (Jikeli et al., 2023a, 2024b) labeled by hu-
man annotators based on the IHRA definition. This
dataset consists social media posts collected from
Twitter (now known as X) covering diverse con-
versations about Jews, Israel, and antisemitism be-
tween January 2019 and April 2023. It contains
11,315 social media posts (i.e., tweets), of which
9,362 are non-antisemitic, and 1,953 (17%) are
antisemitic. As the dataset highly unbalanced, we
select F1, precision, and recall for the positive class
to measure the model performance.

4 Evaluations

4.1 Differences in Generated Responses

We first examine differences in LLMs’ responses
based on greedy decoding (temperature set to zero),
focusing on cases where models refuse or fail to
provide valid responses. Based on our prompt de-
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sign, response contain three things: free-form text,
a summary, and a classification label.

We categorize model responses into three groups:
1) Valid responses include a summary and an ex-
plicit antisemitic label (Yes or No), 2) Indetermi-
nate responses include a summary and a decision
label, but the label is neither Yes nor No. E.g., “Po-
tentially,” “Ambiguous,” or “Cannot be determined
without context,” and 3) Failure responses either
exceed the maximum token length (set to 2048) or
the model explicitly refuses to respond, indicated
failure-exceed and failure-refusal, respectively.

Four models, Gemma 12B (15.34% posts),
Gemma 27B (3.55%), Llama 8B (3.92%), and
QwQ 32B (5%), frequently generate invalid re-
sponses (either type of Indeterminate or Failure);
percentages are calculated across all five prompting
variants (see Fig. 2 (a)). Prompting style substan-
tially affects these behaviors: Guided-CoT reduces
Llama 8B’s refusal rate to only 0.07% compared to
Zero-Shot and ZS-CoT, while QwQ 32B exceeds
the 2048-token limit primarily when the IHRA def-
inition with contemporary examples is added. In
Apx. C, we discuss differences across other axes.

4.2 Deterministic Evaluation

Some models generate invalid responses, so we
exclude those posts and responses from the analysis.
We evaluate models with greedy decoding for valid
responses (see Fig. 2 (b)), a subset of 8,555 posts
(7,031 non-antisemitic and 1,524 antisemitic).

We examine changes in model’s performance
from ZS-(AS) to ZS-«, from ZS-« to ZS-/3, and
so on. ZS-(AS) baseline reflects model’s inherent
understanding of antisemitism, as we do not pro-
vide an explicit definition. Under ZS-(AS), Llama
70B_q performs best, while Gemma models per-
form worst (high recall with low precision), indi-
cating a bias in labeling content as antisemitic (see
Fig. 9). Adding the IHRA definition (ZS-«) yields
mixed performance, most models either slightly
decrease or remain unchanged, except QwQ 32B’s
performance increases (40.03). The IHRA defini-
tion, including contemporary examples (ZS-/3), im-
proves performance for most models, except Llama
8B and Mistral 24B. To investigate this behavior,
we prompt all models to define antisemitism and
find that only Llama 8B, Mistral 24B, and DS-
R1-Llama 70B_q do not reference the IHRA def-
inition, potentially resulting in less exposure dur-
ing training (details in Apx. B.1). ZS-CoT yields
mixed performance, except Llama 70B_q (—0.02).

Guided-CoT improves performance across all mod-
els. Overall, most models gain performance from
more straightforward to sophisticated prompts.
NB: We exclude Gemma models for low per-
formance and potential bias in labeling, and also
exclude the ZS-(AS) baseline from further analysis.

4.3 Non-deterministic Evaluation

Previous studies indicate that prompt de-
sign (Sclar et al.,, 2023; Atreja et al., 2024),
non-determinism (Song et al., 2024), and hyperpa-
rameters (Renze and Guven, 2024) can affect LLM
performance. While we engineered our prompts
by experimenting, we can leverage the Self-
consistency method (Wang et al., 2022), which has
shown robustness to imperfect prompts and can
help us compare a model’s true performance over
a complete dataset.

We run 30 inferences on all 11,315 data points
(temperature 0.6, top_p 0.9), determining final clas-
sification decisions by majority voting. Llama
70B_q achieves the highest overall F1-score (0.66),
with an increase of 0.09 compared to ZS-5 and ZS-
CoT (see Figs. 2 (c) & 10). Interestingly, the mid-
sized Mistral 24B performs similar to the reasoning
model QwQ 32B (F'1 = 0.58). Guided-CoT im-
proves performance across all models compared to
ZS-CoT, with a substantial 0.13 increase for Llama
8B. Our results confirm that Guided-CoT paired
with self-consistency consistently yields higher per-
formance, regardless of model size or reasoning
capability.

Comparison to Existing Work. Our work uses
Version 3 (Jikeli et al., 2024a) of Jikeli et al.
(2023a)’s dataset. Becker et al. (2024) used Ver-
sion 1 (Jikeli et al., 2023b) of the same dataset,
comprising 6,941 posts, to evaluate their fine-tuned
GPT-3.5 model trained to detect antisemitism. We
compare our best-performing model on Version 1 to
the evaluation results from Becker et al. (2024)’s
study (see Table 4). Using Guided-CoT, Llama
70B_q achieves an F1 Score of 0.72 with greedy
decoding and 0.73 with self-consistency, outper-
forming fine-tuned GPT-3.5 (F1=0.70). NB: We do
not have access to Becker et al. (2024)’s training
dataset or the fine-tuned GPT-3.5; we rely on the
metrics reported in their study for comparison.

4.4 Guided-CoT Ablation

We now conduct an ablation study for Guided-CoT
to identify which thoughts contribute the most to
models’ performance, excluding one thought at a
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time (out of 5 thoughts). For example, prompt “A1”
excludes thought A1 while retaining thoughts A2,
A3, A4, and AS (more details in Apx. E). For ab-
lation analysis, we have a subset of 10,442 posts
(8,594 non-antisemitic and 1,848 antisemitic), ex-
cluding the posts with invalid responses in one or
more ablation conditions. To measure performance,
we calculate the difference (delta) over Fl-score,
e.g. Al = {A2, A3, A4, A5} Vs. Guided-CoT =
{A1l, A2, A3, A4, AS5}. For instance, Mistral 8B
scores 0.44 with prompt A1 and 0.49 with Guided-
CoT, showing about 0.05 decrease in performance
when Al is excluded (see Fig. 2 (d)).

For all models, important thoughts to improv-
ing performance are: 1) explicitly mention check-
ing for sarcasm and criticism (A2), 2) explicitly
instruct to check whether a post promotes anti-
semitism or spreads awareness (A3), and 3) a
thought that encourages the model to reflect on
analyzing whether the author’s overall stance is
favorable toward the Jewish community (AS5).

Conversely, breaking posts into chunks (Al)
does not improve performance, except for Mistral
8B, which benefits substantially from it (0.05 in-
crease in F1). Surprisingly, instructing explicit
alignment with the IHRA definition (A4) may have
improved performance for most models if excluded
from Guided-CoT.

4.5 Impact of Additional Context across
Decoding and Prompting

We previously discussed performance changes re-
sulting in the progression from simpler to more
sophisticated prompts. Now, we focus on how
models handle additional context; the key research
question is: How does performance change when
using just the IHRA definition versus adding a
policy (i.e., the IHRA definition with contempo-
rary examples) across different configurations?

Setup: We compare three configurations:
1) Greedy, 2) Sampling-based, and 3) Self-
consistency. We use the same hyperparameters
for Greedy decoding and Self-consistency as de-
scribed earlier. For the sampling setup, we run the
dataset 5 times (temperature of 0.6 and top_p of
0.9) and average the results. For this analysis, we
include 8,624 of the 11,315 data points (7,086 non-
antisemitic and 1,538 antisemitic), excluding the
posts with invalid responses.

We use ZS-« as the base and pair it with other
prompting to observe performance differences (A),
calculated by subtracting the F1 score from ZS-«

[ AFlcreedy | AFLsampiing | AF1sc]

Zero-Shot-a
AF1- = AF:

— {
[ Zero-Shot-p ] [ Zero-Shot-CoT ]

Guided-CoT ]

Figure 3: Comparing a transition from ZS-o to other
prompting across different decoding strategies.
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Figure 4: A —A indicates a decrease in performance,
and a +A denotes an increase when transitioning from
ZS-a to the selected prompting.

to a selected prompting (see Fig. 3). For example,
the ZS-a to ZS-3 pair looks at the performance
change when we add additional context (the IHRA
definition with contemporary examples).

The performance differences across prompting
techniques remain consistent regardless of the de-
coding strategy (see Fig. 4). For instance, transi-
tioning from ZS-« to ZS- 3 decreases Llama 8B and
Mistral 24B performance across all three configura-
tions. Similarly, ZS-« to ZS-CoT does not improve
performance for three models: Llama 8B, Mistral
24B, and Llama 70B_q. ZS-a to Guided-CoT con-
sistently improves performance for all models and
configurations. Overall, all models gains the per-
formance with Guided-CoT, except for Mistral 8B
with greedy decoding, where the improvement is
not as good as ZS-CoT.

5 Quantifying Models’ Explanations

We examine the differences in the model-generated
responses; the key research questions are: To what
extent do LLMs generate distinct explanations
Jrom other models? How do these explanations
differ when they label a post as antisemitic versus
non-antisemitic? Understanding these differences
is important for model selection, as their ability
to explain can help us identify biases or assess
reliability.
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Figure 5: Projection of each model’s Semantic Distance
Vector (SDV) into 2D space using PCA. X and Y axes
represent the first two principal components.

Setup: This analysis includes 9,725 posts
with valid responses from eight models under
three prompting strategies (ZS-3, ZS-CoT, Guided-
CoT) using greedy decoding. @ We generate
embeddings of LLM-generated responses using
11m2vec (BehnamGhader et al., 2024) and reduce
them to 15 dimensions via UMAP (Mclnnes et al.,
2018). NB: We exclude intermediate “thinking”
tokens for reasoning models to embed responses.

5.1 Cross-Model Difference Analysis

The differences examined through this analysis
highlight the organic variations in generated re-
sponses, capturing rationale, a classification deci-
sion, and possible ubiquitous templating patterns,
especially when using Guided-CoT. We recognize
that simply embedding a complete response as it is
may not accurately reflect contextual differences,
as responses may follow a designed format and
may include elements from the original social me-
dia posts. However, this approach provides a useful
first view on how models diverge.

a4 =D(e]), el), (1)
SDVy = [median(d*™)] ., (2)

1
SCMDa = 73z > fa 3)

For each model pair (e.g., Llama 8B and Mis-
tral 8B), we compute the normalized cosine dis-
tance (0O: highly similar to 1: substantially dif-
ferent) between their embedded responses. At
this step, we have a distribution d4", shown in
Eq. 1, where A is the set of the other seven
models (n € N), p € {responses by model A},
q € {responses by model n}, and D, is a cosine
distance (see Fig. 11, Fig. 12, Fig. 13). Now, we
represent each model by a 7-dimensional vector,
which we call Semantic Distance Vector (SDV),
SDV4, indicating model A’s semantic median-
distance to every other model. Finally, we calculate

the average median distance, which we call Seman-
tic Cross-Model Divergence (SCMD), capturing
the model’s overall divergence across other models
(see Eq. 3).

Now, we examine differences along two axes:

1) Rank. We use SCM D to rank models. A
high value indicates a distinctive explanatory pat-
tern that diverges from the norm, while a low value
reflects alignment with other models’ responses.
For instance, SCMD of Mistral 8B is 0.12 (See
Table 5). CoT-like prompting has a higher SCMD
for any given model than Zero-Shot. However, no
consistent ranking pattern emerges between mod-
els. Llama 70B_q consistently demonstrates the
lowest SCMD, indicating its explanations closely
align with other models.

2) Cluster. Using Principal component analy-
sis (PCA), we project each model’s 7-dimensional
vector, SDV (Eq. 2), into 2D space, assuming that
models that share explanatory patterns may appear
closer regardless of the differences in predictions
(see Fig. 5). Under ZS-, models’ responses appear
relatively closer, except for both reasoning models
and Gemma 12B. ZS-CoT further separates both
reasoning models and Gemma 12B from the rest.
Guided-CoT further amplifies divergence for all
models except Llama 70B_q, and Mistral 24B ap-
pears closer.

Overall, Zero-Shot prompts yield homogeneous
responses and Guided-CoT surfaces latent stylistic
differences. Semantic divergence offers insights
beyond accuracy, informing model selection where
explanatory power is important for nuanced tasks
like hate-speech detection.

5.2 Intra-Model Difference Analysis

We now investigate intra-model differences, specif-
ically how a single model’s responses differ when
labeling posts as antisemitic versus non-antisemitic.
This analysis isolates differences within models
rather than between them.

Differences: For each model, we compute a pair-
wise cosine distances (normalized [0,1]) from 15-
dimensional embeddings, producing an N x N dis-
tance matrix (/N = 9,725), reordered by predicted
label, grouping “antisemitic” and “non-antisemitic”
responses. If a model’s explanations are seman-
tically similar, the heatmap shows cooler colors;
if diverse, it shows warmer colors. We visualize
three groups (G) for discussion: 1) G+ +: LLM-
generated responses of all posts classified as anti-
semitic, 2) G~ : Responses of all posts classified
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Ho: DT =D~

Ho: Dt <=D~ Hy.: DY >D~

Ho: DT >=D~ H,: DY <D~

Model 78-8 | ZS-CoT | G-CoT 7S8-B | Z8-CoT | G-CoT 7S8-3 | ZS-CoT | G-CoT
Mistral 8B 0.117%** 0.117%%** 0.00 0.12%** 0.00 - 0.55%** 0.56*** -
Mistral 24B 0.03* 0.01 0.03* 0.06* - 0.06™* 0.86*** - 0.86***
Gemma 12B 0.43%** 0.447%** 0.127%** 0.36%** 0.36™** 0.10%** 0.51%** 0.51%** 0.00
Gemma 27B 0.05%** 0.07** 0.00 0.06** 0.01 0.19%** 0.19%** -

Llama 8B 0.06™** 0.11%** 0.00 0.11%** 0.11%** 0.07** 0.07***

Llama 70B_q 0.02 0.04 0.01 - - -

QwQ 32B 0.04** 0.04 0.00 0.06* - - 0.95%** - -
DS-R1-Llama 70B_q 0.07*** 0.09*** 0.07*** 0.26%** 0.00 0.26%** 0.95%** 0.95%** 0.01

Table 1: A difference is considered significant only if indicated by an asterisk. The numbers are KS statistics.
P — value <0.001, 0.01, and 0.05 are marked with *** ** and * respectively.
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Figure 6: Heatmap of model’s responses grouped by
antisemitic prediction (bottom-left) vs. non-antisemitic
(top-right).

as non-antisemitic, and 3) G : Responses of all
posts classified as antisemitic compared to classi-
fied as non-antisemitic.

Under ZS-3, we observe clear distinctions in
G, especially in reasoning models. In contrast,
G** and G~ appear visually similar, except for
the Mistral family. For the Mistral family, explana-
tions differ visually between antisemitic and non-
antisemitic classifications but remain consistent
within each group. Under ZS-CoT, the separation
in G~ weakens for the Llama models and Mistral
24B, and explanations in G*+ and G~ become
highly similar, with Gt showing higher similarity

than G~ .

With Guided-CoT, we observe interesting pat-
terns: 1) The Mistral and Llama families show
uniform behavior within groups. We interpret this
positively, as Guided-CoT encourages adhering to
the policy-oriented IHRA guideline, regardless of
the classification accuracy. 2) For the Gemma fam-
ily, exhibiting distinct, tile-like patterns for G~
and G, with G being more similar than G~ .
We hypothesize that the Gemma models may dif-
ferentiate responses based on different topics in
input content, but further qualitative assessment is
needed. 3) Reasoning models display clear separa-
tion across all groups in their heatmaps.

Significance: We conduct a significance test
to determine if the differences observed through
heatmap are statistically significant (more details in
Apx. F). Because the G™F and G~ groups differ
in size, we randomly sample (k=1,500) responses
per group without replacement. Next, we calculate
the cosine distance between every pair of responses
within each group. From these distances, we form
two distributions: D1 and D~ . For instance, the
D represents the average distances between re-
sponses labeled as positive.

Under the Zero-Shot setting, all models except
Llama 70B_q show significant differences, indi-
cating that G differ from those for G~~. With
ZS-CoT, the differences are significant for only
four models, and with Guided-CoT for only three.
Guided-CoT neutralizes response differences in
models like Mistral 8B, Gemma 27B, and Llama
8B, compared to ZS-CoT, operating as a stylistic
regularizer. This behavior is meaningful as it may
reduce hallucinations and biases, allowing models
to focus on the task at hand. Interestingly, Llama
70B_q shows no significant differences between
explanations for G*+ and G~ across prompting.

Additionally, we use a one-sided KS-test to com-
pare D and D™, checking if semantic distances
for G are significantly larger or smaller than
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G~~. NB: We perform this test only where D+
and D™ are significantly different. Under ZS-3, all
models reject one-sided KS-test, indicating that D
is not larger or smaller than D~. This paradoxical
behavior suggests bimodal or skewed distributions
(crossing CDFs) in semantic differences, furthering
the need for qualitative analysis to reveal potential
biases or failure cases. Under ZS-CoT, this cross-
ing behavior is observed only for Gemma 12B and
Llama 8B, and under Guided-CoT, only for Mistral
24B. These three models require focused scrutiny,
as their antisemitic responses cannot simply be cat-
egorized as uniformly more or less cohesive; rather,
they exhibit distinct subgroupings, extremely cohe-
sive for some responses and highly divergent for
others.

6 Misclassification Analysis

In this section, we qualitatively analyze the misclas-
sified posts by sampling 260 posts (out of 8,555,
for which we report performance in § 4.2) that have
the same predictions from all eight models but do
not match the ground truth. Two authors catego-
rize these posts manually into: 1) Quotes/News-
Reporting (Q/NR), 2) Tone/Language/Stereotypes,
3) Opinion, 4) Religious, 5) Sarcasm, and 6) Con-
textual Mismatch. After both annotators indepen-
dently completed the annotations (inter-rater agree-
ment of Cohen’s Kappa 0.75 - considered high),
we resolved the disagreements to finalize the cat-
egories. As a result, we find the category-wise
distribution as: Tone/Language/Stereotype (28%);
Q/NR (25%); Opinion (21%); Contextual Mis-
match (8%); Sarcasm (6%); and Religious (6%).
We detail the codebook in the Apx. G.

We observe that 28% of misclassified posts
fall under Tone/Language/Stereotype, followed
by 25% under Q/NR. For example, the post
“Weapons made in Israel are used for genocide,
for ethnic cleansing L: https://t.co/NkCuaP3nkW
C: https://t.co/2uyaexvQzw” criticizes actions of
Israel; all models flag it as positive, yet it is not an-
tisemitic because it does not invoke an antisemitic
trope according to IHRA’s definition. Under Q/NR,
the post “Palestinian journalist Laila Ouda has
been fired by France 24 for supporting her people’s
cause and exposing Israel’s crimes and violations
of international law. https://t.co/wsXvjK2asZ” il-
lustrates a false negative. Most false positives fall
under Tone/Language/Stereotype, whereas most
false negatives fall under Q/NR.

We also observe that user opinions contribute
about 21% of errors. For instance, “@ CathyHig-
ginsWY @VP @POTUS Whoaaaaaaaaaa. This
makes me question my whole belief system. Next
you’'re gonna tell me that Soros doesn’t control
all Jews and that rural folk aren’t subsidized by
the devil worshipping city fags who eat curry and
smoke jazz cigarettes” is a false positive. We iden-
tify a contextual mismatch type in 8% of posts.
Typos where users write ‘kikes’ instead of ‘likes’
lead models to misclassify content as antisemitic
(e.g., “RT @Purbita9: #AdiZaMountThisAward
Aditi Rathore is daring she directly kikes adiza
VMS”). Proper nouns containing ‘Kike’ are also
misinterpreted as a slur ‘kikes’ (e.g., “So sad I
missed kikes booblehead night because of work
but at least I got to see him walk off”, a reference
to the Dodgers bobblehead night for player Kiké
Hernandez).

Overall, models frequently struggle to assign
a correct label when posts include offensive lan-
guage, tone, or stereotypes, as well as quoted state-
ments or opinions, posing a critical challenge to
using these models in an automated fashion for
social media content moderation. Our findings
complement the previous study (Roy et al., 2023).
Although experimenting with additional context is
outside the scope of this work, prior studies (Kumar
et al., 2024a) find that adding additional context
improves the model performance.

7 Conclusion

We conduct a comprehensive evaluation across
eight LLMs, focusing on their classification per-
formance and generated explanations for detecting
antisemitism. We introduce an engineered CoT-
like prompting, Guided-CoT, comparing its influ-
ence on model performance, generated explana-
tions, and how effectively it handles in-context
guidelines. Additionally, our quantitative approach
to assessing LLM-generated responses reveals para-
doxical behavior in some models. Through exten-
sive experiments across various decoding strategies,
prompting techniques, and the explanations they
generate, we highlight key behaviors that may limit
their utility and reliability, as well as their strengths
and shortcomings, in a nuanced task like detecting
antisemitism. Future research can use these find-
ings to audit models qualitatively, enhancing our
understanding of the limitations associated with
misclassification and potential biases.
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8 Limitations

Dataset. The human-annotated dataset used in
our study to design and evaluate the guided-CoT
prompting technique has two primary limitations:
First, it only encompasses the mainstream platform
Twitter and tweets only in English, limiting the
evaluation of our prompt design in a multilingual
setting. A more comprehensive evaluation may in-
clude platforms like Reddit (Chen et al., 2024b), as
well as alternatives, like Scored (Patel et al., 2024)
and Lemmygrad (Balci et al., 2025b), where Israel-
and Jewish-related topics frequently appear. Ad-
ditionally, multimodal contexts, specifically video-
centric platforms like YouTube and Rumble (Balci
et al., 2025a, 2024), have also revealed discussions
on this domain, providing researchers with an op-
portunity to investigate how models interpret mod-
eration policies. Second, the absolute performance
of studied models may vary slightly, as annota-
tors of the Twitter dataset were allowed to look at
additional context during labeling, e.g., attached
images, hyperlinks, replies, likes, and comments.
Upon qualitatively examining false negatives, we
find cases where the models’ explanations explic-
itly request more context, instances where the au-
thors of this study also agree that additional context
would be necessary, contradicting the ground truth,
which is labeled antisemitic.

Evaluation. We evaluate our prompting strate-
gies across three decoding strategies: 1) Greedy,
2) Sampling, and 3) Self-consistency. However,
we limit the hyperparameters for sampling and
self-consistency to a single set, recognizing that
alternative hyperparameter configurations could re-
sult in slight variations in the presented numbers.
Nonetheless, we run extensive self-consistency
evaluations across all data points for six mod-
els, with each instance evaluated 30 times. Since
Self-consistency can reduce the measurement error-
rate as we increase the inferences and are robust
to prompt formats, our empirical findings about
the comparison of models are robust as per Self-
consistency.

We use UMAP for dimensionality reduction to
reduce LLM-generated responses, specifically re-
ducing the embeddings to 15 dimensions. Selecting
an appropriate dimensionality is challenging, as dif-
ferent models may benefit optimally from different
dimensions. We conduct a systematic grid search
of UMAP hyperparameters to avoid arbitrary selec-
tion, selecting dimensionality based on maximizing

the trustworthiness metric (van der Maaten, 2009;
Pedregosa et al., 2011). Moreover, we also back up
our observations of LLM-generated responses with
a significance test.

Guided-CoT. Our proposed Guided-CoT
prompting shows benefits across evaluated models;
however, the scope of our contribution is limited to
eight models, two baseline prompting techniques
(Zero-Shot and Zero-Shot-CoT), and one policy
guideline (the IHRA definition). Additionally,
we only evaluate Guided-CoT on a single dataset
collected from Twitter. We acknowledge that the
generalizability aspect of Guided-CoT is limited
and under-explored for diverse datasets, multiple
social media platforms, multilingual contexts, and
different moderation policies.

Thoughts we include in the Guided-CoT are en-
gineered for our task and might not generalize
to other downstream tasks. Our work primarily
explores whether LLMs can effectively leverage
in-context instructions for antisemitism detection.
Nonetheless, researchers can directly utilize the
methodology and insights from this study for their
work.

Guided-CoT using Llama 70B outperforms fine-
tuned GPT-3.5, evaluated on about 6.9K data points.
Again, we rely on the numbers reported in Becker
et al. (2024)’s study and do not have access to
more details on when and how the model was
trained. Although the comparison lacks specific de-
tails, we aimed to measure a carefully engineered
prompting technique versus a fine-tuned propri-
etary model, not to claim the superiority of our
prompting, which could be generalizable for any
task.

Analyses on Subset of Dataset. One of the
challenges in evaluating and understanding the use
of LLMs for detecting antisemitism is the safety-
aligned release from developers. During our initial
experiments, we find that some models generate
invalid responses that we cannot assess for our anal-
ysis. Therefore, we slice the dataset into subsets
for particular analyses to address this. However,
we treat each analysis independently to maximize
the number of usable data points, and this may not
be an ideal comparison. Conversely, if we had used
the same subset across the entire study, we would
have been limited to approximately 62% of the
data. We recognize this limitation and, as a result,
do not compare results across different analysis se-
tups. For example, to answer the question, “How
do models perform under deterministic decoding?”’
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we hold subset-X constant across all eight models
and report the findings accordingly.

9 Ethical considerations

This study examines antisemitism detection us-
ing the International Holocaust Remembrance Al-
liance’s (IHRA) working definition (IHRA, 2024).
We emphasize that the authors did not develop this
definition, but it is widely recognized and actively
adopted by numerous governments and interna-
tional bodies IHRA-MEMBERS, 2024). For in-
stance, the United States uses the IHRA’s definition,
highlighting its substantial real-world impact be-
yond academic contexts (IHRA-USA, 2024). Our
utilization of the IHRA definition does not reflect
our judgment regarding its validity. Instead, it high-
lights its practical significance and applicability in
moderation policies implemented by platforms and
governing bodies worldwide.

Our analyses are conducted with datasets anno-
tated according to the IHRA definition by prior
researchers (Jikeli et al., 2023a, 2024b). Any po-
tential biases inherent to these datasets or annota-
tions are comparable to those in other hate speech
and toxicity datasets widely used in the literature.
We stress that our work does not involve subjec-
tive judgments by the authors regarding specific
political or religious contexts beyond the explicit
content of the IHRA definition and accompanying
examples.

We affirm that our primary goal is to advance
research on hate speech detection to facilitate more
effective moderation systems. We recognize the im-
portance of cautious interpretation and application
of our research findings in real-world scenarios,
particularly given automated content moderation
systems’ complexities and potential societal im-
pact.
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Take-aways

In this section, through our experiments, we con-
solidate all the differences observed as takeaways.

A1 Utility

35382

* Different models exhibit distinct patterns of
invalid responses.

* Gemma-family models generate the highest
number of ambiguous classifications rather
than providing explicit Yes/No labels.

* Llama 8B exhibits the highest refusal rate
among all evaluated models. This behavior
is potentially due to differences in their post-
alignment training process.

* QwQ 32B often gets stuck in repetitive gener-
ation under greedy decoding.

* Guided CoT reduces Llama 8B’s refusal rate
to nearly Zero percent and lowers ambiguous
responses from Gemma-family models.

* For all the models, important thoughts to im-
proving antisemitism detection performance
include: 1) explicitly mention checking for
sarcasm and criticism, 2) explicitly instruct to
check whether a post promotes antisemitism



A2

Model Size Release Time Multilingual Reasoning Quantized Developer
Mistral 2410 8B Oct, 2024 Yes No No Mistral Al
Mistral 2501 24B Jan, 2025 Yes No No Mistral Al
Gemma 3 12B Mar, 2025 Yes No No Google
Gemma 3 27B Mar, 2025 Yes No No Google
Llama 3.1 8B Jul, 2024 Yes No No Meta
Llama 3.1 70B Jul, 2024 Yes No Yes Meta
DS-R1-Llama 70B Jan, 2025 Yes Yes Yes DeepSeek
QwQ 32B Mar, 2025 Yes Yes No Qwen

Table 2: Models being evaluated in this study with their attributes.

or spreads awareness, and 3) including a guid-
ing step that encourages the model to reflect
on analyzing whether the author’s overall
stance is favorable toward the Jewish com-
munity.

Performance

Llama 70B_q achieves the highest overall
performance using greedy decoding, while
Gemma-family models consistently perform
the worst across all prompting techniques eval-
uated.

¢ When used with Guided-CoT, the mid-sized

A3

model Mistral 24B demonstrates performance
comparable to reasoning models QwQ 32B
and DeepSeek-R1-Llama 70B_q.

Guided-CoT, with greedy decoding, substan-
tially improves antisemitism detection perfor-
mance across all models compared to Zero-
Shot and Zero-Shot-CoT, except Mistral 8B,
which shows only marginal improvement.

Reliability

Zero-Shot prompting results in homogeneous
responses, and under Zero-Shot-CoT, notable
divergence is seen in reasoning-oriented mod-
els. Guided-CoT further amplifies latent dif-
ferences, particularly within smaller models
and reasoning models; however, Llama 70B_q
and Mistral 24B are seen very close to each
other.

Under the Zero-Shot setting, all models ex-
cept Llama 70B_q exhibit significant se-
mantic distance from all the posts classi-
fied as antisemitic toward those classified
non-antisemitic. The absence of this differ-
ence in Llama 70B_q, consistent across Zero-
Shot-CoT and Guided-CoT prompts, indicates
strong adaptability in following task-specific
policies for antisemitism classification.

* Intra-model analyses reveal significant differ-

A4
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ences in response distributions for antisemitic
versus non-antisemitic classifications under
Zero-Shot. Three models exhibit bimodal
or crossing distributions (e.g., Gemma 12B,
Llama 8B, Mistral 24B), indicating subsets of
posts with complex behaviors for interpretabil-
ity, requiring deeper qualitative review. Strate-
gic interpretability audits guided by these sta-
tistical insights are essential for uncovering
subtle biases and ensuring robust moderation
practices.

Prompting Techniques

Transitioning from Zero-Shot-« to Zero-Shot-
B (i.e., IHRA definition with contemporary
examples) or to Zero-Shot-CoT (adding rea-
soning instructions along with full IHRA defi-
nition) decreases performance for certain mod-
els (e.g., Llama 8B, Mistral 24B, and Llama
70B_q), indicating that simply providing more
context or prompting model to reason does not
ensure improvements.

Guided-CoT consistently yields the highest
F1 gains regardless of the decoding strategy
chosen, except Mistral 8B with a greedy de-
code. Our ablation study suggests a potential
reason for this: removing one thought may
have improved Mistral 8B’s performance by
0.04 on F1.

Prompting techniques substantially influence
how closely each model’s explanations align,
on average, with those of other models. How-
ever, no consistent pattern emerges across
different prompting methods. Llama 70B_q
consistently generates the most cohesive re-
sponses close to other models, regardless of
the prompting technique.
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Figure 7: CDF of total number of generated tokens for all posts across eight models and all prompting variants. NB:
X-axis is log-transformed (i.e., 10¥). Among non-reasoning models, Gemma-family models generate the longest
responses. QwQ 32B generates the longest responses out of the reasoning models. Guided-CoT generates longer

responses than other prompting techniques studied.

B Models

This study evaluates various state-of-the-art large
language models for their capability to detect anti-
semitism. We select eight models of different sizes
and from different families:

* Mistral 2410 3 (8B) and Mistral 2501 # (24B)
from Mistral Al

« Gemma 3 > (12B and 27B) from Google,
* Llama 3.1 © (8B and 70B) from Meta,

« DS-R1-Llama ’ (70B) from DeepSeek, a mul-
tilingual distilled model (based on Llama 3.3
70B) explicitly incorporating reasoning abili-
ties,

« QwQ ® (32B) from Qwen, another multilin-
gual reasoning-capable model.

Note that we utilize quantized versions for both
70B variants, Llama 3.1 70B Instruct quantized °

*Mistral 8B: https://mistral.ai/news/ministraux

“Mistral 24B: https://mistral.ai/news/
mistral-small-3

SGemma 12B & 27B: https://arxiv.org/abs/2503.
19786

®Llama 8B & 70B: https://arxiv.org/abs/2407.
21783

"DS-R1-Llama 70B: https://arxiv.org/abs/2501.
12948

'QwQ
qwq-32b/

9https://huggingface.co/RedHatAI/Meta—Llama—3.
1-70B-Instruct-quantized.w4a16

32B: https://qwenlm.github.io/blog/

and DS-R1-Llama '°, improving efficiency and en-
abling evaluation of all models on a single GPU due
to resource-constrained settings. All the models we
evaluate in this study are intruct (chat) models. Ta-
ble 2 summarizes the attributes of the models we
evaluate in this study.

B.1 Model’s understanding of Antisemitism

We prompt each model with the question, “What is
the definition of antisemitism?” to assess their
understanding and examine alignment with the
widely-used IHRA definition in this study. Most
models explicitly reference the IHRA definition in
their responses, except for Llama 8B, Mistral 24B,
and DeepSeek-R1.

C Differences in Generated Responses

C.1 Length

Fig. 7 illustrates the cumulative distribution func-
tions (CDF) for generated tokens across prompt-
ing techniques. Using greedy decoding for 11,311
posts, we generate approximately 143 million to-
kens across eight models and five prompting vari-
ants. Table 3 provides mean response lengths (out-
put tokens) generated by different models across
these techniques.

The change from Zero-Shot prompts to more so-
phisticated prompts (i.e., Guided-CoT) generally
increases response length, especially among non-
reasoning models. Notably, the Gemma family
consistently generates longer responses than other

10https://huggingface.co/RedHatAI/
DeepSeek-R1-Distill-Llama-8B-quantized.w4a16
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Model ZS-(AS) Z7ZS-a Z7ZS-3 ZS-CoT Guided-CoT
Mistral 8B 49 57 64 65 513
Mistral 24B 48 47 48 228 489
Gemma 12B 136 257 156 301 650
Gemma 27B 238 350 263 335 600
Llama 8B 56 51 54 196 483
Llama 70B_q 89 107 134 251 372
QwQ 32B 628 573 694 734 1,048
DS-R1-Llama 70B_q 416 405 464 474 523

Table 3: Average number of generated tokens per prompt for a single social media post. Reasoning models produce

more tokens due to built-in thinking capability before generating responses.

Refusal Response (Llama 8B with ZS-/3)

I cannot create content that could be used
to promote or glorify antisemitism. Is
there anything else I can help you with?

Figure 8

non-reasoning models for the same prompting vari-
ants. Additionally, Mistral 8B fails to generate a
reasoning chain in the ZS-CoT setting despite in-
cluding the explicit instruction “Let’s think step by
step,” and we found that forcing the model to rea-
son required presenting this phrase independently
without any additional text surrounding this phrase.
Guided-CoT consistently generates the longest re-
sponses across all models studied. On average,
Guided-CoT generates approximately twice the
number of tokens compared to ZS-CoT. Reason-
ing models generate longer responses across all
prompting strategies due to inclusion of thinking
tokens. Specifically, QwQ 32B generates very long
responses, highlighting a substantial generation of
thinking tokens before providing an answer. QwQ
32B generates about 1.5 times more tokens with
Guided-CoT than ZS-CoT, whereas DeepSeek-R1-
Llama 70B_q shows only a marginal increase.

C.2 Generation

We categorize model responses into three groups,
as discussed in § 4.1. Further examination reveals
distinct response patterns across models, indicat-
ing varying behaviors likely arising from their spe-
cific training or post-alignment methods. Gemma-
family models primarily generate responses cate-
gorized as “indeterminate,” offering uncertain or
context-dependent classifications. Interestingly,

Gemma-family models show reduced invalid re-
sponses with CoT-like prompting, Zero-Shot-CoT,
and Guided-CoT. We hypothesize that CoT-style
prompts may compel these models to recognize
ambiguity, leading them to provide cautious or non-
committal responses when the context is insuffi-
cient. In contrast, Llama 8B often explicitly refuses
to generate responses, interpreting the given task as
generating antisemitic posts rather than classifying
them (see Fig. 8). QwQ 32B frequently exceeds the
2048-token response limit due to getting stuck in
repetitive token generation under greedy decoding
and this means we don’t get an answer.

D Deterministic & Non-deterministic
Evaluation

We compare prompting techniques for determin-
istic and non-deterministic evaluations for preci-
sion and recall in Fig. 9 and Fig. 10. Note that
Self-consistency metrics are calculated over a com-
plete dataset (11,315 posts). By running multiple
inferences for a single social media post using non-
deterministic hyper parameters, we get at least one
valid response for a given post.

E Guided-CoT Ablation Setup

The ablation experiments are defined as follows:

* Al: Ablation 1 excludes breaking the social
media post into chunks.

* A2 excludes guiding the model to check for
sarcasm, criticism, quoted statements, news,
coded language, and ambiguous phrasing in
the author’s post.

* A3 excludes identifying whether the author
is calling to promote antisemitism or using
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Figure 9: Setup: Greedy decoding, 8,555 posts (7,031 non-antisemitic, 1,524 antisemitic). Metrics: F1-score,
precision, and recall (antisemitic class). Guided-CoT consistently outperforms other prompts across all models. NB:
We exclude invalid responses from the analysis.

Llama 3.1 70B-q Llama 3.1 70B-q fine-tuned GPT-3.5

#samples 6,940 6,941 6,941
hyperparams Greedy Self-consistency -
not-AS 0.95/091/093 0.95/0.92/0.93 0.95/0.89/0.92
AS 0.67/0.78/0.72 0.68/0.78/0.73 0.62/0.80/0.70
Overall 0.81/0.85/0.83 0.82/0.85/0.83 0.79/0.85/0.81

Table 4: Comparing our best-performing prompting technique (i.e., Guided-CoT) with Greedy/self-consistency
decoding to fine-tuned GPT-3.5 (Becker et al., 2024). The numbers represent precision, recall, and F1 (i.e., P/R/F1).

Guided-CoT with greedy or SC decoding outperforms the fine-tuned GPT-3.5 model.

their narrative to spread awareness about anti-
semitism.

* A4 excludes the reminder to the model that
classification must align with the IHRA defi-
nition and contemporary examples.

* AS excludes a guide to use the overall analy-
sis for judging the author’s stance toward the
Jewish community.

We exclude one thought at a time (out of 5
thoughts), for example, prompt “Al1” excludes
thought A1 while retaining thoughts A2, A3, A4,
and AS.

3

F Kolmogorov—Smirnov (KS)
Significance Tests Setup

We conduct a significance test to determine if the
variations observed between Dt and D~ distribu-
tions are statistically significant.

Dt = {dgk) : i € {posts classified antisemitic},

k = 1500}
D™ = {dl(k) : 1 € {posts classified non-AS},
k = 1500}
k 1
dz( ) = E | Z Dc(ei,ej)
JEN(4)

Let Ff(z) = P(DT < z) and F~ ()
5386
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Figure 10: (a, b & ¢) Setup: Self-consistency decoding, 11,311 posts (7,031 non-antisemitic, 1,524 antisemitic),
30 runs per post (temperature=0.6, top_p=0.9), final prediction by majority vote. Metric: F1-score, precision,
recall (antisemitic class). Guided-CoT consistently outperforms other prompting methods. Red indicates decreased
performance; green indicates improvement. ZS-3 decreases performance for Mistral 24B and Llama 8B; ZS-CoT
marginally decreases performance for Mistral 24B only.

P(D~ < z) denote the ECDFs of the fixed-k co-
hesion scores for posts classified as antisemitic and
non-antisemitic, respectively. We perform three
variants of the two-sample KS hypothesis tests:

Two-sided test:

Hy: FT(z)=F (z)
H,: F'(x)# F (x)

for all x

for some .

Intuition: Do the two ECDFs differ anywhere? A
significant result means the shapes are not identical,
there is at least one range of cohesion scores where
the two groups diverge.

One-sided (greater) test:

Hy: F'(z)<F (z) forallz
H,: F'(x)>F (x) forsome .
Intuition: Is the antisemitic curve shifted left (to-
ward lower scores)? Rejecting Hy implies anti-
semitic explanations are, on average, more cohe-
sive (semantically closer, meaning distance is less)
than non-antisemitic ones.

One-sided (less) test:

Hy: Ft(z)>F (x) forallz
< F~

H,: F*(x) (x) for some z.

Intuition: Is the antisemitic curve shifted right (to-
ward higher scores)? Rejecting Hj indicates anti-
semitic explanations are, on average, less cohesive
(at distant) than their non-antisemitic counterparts.

Note: If the two-sided test is significant but only
one one-sided test is significant, the difference is
monotonic: antisemitic responses are either con-
sistently closer or consistently distant. If both one-
sided tests are significant, the ECDFs must cross.
Antisemitic responses are closer in one part of the
distribution but distant in another, indicating a com-
plex and a non-monotonic (bimodal or skewed)
pattern that merits qualitative inspection.

G Annotation Codebook

Each annotator was given only a Twitter post and
options to choose one of the appropriate categories
for each post. The annotations were conducted
using the online version of Google Docs. The code-
book for annotating posts in the misclassification
analysis:

» Tone/Language/Stereotypes: Posts that tar-
get the Jews individually or as a group using
a tone, offensive language, or stereotypes.

* Quotes/Reporting (Q/NR): Posts that quote
knowledge of information of someone else
(not OP’s opinion) or report another source
(e.g., news articles, link to other source) with
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ZS-8

ZS-CoT

Guided-CoT

Llama 70B_q (0.11)
Mistral 8B (0.11)

Mistral 24B (0.12)

Llama 8B (0.13)

Gemma 27B (0.15)

QwQ 32B (0.15)

Gemma 12B (0.16)
DS-R1-Llama 70B_q (0.20)

Llama 70B_q (0.13)

Llama 8B (0.14)

Mistral 8B (0.14)

Gemma 27B (0.15)

Mistral 24B (0.15)
DS-R1-Llama 70B_q (0.18)
QwQ 32B (0.19)

Gemma 12B (0.29)

Llama 70B_q (0.17)
Mistral 24B (0.18)

QwQ 32B (0.22)

Gemma 12B (0.23)
DS-R1-Llama 70B_q (0.27)
Gemma 27B (0.31)

Llama 8B (0.37)

Mistral 8B (0.38)

Table 5: Average median distance per model to all other models, sorted by lowest to highest.

clear attribution (quotation marks, named
speaker/source, cited outlet).

Opinion: Posts that express personal views or
sentiments rather than purely objective facts.

Religious: Posts that discuss religious beliefs.

Sarcasm: Posts that use ironic or nonliteral
language to convey the opposite of what is
literally written by the OP.

Contextual Mismatch: Posts with typos or
off-topic (i.e., not antisemitism related enti-
ties) context.

Other: Posts that do not fit any of the above
categories.
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Figure 11: Distribution (Eq. 1) of normalized cosine distance between the responses generated by models. The
upper left half shows average differences between model pairs, and the bottom half displays histograms with KDE
curves. NB: Reasoning models’ responses are embeded without thinking tokens. Prompting: ZS-3.
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Figure 12: Distribution (Eq. 1) of normalized cosine distance between the responses generated by models. The
upper left half shows average differences between model pairs, and the bottom half displays histograms with KDE
curves. NB: Reasoning models’ responses are embeded without thinking tokens. Prompting: ZS-CoT.
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Figure 13: Distribution (Eq. 1) of normalized cosine distance between the responses generated by models. The
upper left half shows average differences between model pairs, and the bottom half displays histograms with KDE
curves. NB: Reasoning models’ responses are embeded without thinking tokens. Prompting: Guided-CoT.
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Llama 70B_q

Twitter Post: @CathyHigginsWY @VP @POTUS Whoaaaaaaaaaa. This makes me question my whole
belief system. Next you’re gonna tell me that Soros doesn’t control all Jews and that rural folk aren’t
subsidized by the devil worshipping city fags who eat curry and smoke jazz cigarettes

Ground Truth: Non Antisemitic

Zero-Shot-5:

This Twitter post contains several elements that align with the IHRA definition of antisemitism.
Specifically, it mentions George Soros, a Jewish billionaire often targeted by antisemitic conspiracy
theories, and implies that he controls “all Jews.” This is a classic example of a mendacious and
stereotypical allegation about Jews as a collective, which is listed as an example of antisemitism in the
THRA definition.

Additionally, the post employs sinister stereotypes and negative character traits, such as implying that
Jews are part of a group that is “devil worshipping” and engaging in other derogatory behaviors. This
kind of language is also consistent with the IHRA definition of antisemitism.

Summary: The post contains antisemitic language and conspiracy theories.
Antisemitic: Yes

Zero-Shot-CoT:

To classify the Twitter post, let’s analyze it step by step according to the IHRA definition of
antisemitism.

1. The post mentions “Soros,” likely referring to George Soros, a Jewish billionaire often targeted by
antisemitic conspiracy theories.

2. The phrase “Soros doesn’t control all Jews” implies that Soros has control over some or many Jews,
which is a classic antisemitic trope about Jewish people being controlled by a single individual or group.
3. This statement is an example of making “mendacious, dehumanizing, demonizing, or stereotypical
allegations about Jews as such or the power of Jews as collective” (IHRA definition).

Based on the analysis, the post contains antisemitic content.

Summary: The Twitter post contains antisemitic content by perpetuating a conspiracy theory
about Jewish people being controlled by George Soros.
Antisemitic: Yes

Guided-CoT:
Let’s break down the Twitter post step by step:

1. The post is broken into several chunks:

- The initial expression of surprise and questioning of the author’s belief system.

- The mention of Soros, implying a connection to Jews.

- The statement about rural folk being subsidized by "devil-worshipping city fags who eat curry and
smoke jazz cigarettes,” which appears to be a derogatory and unrelated remark.

2. The post appears to be a mix of sarcasm and coded language. The author seems to be us-
ing irony and hyperbole to express their surprise and skepticism. However, the mention of Soros and the
connection to Jews is a common antisemitic trope.

3. The post does not appear to be calling out to promote antisemitism or using statements to
spread awareness about antisemitism. Instead, it seems to be using coded language to perpetuate
antisemitic stereotypes.

4. The post potentially aligns with the IHRA definition of antisemitism, specifically the exam-
ple of "Making mendacious, dehumanizing, demonizing, or stereotypical allegations about Jews as such
or the power of Jews as collective — such as, especially but not exclusively, the myth about a world
Jewish conspiracy or of Jews controlling the media, economy, government or other societal institutions."
The mention of Soros controlling Jews is a common antisemitic conspiracy theory.

5. Based on the analysis, the post’s stance is not favorable to the Jewish community, as it per-
petuates antisemitic stereotypes and conspiracy theories.

Summary: The post contains antisemitic language and perpetuates conspiracy theories about
Jews.
Antisemitic: Yes

Table 6: [False Positive (Tone/Language/Stereotypes), Guided-CoT] Sample response across prompting techniques
for Llama 70B_g.
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Llama 70B_q

Twitter Post: RT @Purbita9: #AdiZaMountThisAward Aditi Rathore is daring she directly kikes adiza
VMS

Ground Truth: Non Antisemitic

Zero-Shot-:

The Twitter post contains the term ‘“kikes,” which is a derogatory and offensive term used to
refer to Jews. This term is a classic example of antisemitic language and is often used to express hatred
or contempt towards Jews.

Summary: The Twitter post contains antisemitic language.
Antisemitic: Yes

Zero-Shot-CoT:
To classify the Twitter post, let’s break it down step by step:

1. The post contains the word “kikes,” which is a derogatory and offensive term used to refer
to Jews.

2. The IHRA definition states that antisemitism can be expressed in speech, writing, visual forms, and
action, and employs sinister stereotypes and negative character traits.

3. The use of the term “kikes” is a classic example of antisemitic language, as it is a pejorative term that
has been used to demean and dehumanize Jews throughout history.

Based on the IHRA definition, the Twitter post can be classified as antisemitic.
Summary: The Twitter post contains antisemitic language and employs a derogatory term to

refer to Jews.
Antisemitic: Yes

Guided-CoT:
Let’s analyze the Twitter post step by step:

1. Breaking the post into chunks:

- The post starts with “RT @Purbita9”, indicating that it’s a retweet of someone else’s content.

- The hashtag “#AdiZaMountThisAward” seems to be related to a specific topic or event, possibly an
award or a competition.

- The text “Aditi Rathore is daring she directly kikes adiza VMS” is the main content of the post.

2. Identifying the type of post:
- The post appears to be a statement or an opinion, rather than sarcasm, criticism, news, or reporting.
- The language used is informal and seems to be from a personal perspective.

3. Checking the intent:

- The post does not seem to be calling out to promote antisemitism or using statements to spread
awareness about antisemitism.

- However, the use of the word “kikes” is a derogatory term for Jews, which raises concerns.

4. Assessing alignment with [HRA definition:

- The post does not directly target the Jewish community, Israel, or Jewish institutions.

- However, the use of the word “kikes” is a classic antisemitic trope, which is listed as an example of
antisemitism in the IHRA definition.

5. Deciding on the stance:
- The post’s use of a derogatory term for Jews suggests that the author’s stance is not favorable to the
Jewish community.

Summary: The post contains a derogatory term for Jews, which raises concerns about anti-
semitism.
Antisemitic: Yes

Table 7: [False Positive (Contextual Mismatch), Guided-CoT] Sample response across prompting techniques for
Llama 70B_q.
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IHRA Definition with contemporary examples

“Antisemitism is a certain perception of Jews, which may be expressed as hatred toward Jews. Rhetorical and physical
manifestations of antisemitism are directed toward Jewish or non-Jewish individuals and/or their property, toward

Jewish community institutions and religious facilities.”

To guide IHRA in its work, the following examples may serve as illustrations: Manifestations might include
the targeting of the state of Israel, conceived as a Jewish collectivity. However, criticism of Israel similar to that leveled
against any other country cannot be regarded as antisemitic. Antisemitism frequently charges Jews with conspiring to
harm humanity, and it is often used to blame Jews for “why things go wrong.” It is expressed in speech, writing, visual

forms and action, and employs sinister stereotypes and negative character traits.

Contemporary examples of antisemitism in public life, the media, schools, the workplace, and in the reli-
gious sphere could, taking into account the overall context, include, but are not limited to:

* Calling for, aiding, or justifying the killing or harming of Jews in the name of a radical ideology or an
extremist view of religion.

* Making mendacious, dehumanizing, demonizing, or stereotypical allegations about Jews as such or the power of Jews
as collective — such as, especially but not exclusively, the myth about a world Jewish conspiracy or of Jews controlling
the media, economy, government or other societal institutions.

* Accusing Jews as a people of being responsible for real or imagined wrongdoing committed by a single Jewish person
or group, or even for acts committed by non-Jews.

* Denying the fact, scope, mechanisms (e.g. gas chambers) or intentionality of the genocide of the Jewish people at the
hands of National Socialist Germany and its supporters and accomplices during World War II (the Holocaust).

* Accusing the Jews as a people, or Israel as a state, of inventing or exaggerating the Holocaust.

* Accusing Jewish citizens of being more loyal to Israel, or to the alleged priorities of Jews worldwide, than to the
interests of their own nations.

* Denying the Jewish people their right to self-determination, e.g., by claiming that the existence of a State of Israel is a
racist endeavor.

* Applying double standards by requiring of it a behavior not expected or demanded of any other democratic nation.

* Using the symbols and images associated with classic antisemitism (e.g., claims of Jews killing Jesus or blood libel) to
characterize Israel or Israelis.

* Drawing comparisons of contemporary Israeli policy to that of the Nazis.

* Holding Jews collectively responsible for actions of the state of Israel.

Antisemitic acts are criminal when they are so defined by law (for example, denial of the Holocaust or dis-
tribution of antisemitic materials in some countries). Criminal acts are antisemitic when the targets of attacks, whether
they are people or property — such as buildings, schools, places of worship and cemeteries — are selected because they
are, or are perceived to be, Jewish or linked to Jews. Antisemitic discrimination is the denial to Jews of opportunities or

services available to others and is illegal in many countries.

Figure 14: IHRA’s working definition with contemporary examples IHRA (2024).
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ZS-(AS) Prompt
Role: User

-

Classify the following Twitter post as antisemitic:

{{post}}

## At the very end of your response, add following:
- First line must give a summary of your classified decision “Summary:”
- Second line must give “Antisemitic:” (YesINo)

Figure 15: ZS-(AS) Prompt. The post is replaced with the actual social media post.

Zero-Shot-a Prompt

Role: System

IHRA Definition: “Antisemitism is a certain perception of Jews, which may be expressed as hatred toward Jews.
Rhetorical and physical manifestations of antisemitism are directed toward Jewish or non-Jewish individuals

and/or their property, toward Jewish community institutions and religious facilities.”

Role: User

Classify the following Twitter post as antisemitic based on IHRA’s definitions:

{{post}}

## At the very end of your response, add following:
- First line must give a summary of your classified decision “Summary:”

- Second line must give “Antisemitic:” (YesINo)

Figure 16: Zero-Shot-a Prompt. In this prompting, we only provide IHRA definition and do not provide contempo-
rary examples.
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Zero-Shot- Prompt

Role: System

{{IHRA Definition with contemporary examples}}

Role: User

Classify the following Twitter post as antisemitic based on IHRA’s definitions:

{{post}}

## At the very end of your response, add following:
- First line must give a summary of your classified decision “Summary:”

- Second line must give “Antisemitic:” (YesINo)

Figure 17: Zero-Shot-/3 Prompt. In this prompting, we provide a complete IHRA definition with contemporary
examples and surrounding text on the IHRA’s website (see Fig. 14, THRA (2024)).

Zero-Shot-CoT Prompt

Role: System

{{IHRA Definition with contemporary examples} }

Role: User

Classify the following Twitter post as antisemitic based on IHRA’s definitions:

{{post}}

## Let’s think step by step. And at the very end of your response, add following:
- First line must give a summary of your classified decision “Summary:”

- Second line must give “Antisemitic:” (YesINo)

Figure 18: Zero-Shot-/3 Prompt. In this prompting, we provide a complete IHRA definition with contemporary

examples and surrounding text on the IHRA’s website
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Guided-CoT Prompt

Role: System

{{IHRA Definition with contemporary examples} }

Role: User

Classify the following Twitter post as antisemitic based on IHRA’s definitions:

{{post}}

## Let’s analyze and think step by step:

1. Break the post into chunks and explain what is being conveyed

2. Identify whether OP’s post is sarcasm, criticism, quoted statements, news, coded language, ambiguous
phrasing, or reporting etc.?

3. Check if OP is calling out to promote antisemitism or using statements/narrative to spread awareness about
antisemitism

4. Assess whether the post potentially aligns with the IHRA definition of antisemitism and its contemporary
examples

5. Based on your analysis, decide whether OP’s stance is favorable to the Jews community or not?

## And at the very end of your response, add following:
- First line must give a summary of your classified decision “Summary:”

- Second line must give “Antisemitic:” (YesINo)

Figure 19: Guided-CoT prompt (ours).
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