Introducing Spotlight: A Novel Approach for Generating Captivating Key

Lx Ankan Mullick

Information from Documents

1.*Sombit Bose 'Rounak Saha

2Aditya Vempaty >Prasenjit Dey

2Ravi Kokku

2Ayan Kumar Bhowmick
'Pawan Goyal ! Niloy Ganguly

{ankanm, sbcs.sombit.24, runk20}@kgpian.iitkgp.ac.in
{pawang, niloy}@cse.iitkgp.ac.in, {ayan, aditya, prasenjit, ravil}@emergence.ai
NIT Kharagpur, India. 2Emergence Al

Abstract

Analyzing and processing vast amounts of
textual data presents significant challenges
in efficiently extracting key information. In
this paper, we introduce ‘Spotlight’, a novel
paradigm for information extraction that pro-
duces concise, engaging narratives by high-
lighting the most compelling aspects of a doc-
ument. Unlike highlights (fragmented key
points) and traditional summaries, which pri-
oritize comprehensive coverage, spotlights se-
lectively emphasize intriguing content to fos-
ter deeper reader engagement with the source
material. We formally differentiate spotlights
from related constructs and support our analy-
sis with a detailed benchmarking study using
new datasets curated for this work. To gener-
ate high-quality spotlights, we propose a two-
stage approach: fine-tuning a large language
model on our benchmark data, followed by
alignment via Direct Preference Optimization
(DPO). Our comprehensive evaluation demon-
strates that the resulting model not only iden-
tifies key elements with precision but also en-
hances readability and boosts the engagement
value of the original document. Datasets and
code are available at https://github.com/
ankan2/Spotlight-EMNLP2025.

1 Introduction

In the field of document processing, information
condensation techniques such as summarization
aim to extract and present the essential content of
lengthy texts in a more accessible and concise for-
mat. A summary is typically a structured and com-
prehensive abstraction that encapsulates all major
points, providing readers with a faithful overview
of the document’s primary content. In contrast, this
paper introduces spotlight—a novel, self-contained
narrative designed to highlight the most engaging
and insightful elements of a document. Unlike

“Equal Contribution.

traditional summaries that prioritize full coverage,
a spotlight constructs a coherent and compelling
mini-narrative that remains faithful to the original
text, with the goal of capturing the reader’s interest
and encouraging further exploration of the com-
plete document.

Spotlights differ from traditional forms of docu-
ment processing such as highlights, headlines, and
teasers, which serve specific roles in information
extraction. Highlights consist of short, discon-
nected snippets that reflect key points (Arumae
et al., 2019; Cho et al., 2020; Wei and Gao, 2018;
Woodsend and Lapata, 2010), but often lack co-
herence and narrative flow. Headlines are single-
sentence summaries that capture the central theme
(Colmenares et al., 2015; Ao et al., 2021; Gavrilov
et al., 2019), while teasers are crafted to entice
readers by offering intriguing yet vague glimpses
of the content (Karn et al., 2019; Wozny and Lango,
2023; Chakraborty et al., 2016; Deng et al., 2024),
without revealing substantive information.

This paper introduces the concept of spotlights
as an innovative step forward from traditional sum-
maries and highlights. A spotlight is a concise, self-
contained narrative, typically prepared by the doc-
ument’s author, that highlights its most significant
and engaging aspects. Unlike traditional formats,
spotlights offer the narrative depth of summaries
while uniquely aiming to generate interest in the
full text.” They strike a careful balance between

“Note that even the summarization can be target-specific,
some examples include query focused summarization (Vig
et al., 2022; Baumel et al., 2016; Liu et al., 2024), layman
summarization (Goldsack et al., 2023; Salaiin et al., 2022; Luo
et al., 2022), personal-based summarization (Mullick et al.,
2024c), goal oriented (Goldstein et al., 2007; Ham et al., 2020;
Jin et al., 2024), aspect-based summarization (Mullick et al.,
2024d) etc. summaries with controllable readability (He et al.,
2020; Zhang et al., 2023; Ribeiro et al., 2023), summarizing
documents with respect to key elements (Ryu et al., 2024;
Wang et al., 2023). However, the objective of these methods is
generally to achieve maximum coverage and deliver a quick,
faithful read—potentially sparing the reader from having to
engage with the full main text, which appears to be in contrast
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Info-Dist | Compactness | Readability | Extractive | Informative | Interest-Generation || Faithful | Length | Mini-Story
Summary{ Uniform High Medium Low High Low High Long Yes
Teaser Non-uniform Low High Low Low High Low Short No
Headline§ | Non-uniform Low High High Low Medium Medium | Short No
Highlight | Non-uniform Low High High High Medium High Medium No
Spotlight Skewed Low High High High High High Long Yes

Table 1: Qualitative Analysis of different metrics to evaluate and characterize various methods (Summary, Teaser,
Headline, Highlight, and Spotlight) for deriving information from a source document.

Information Distribution (Info-Dist): Uniformity with which information is extracted from different sections of
the document; Compactness: Details in Section 3.1B; Readbility: Details in Section 3.1C;

Extractive: The degree to which the generated content retains phrases or segments from the original text, rather

than paraphrasing or reinterpreting them.;

Informative: Extent to which the generated content contains information relevant to the original text;
Interest-Generation: Capturing the reader’s attention and/or stimulating curiosity to encourage engagement with

the source document;

Faithful: Degree to which the content is exclusively derived from the source document;
Length: Total number of words, sentences, or characters it contains;

Mini-Story: A brief compact narrative that encapsulates the main plot or theme of an article.
1: We consider the case of abstractive summary. §: For non-clickbaitish Headlines.

readability, engagement, and fidelity, functioning
as standalone narratives. Much like an author’s
spotlight talk at a conference, they are concise yet
compelling, designed to draw readers in and encour-
age deeper exploration. While these five condensa-
tion techniques may exist along a continuum, they
possess distinct characteristics that justify separate
classification. Table 1 outlines their comparative
features, such as source fidelity, level of intrigue,
abstractiveness, conciseness, narrative coherence,
readability, and the distribution of content cover-
age.

While extensive research exists on summariza-
tion and highlight extraction (see Appendix E),
spotlight generation remains unexplored. In this
work, we introduce the concept, quantitatively dif-
ferentiate spotlights from summaries, and propose
effective generation methods. Although no dedi-
cated spotlight datasets currently exist, we iden-
tify and adapt existing sources—such as news
articles, CSPubSum, Wikipedia, and conference
presentations—to align with spotlight characteris-
tics. These are compared with corresponding simi-
lar concepts (summary, teaser, headline, highlight
based on the framework defined through Table 1.

We further develop a cost-effective, domain-
specific spotlight generation method using a fine-
tuned Large Language Model with Direct Pref-
erence Optimization (DPO). Our empirical eval-
uation, which includes benchmark datasets and
Al-based critique mechanisms, shows that our ap-

to the objective of spotlight. Moreover, the concept of spot-
lights can also be extended to cater to these objectives, e.g.,
query-focused spotlight, persona-based spotlight etc.

proach outperforms both prompt-based techniques
and larger models such as those from the GPT fam-
ily across several key metrics.

The major contributions of this paper are as fol-
lows: (a) We introduce the concept of spotlight
generation and formally define the problem; (b)
We compile four datasets and benchmark spotlight
vis-a-vis summary. (c) We propose a preference-
based model for spotlight generation and perform
extensive experiments to establish its effectiveness.

2 Dataset

We curate four datasets — News Category Dataset,
CSPubSum, Wikipedia, and Research Presentation.
These datasets were selected because each includes
an additional condensed abstraction that highlights
the most compelling aspects of the document, align-
ing well with the objectives of spotlight generation.
Additionally, to highlight the distinction between
a spotlight and a summary, we also created sum-
maries for the corresponding documents.

2.1 Spotlight Datasets

News Category Dataset (Misra, 2022): This
dataset has fine-grained category information for
large number of news articles (published between
2012 and 2022) and we have randomly selected
14,080 news headlines for our experiment. We
consider the headline along with a short descrip-
tion provided as a spotlight of the news article as
shown in Fig. 3 (Appendix). The rationale is that
headlines and the associated short descriptions pro-
vide a concise, informative structure in an engaging
manner, similar to the desired spotlights.
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CSPubSum (Collins et al., 2017): This dataset
comprises the abstract, introduction, and conclu-
sion sections of various research articles, accom-
panied by author-curated key points that highlight
the core contributions of each paper. These author-
curated key points are used as spotlights in our
framework.

Wikipedia: We curate Wikipedia articles across
four popular domains - Healthcare, Music, Educa-
tion, and Life & Career—organized as detailed in
Table 9 (Appendix). Each article is divided into
category-specific sections, with the introductory
paragraphs emphasizing the most compelling as-
pects of each section. To assign a portion of this
paragraph to a specific category, we extract the sen-
tence(s) most similar to the category’s focus. Thus
we have each section as a separate document and
the corresponding extracted sentences as its spot-
light. The total number of documents obtained is
17,323.

Research Presentation: We curate this dataset
by collecting 1,230 audio transcripts of NeurIPS
2022 * and 2023 * spotlight Poster presentations.
These audio transcripts are derived from 5-minute
self-narrative videos, which focus on presenting
the most intriguing and important aspects of the
research papers. This concise format is meant to
capture the attention of the audience and encourage
them to explore the full paper. Since these audio
transcripts are generated from automated transcrip-
tion services, they often contain errors that could
hinder readability and interpretation. Therefore,
we apply transcript cleaning techniques like con-
traction expansion, punctuation removal, etc. to
improve the quality and utility of these transcripts.

2.2 Summary Generation

We generate summaries manually by annotators as
well as by using LLMs.

Human Generated Summaries: For deeper anal-
ysis, first, we manually create a smaller set of sum-
maries for four datasets. A total of 60 articles were
randomly selected from each dataset and assigned
to four annotators (one annotator per dataset). Each
annotator independently generated summaries for
the assigned articles, adhering to the average length
of the spotlight sections of the original articles. De-
tailed steps are in Appendix G.2.

*https://nips.cc/virtual/Z@ZZ/events/Spotlight
*https://nips.cc/virtual/2®23/events/
spotlight-posters-2023

LLM Generated Summaries: Since manual sum-
mary generation is time-consuming and costly, to
scale up the summary generation task, we utilize
GPT-4 to automate the creation of summaries for
all articles of entire datasets involved in the experi-
ments. The GPT-4-generated summaries had an av-
erage length of approximately 15% of the original
articles, closely aligning with the average spotlight
length of 13.76% of the original articles. To ensure
the quality of these summaries, we implemented a
three-step automated validation process (Table 2)
followed by manual verification. Approximately
3.64% of the document-summary pairs were fil-
tered out based on Table 2.

Additionally, we evaluate the similarity between
the manually created summaries and those gener-
ated by GPT-4 for the 60 articles that were curated
through both methods. The results demonstrate a
high degree of alignment, with BERT-F1 scores
of 81.5%, and GPT-4-based similarity scores of
89.8%. Thus, it shows that GPT-4 generated sum-
maries are close to human-curated summaries and
can be used as a replacement.

Filtering Steps with Criteria (removed) P

Step 1: Too many special characters and other string (HTML tags and # ) 1.45
Step 2: Incomplete Summary (By checking punctuations) 1.07
Step 3: If the summary contains Terms or numbers not present in the document | 1.12
Overall summaries filtered out 3.64

Table 2: Step-by-Step Data Filtering

3 Spotlight: Characterization

As can be seen in Table 1, the concept of spotlight
differs from the summary on the first six features,
while it is similar on the last three features. We
thus study the differences between the first six and
then characterize the last three features.

3.1 Spotlight-Summary: Distinct Features

We do a comparative study on four datasets for 60
annotated samples (each instance has a document,
corresponding spotlight and manual summary).

(A) Information Distribution over Quartiles of
the document: Information distribution of a con-
densation (summary or spotlight) refers to the dis-
tribution of key points and essential details of the
original document. First, documents are divided
into four quadrants and we measure the distribution
of spotlight or summary information over the four
quadrants. We report the average entropy of this
distribution and the fraction of documents where
50% of key points covered by the corresponding
spotlight/summary are present in a single quadrant
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Dataset A. Distribution B. Compact- C. Readability (%) D. Informati- | E. Degree of F. Interest- G. Factuality(%) | H. Length
Entropy| | Skew507 nessJ. Flesch-Kincaid] | Flesch Reading? | Gunning| veness Extraction | Generation (%) 1

News Spot 0.69 0.61 0.52 10.57 15.46 16.81 0.061 0.021 80 91.4 483
Summ 0.96 0.02 1.53 16.89 9.45 20.10 0.143 0.011 24 872 60.1
Spot 0.62 0.47 0.62 16.28 9.67 19.73 0.042 0.109 86 853 393

CSPubSum
Summ 0.96 0.01 1.28 20.72 6.42 23.55 0.112 0.100 30 87.1 48.2
Wikipedia Spot 0.76 0.29 0.82 12.62 16.26 16.37 0.030 0.032 86 88.2 30.1
Summ 0.95 0.05 1.48 16.24 9.35 19.19 0.239 0.025 26 84.3 439
Research Spot 0.65 0.36 0.28 11.84 44.10 11.85 0.069 0.052 82 753 705.2
Presentation | Summ 0.92 0.04 0.69 16.03 23.83 17.21 0.315 0.026 24 79.3 675.9

Table 3: Feature level analysis of Spotlight (Spot) vs. Summary (Summ), Entropy, Compactness, Flesch Kincaid
and Gunning score lower values signify better, whereas for Skew50, Flesch Reading score and Interest-Generation
higher values signify a better result as discussed in Section 3, Additional Results in Appendix Table 11 and 12

of the document (denote this fraction by Skew50)
as shown in Table 3. Our results reveal that spot-
lights exhibit significantly lower entropy and higher
skew compared to summaries, as they tend to focus
primarily on a specific (and presumably intriguing)
portion of the document.

(B) Information Compactness: Information com-
pactness refers to the degree to which a condensa-
tion distills essential details of the original content.
We use the average IDF" score to measure compact-
ness. We calculate the IDF scores for each word
of the condensation and then do the average. From
Table 3 it is clearly seen that the average IDF value
is always higher for summary than spotlight indi-
cating more information overload (compactness) in
summary than spotlight.

(C) Text Readability: Text readability is best de-
fined as the ease with which a text can be read and
understood in terms of the linguistic features found
within a text. We utilize six different readability
scores, detailed in Table 10 (Appendix).

Table 3 shows results of three different readable
metrics (due to space limitation, all other details
are in the Appendix B.1) which signifies spotlight
has better readability than summary. The superior
performance of spotlights can be linked to our pre-
vious findings. Spotlights convey less information
per sentence, which reduces cognitive load and en-
hances readability. In contrast, summaries tend to
be more information-dense, potentially leading to
higher cognitive effort for the reader. Next, we
examine whether the higher compactness arises
from summaries packing more information from
the source document.

(D) Informativeness: To quantify the information
retained from the source document in a condensa-
tion, we extract key-facts from the original docu-
ments using key-fact alignment (Song et al., 2024)
approach and compare them to those present in
spotlights and summaries using exact matching as

*IDF stands for Inverse Document Frequency. IDF is a
standard metric to measure the informativeness of a word.

shown in Table 3 column D. It is seen that the
key-facts retained from the document in summary
is more than spotlight, which indicates a higher
informativeness in summary.

(E) Degree of Extraction: To quantify the degree
of text reuse in condensations (summaries vs. spot-
lights), we measure the fraction of sentences lifted
near-verbatim from the source document. Specif-
ically, we define a sentence y in the condensation
as an almost-lift of a document sentence z if their
ROUGE-F1 score exceeds 0.8 following (Bhandari
et al., 2020). Our analysis reveals that spotlights
exhibit significantly higher extractiveness than sum-
maries, with a larger fraction of sentences qualify-
ing as almost-lifts (see Table 3, Column E). This
trend holds consistently across ROUGE metrics
(R1, R2, RL), as detailed in Appendix Table 12.
We hypothesize that the increased extractiveness of
spotlights contributes to their enhanced readability,
as they preserve the original document’s phrasing
for key compelling content.

(F) Interest Generation: We conducted a human
annotation study focused on interest generation.
For each dataset, 50 documents with manually an-
notated summaries were selected, and two indepen-
dent annotators were asked to indicate whether the
summary or the spotlight was more likely to gener-
ate interest for deeper exploration among readers.
Annotators also had the option to state that both for-
mats generate similar levels of interest. The overall
inter-annotator agreement was 0.87. As shown
in Column F of Table 3, annotators overwhelm-
ingly rated spotlights as generating more interest
than summaries. We find that the score differences
(spotlight vs summary) are statistically significant
(p < 0.05) as per McNemar’s Test.

The difference in reader engagement between a
spotlight and a traditional summary is illustrated
in Figure 1, which presents both generated from
the same document describing a polygon approx-
imation algorithm. The summary provides a con-
cise technical account, focusing on adaptive ver-
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Summary

The paper introduces a non-parametric
polygonal approximation algorithm that
enables vertex relocation beyond the

Spotlight
This paper reimagines polygonal
approximation of digital curves by
liberating vertices from strict

Article

contour, optimizing digital curve

representation. By adaptively estimating

adherence to contour points.

Through adaptive local
point neighborhoods, the method minimizes neighborhoods and strategic

integral squared error (ISE) while vertex relocation, it significantly
reduces approximation error
Comparative experiments on multiple datasets without increasing number of
vertices, yielding a compact yet

maintaining a compact dominant point set.

demonstrate superior shape fidelity and

compression efficiency, positioning this
approach as an advancement in
contour-based shape analysis. The proposed
framework generalizes well across varying

precise representation. This
non-parametric method truly
stands out for its remarkably
balanced efficiency and accuracy

curve complexities, making it robust for

real-world applications. minimal data.

in capturing complex shapes with

Figure 1: Comparison between a summary and a spotlight generated from the same document. The summary
presents a concise, technical overview of the algorithm, detailing how adaptive vertex relocation minimizes
approximation error with rigorous experimental validation. The spotlight describes a captivating mini-story,

emphasizing the innovative breakthrough of liberating vertices from the contour to create elegant, engaging shape
approximations. It minimizes emphasis on technical methodology and reduces the use of complex terminology,
while effectively conveying the significance of the work in a way that encourages readers to explore the main article.
Each phrase introduces a novel concept or method, prompting readers to wonder how exactly it works and why it
improves results, thereby triggering a sense of deeper exploration by raising implicit questions in the reader’s mind.

The “interest generation phrases” are highlighted in bold and underlined).

tex relocation and its effectiveness in minimizing
approximation error, supported by experimental
validation. In contrast, the spotlight highlights the
broader implications, potential impact, and limita-
tions of the work, rather than delving into technical
details. This framing encourages deeper reader en-
gagement by implicitly prompting questions and
curiosity. Additional details are available in the
Appendix B.3.

3.2 Spotlight-Summary: Similar Features

Apart from the aforementioned distinctions, a spot-
light shares similarities with a summary in terms of
faithfulness to the source document, length, and its
qualification as a mini-story. This is detailed next.
(G) Factuality: To quantitatively evaluate the faith-
fulness of condensations to their source documents,
we employ FactScore (Min et al., 2023), a metric
designed to evaluate factual consistency by extract-
ing and aligning key information units. Using an
information extraction approach, we extract struc-
tured factual triples from both the source document
and its corresponding condensation. We then lever-
age a Natural Language Inference (NLI) model
to determine whether each extracted fact from the
condensation is entailed by the document. The
FactScore is computed as the proportion of facts in
the condensation that are supported by the source
document. Our results in Table 3 indicate that both
summaries and spotlights achieve high FactScores,

demonstrating strong factual alignment with the
source content.

(H) Length: We checked the length (number of
words) of both summary and spotlights and found
that roughly they are of similar length.

(I) Mini-story: A mini-story is a short, focused
narrative that conveys the core plot or theme of
an article in a clear and engaging way. It summa-
rizes key ideas or events concisely while preserving
coherence and capturing the reader’s interest. Spot-
light and summary contents for 25 articles of each
dataset have been provided to two annotators to
mark one of the following three - (i) both spotlight
and summary contents have mini-story; (ii) only
spotlight has mini-story; (iii) only summary has
mini-story. Inter-Annotator agreement is 81.2%.
Any conflict has been resolved by another annota-
tor. We find that for all the datasets at least 80% of
respondents have certified both the condensations
as mini-story (spotlight has a slight higher rating).
The detail is presented in Table 18 (Appendix).

3.3 Spotlight-Highlight: Distinct Features

To explore the distinctness between spotlight and
highlights, we have performed a similar mini-story
study to Section 3.2. Details in Appendix Section
G.3. In our analysis of distinct features (as de-
scribed in Section 3.2), we observed that spotlights
consistently outperform highlights in conveying
a mini-story narrative. Annotator evaluations in-
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Dataset Spotlight(%) | Highlights(%)
News 80 20
CSPubSum 72 28
Wikipedia 72 28
Research Presentation 84 16

Table 4: Mini-story validation for spotlight vs.
highlight analysis across all datasets

dicate that spotlights were rated as having a more
engaging narrative as shown in Table 4. While both
spotlights and highlights aim to distill key informa-
tion from source documents, spotlights uniquely
present a self-contained narrative that not only sum-
marizes but also sparks curiosity and encourages
further exploration. This narrative element is less
pronounced in traditional highlights, which tend to
list isolated key points rather than weaving them
into a cohesive mini-story.

4 Spotlight Generation Process

For the task of spotlight generation, we propose a
2-step solution - at the first step, we fine-tune an
open-sourced LLM; in the next step, we apply di-
rect preference optimization (DPO) (Rafailov et al.,
2024) framework on top of that fine-tuned LLM to
generate spotlights.

In the DPO approach, the model differentiates
spotlights from summaries, and learns to priori-
tize spotlight generation. As discussed in previ-
ous sections, while summaries and spotlights share
similarities in terms of length, faithfulness, and
their mini-story nature, they differ in key aspects
such as information distribution, compactness, and
readability. By emphasizing these distinctions, the
model enhances the uniqueness of spotlights, ulti-
mately leading to higher-quality outputs.

Dataset Preparation: For each document, we con-
sider the ground truth spotlight as an upvoted exam-
ple (indicating a preferred completion), while the
corresponding summary as a downvoted example
(denoting undesirable). Thus each document from
the original dataset contributes one upvoted and
one downvoted example.

Experiment Steps: We randomly divide each
dataset into two equal parts for a two-step process.
In the first step, one half is used for Supervised
Fine-Tuning (SFT) on a base model (e.g., Llama2-
7b-hf, Mistral-7B-v0.1, Llama3-8b) using ground
truth spotlights. In the second step, the remaining
half is utilized for Direct Preference Optimization
(DPO) on the fine-tuned model obtained from the
first step. In this stage, both spotlight and sum-
mary information are leveraged to highlight the

distinctions necessary for the DPO process.
Direct Preference Optimization: For each exam-
ple in the second step, we consider the ground truth
spotlight as the desired (preferred/chosen/winning)
completion and the generic summary as the unde-
sirable (rejected/losing) completion.

Loss Function: The DPO loss function is:

EDPO (7r0, 7T’f’€f) = E(%yw,yz)ND
7o (Yuw | ) mo(y1 | )
logo | Blog—————F= — Blog—————=
[ g (ﬂ gﬂref(yw‘l') 7Tref(yl |5U))}

where 7 is the language model we are optimizing,
Tref 18 the reference model (the fine-tuned model
obtained after first step) with respect to which we
are increasing the likelihood of preferred responses
and decreasing the likelihood of nonpreferred re-
sponses. Samples in the preference dataset D look
like (x, Y, y;) where z is the prompt (instruction
with document in our case), ¥, is the desired re-
sponse (spotlight in our case) and y; is the unde-
sired response (summary in our case). 3 is a tun-
able hyperparameter.

Open Source LLMs: We use various small-size
large language models (LLMs) - Mistral-7b (Jiang
et al., 2023) and Llama” based - Llama2-7b and
Llama3-8b models. We experiment with Mistral-
7b (abbreviated as Mst-7b-FT), Llama2-7b and
Llama3-8b fine tuning (abbreviated as L2-7b-FT
and L3-8b-FT respectively), general instruction
tuned vanilla models (Mst-7b-VA, L2-7b-VA and
L3-8b-VA respectively) and corresponding DPO
models. We report the best performing Llama3-8b
LLM-based outcomes in Table 6 and other details
in the Appendix Tables 21, 23, 25 and 27.

5 Experimental Setup

For spotlight generation task, we experiment with
several methods and analyze the generated spot-
lights based on various evaluation frameworks.

5.1 Baseline Approaches

We consider two different approaches for baseline.
(A) Traditional Models: We employ Long-
former (Beltagy et al., 2020) (LF), T5-3b fine-
tuned (Raffel et al., 2020) (T5-FT), BART-
large (Lewis et al., 2019), instruction-tuned Pe-
gasus (Zhang et al., 2020), Falcon 7b-instruction
tuned model (Penedo et al., 2023) and state-of-the-
art extreme summarization approach (TLDR) (Ca-
chola et al., 2020) as baselines.

*https://ai.meta.com/1lama/
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(B) Large-Size LLMs: We apply example-based
prompting (1-shot) on large-sized LLMs like Chat-
GPT", GPT-4" and Gemini-Pro” to check their ca-
pability to generate good quality spotlights. Due to
space shortage, ChatGPT, and Gemini-Pro evalua-
tions are in Appendix Tables 21, 23, 25 and 27.

5.2 Evaluation

We assess the quality of the generated
spotlights using the metrics defined in
Table 3. Besides this we measure its

similarity with the reference spotlights by the
following three set of evaluation metrics.

(A) Traditional: We check the competence of dif-
ferent models with traditional evaluations metrics
like (i) Rougel (R1), Rouge2 (R2), (Lin, 2004)
and (ii) BERT-F1 (BeF1) (Zhang et al., 2019).

(B) UniEval (Zhong et al., 2022): UniEval corre-
lates much better with human judgments in NLG
tasks. We use the ‘Relevance’ of UniEval scores to
identify the quality of spotlight generation.

(C) GPT4 Critique (Mullick et al., 2024¢): GPT-
4 is asked to rate the spotlight — whether it is good
or bad with respect to the ground truth spotlight
and whether it generates interest to read the source
document.

5.3 Experimental Settings

We use 80GB A100 GPU, 210MHz clock cycle
with Huggingface TRL and PEFT libraries built
on top of Huggingface Transformers to conduct
the experiments of fine-tuning and alignment of
pretrained models and for their evaluation purpose.
Additionally, we use the NLTK, spaCy, and NumPy
packages for further analysis and ablations. Further
details are in Appendix F.

6 Experimental Results and Discussion

In this section, we analyze the results based on val-
ues of different evaluation strategies - traditional
metrics, UniEval, GPT-4 critiquing and spotlight
characteristics features to understand how different
models perform and gain insights into the effective-
ness of LLMs for spotlight generation tasks.

(A) Performance of Traditional Baseline Ap-
proaches: We explore different traditional ap-
proaches (LongFormer, T5-Fine-tune, BART-large,
Pegasus, Falcon, TLDR) for spotlight generation

*https ://chat.openai.com/
*https ://openai.com/gpt-4
"https://gemini.google.com/

Model Traditional Metrics | UniEval GPT4
R1 | R2 | BeF1 | Relevance | Critique

L2-7b-FT | 28.1 | 8.6 81.3 66.6 77.8
Mst-7b-FT | 25.7 | 6.9 77.4 65.1 77.0
L3-8b-FT | 319 | 9.7 | 81.8 67.1 79.5
LF 16.0 | 4.8 67.4 55.2 68.7
T5-FT 20.0 | 5.0 | 71.0 63.2 759
BART 19.1 | 33 71.9 64.7 70.2
Pegasus 17.8 | 4.1 70.8 62.5 60.9
Falcon 170 | 3.0 | 74.0 55.2 38.4
TLDR 195|56| 71.6 62.9 72.3

Table 5: Traditional, UniEval and GPT-4 Critique
evaluations on CSPubSum Dataset - comparison of
baselines with SFT, Additional Results in Appendix

Table 20, 22, 24 and 26

and results for CSPubSum are shown in Table 5.
Table 5 shows that traditional summarization mod-
els such as LongFormer, TS5, BART, Pegasus, and
Falcon struggle to generate effective spotlights,
with lower ROUGE, BERT-F1, and UniEval scores.
In contrast, even simple supervised fine-tuning
of LLMs (Llama2, Mistral, Llama3) yields large
improvements, confirming that LLMs can adapt
well to the spotlight objective. This gap under-
scores that generating spotlights demands richer
semantic modeling than what traditional summa-
rization frameworks provide. Detailed results for
the datasets are in Appendix Table - 20 (for News),
22 (for CSPubSum), 24 (for Wikipedia) and 26
(for Research Presentation) It is seen that even sim-
ple SFT-based approaches on LLMs perform much
better than these traditional approaches across all
metrics. This performance gap may be due to the
advanced architectures and targeted optimizations
of LLM models which are fine-tuned specifically
for task performance and user preferences, whereas
the older models do not benefit from the same level
of refinement and cutting-edge techniques, leading
to their comparatively lower performance.

(B) Performance of DPO vis-a-vis other LLM-
based approaches: The results presented in Ta-
ble 6, demonstrate the effectiveness of the DPO
approach for spotlight generation across various
evaluation criteria for Llama3-8b large language
model (LLM) for different datasets where L.3-8b-
VA, L3-8b-FT and DPO (L3-8b) indicate Llama3-
8b vanilla, supervised fine-tuning and DPO ap-
proach respectively. It is seen that

* DPO consistently outperforms vanilla mod-
els, supervised fine-tuning (SFT), and GPT-4
(1-shot) (in most of the cases) proving its su-
periority in spotlight generation.

* SFT approaches is a close second, however,
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Model Traditional Metrics | UniEval GPT-4
R1 | R2 | BeF1 | Relevance | Critique
News
L3-8b-VA 159 | 6.8 73.8 70.6 78.0
GPT-4 (1-shot) | 31.3 | 12.1 | 79.5 83.1 90.1
L3-8b-FT 36.5| 15.8 | 81.5 82.2 89.4
DPO (L3-8b) | 36.8 | 16.0 | 83.6 84.7 91.3
CSPubSum
L3-8b-VA 155 | 3.8 47.2 60.1 73.6
GPT-4 (1-shot) | 28.7 | 7.4 80.8 66.8 82.1
L3-8b-FT 319 | 9.7 81.8 67.1 79.5
DPO (L3-8b) | 32.3 | 9.9 82.3 67.8 89.0
Wikipedia
L3-8b-VA 203 | 6.5 71.7 65.7 52.1
GPT-4 (1-shot) | 34.6 | 13.8 | 804 70.2 73.5
L3-8b-FT 424|260 | 813 69.2 64.8
DPO (L3-8b) | 42.5 | 26.3 | 83.4 67.3 67.3
Research Presentation

L3-8b-VA 156 | 32 | 485 70.2 73.6
GPT-4 (1-shot) | 32.3 | 7.1 77.2 75.2 81.6
L3-8b-FT 283 | 6.9 76.5 76.7 81.2
DPO (L3-8b) | 38.2 | 8.9 79.6 76.8 88.8

Table 6: Traditional, UniEval and GPT-4 Critique
evaluations for best performing Llama3-8b and GPT-4
approach in % (best outcome in Bold) for each dataset,
Additional evaluation details including other LLMs are

in Appendix Table 21, 23, 25 and 27

DPO consistently improves over SFT methods
indicating its utility and the potency of SFT
when the reference negative examples (here
summaries) are not available.

* Vanilla L3-8b-VA performs the worst, strug-
gling in both traditional and advanced eval-
uations, highlighting the importance of fine-
tuning or DPO across all datasets.

e for News, CSPubSum and Research Presenta-
tion datasets, Llama3-8b fine-tuning and DPO,
both perform better than GPT-4 (1-shot) for
traditional metrics whereas for Research Pre-
sentation, GPT-4 (1-shot) performs better than
the fine-tuning model but worse than DPO.

* GPT-4 (1-shot) is strong in UniEval Relevance

Distribution Compa- Readability(%)
Model ctness| Flesch Flesch .
Entropy. ‘ Skew5071 Kincaid| | Reading? Gunning
News
L3-8b-FT | 065 | 051 [ 062 | 909 [ 6239 [ 10.67
DPO(L3-8b) [ 060 [ 055 | 057 [ 901 | 6483 | 10.63
CSPubSum
L3-8b-FT | 060 | 053 [ 065 | 938 [ 5936 [ 1072
DPO(L3-8b) | 057 [ 050 | 061 | 930 | 6296 | 10.14
Wikipedia
L3-8b-FT | 063 | 055 [ 071 | 741 [ 6631 [ 8.67
DPO(L3-8b) | 057 | 059 | 065 | 680 | 67.65 | 801
Research Presentation
L3-8b-FT | 049 | 040 | 037 [ 120 | 4474 | 1212
DPO(L3-8b) [ 045 | 047 | 030 | 962 | 5585 | 9.57

Table 7: Spotlight Characteristics Evaluation on Model
Generated spotlight - Entropy, Compactness, Flesch
Kincaid and Gunning score lower values signify better
result, but for Skew50 and Flesch Reading score higher
values signify a better result as discussed in Section 3

and Critique (it is best among all in Wikipedia)
but falls behind in ROUGE and BERTScore,
suggesting it produces more readable but not
necessarily more extractive spotlights.

* For Wikipedia data, all models show
higher Rouge scores with lower UniEval
relevance/GPT-4 Critique suggests that while
the spotlights have significant lexical overlap
with the reference, they may lack deeper se-
mantic coherence.

* We explore different DPO configurations for
utilization of data and fine-tuning approach
(details in Appendix 1.4) and the best result is
obtained in our 2-step approach when half of
the data is used for SFT followed by DPO for
the remaining half of the data.

* Notably, the Llama3-8b based DPO model
achieves statistically significant improve-
ments (p < 0.05) over other model variations.

* To validate the GPT-4 critique scores against
robust human judgment, we conducted an ad-
ditional human annotation study similar to
(Mullick et al., 2024c¢) to evaluate the align-
ment between human judgment and auto-
mated assessments for 20 documents for each
dataset, details in Appendix [.2. We obtain an
overall average Point-biserial correlation co-
efficient of 0.751 between the GPT-4 critique
scores and human judgment.

Across the datasets, DPO applied on Llama3-8b
consistently outperforms both vanilla and fine-
tuned versions. While GPT-4 (1-shot) is strong
in certain cases, particularly in UniEval, the DPO-
trained Llama3-8b achieves the best balance across
all metrics. This demonstrates that direct prefer-
ence optimization is especially effective for spot-
light generation.

(C) DPO Conformance to Spotlight Features:
We do an extensive evaluation of the model-
generated spotlights of DPO pipeline with the fine-
tuned version across various spotlight character-
istics, as detailed in Table 7 which shows that
(i) DPO (L3-8b) consistently improves readabil-
ity across all datasets, producing spotlights that are
easier to understand than fine-tune approach; (ii)
Entropy reductions and increase in Skew50 across
all datasets imply DPO maintains skewness in term
distribution than fine-tune. (iii) Compactness de-
creases in DPO, indicating less information over-
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Model Traditional Metrics | UniEval GPT-4
R1 [ R2 [ BeF1 | Relevance | Critique
News
L3-8b-VA 17.2 | 83 75.8 72.5 65.0
L3-8b-FT Spotf 24,6 | 125 | 75.0 76.3 61.3
DPO (L3-8b) Spotf | 23.6 | 10.6 | 70.7 74.9 60.8
L3-8b-FT Sum§ 57.3 | 36.0 | 85.2 81.9 87.3
CSPubSum
L3-8b-VA 135 ] 25 60.2 61.8 59.6
L3-8b-FT Spotf 125 ] 14 61.0 63.9 65.3
DPO (L3-8b) Spotf | 10.1 | 1.8 59.8 62.5 60.8
L3-8b-FT Sum§ 25.0 | 7.5 70.1 66.5 73.0
Wikipedia
L3-8b-VA 192 | 7.8 65.7 66.1 55.1
L3-8b-FT Spot} 28.3 | 13.8 | 64.7 72.5 48.1
DPO (L3-8b) Spotf | 25.9 | 12.5 | 60.7 70.3 453
L3-8b-FT Sum§ 323|182 | 773 78.6 70.2
Research Presentation

L3-8b-VA 14.8 | 3.8 58.5 69.5 63.6
L3-8b-FT Spot} 325 | 12.1 | 70.1 75.3 68.9
DPO (L3-8b) Spotf | 29.3 | 7.1 68.8 71.8 61.9
L3-8b-FT Sum§ 38.3 | 16.2 | 74.7 77.4 753

Table 8: Traditional and GPT-4 Critique Evaluations for
each dataset, t: model trained on spotlights but
evaluated on gold standard summary (GPT-4
generated), §: model trained on summary and evaluated
on gold standard summary

load and more readability. In conclusion, DPO pro-
duces more structured, readable, and well-balanced
spotlights compared to fine-tuned approach. These
observations confirm that DPO yields spotlights
that are not only more structured and readable but
also more faithful to the intended characteristics of
spotlight generation, in contrast to the less targeted
outputs of a purely fine-tuned approach.

(D) Divergence of DPO-generated Spotlights
from the gold standard Summary: As outlined
in Section 4, our spotlight generation process con-
sists of two steps. First, we fine-tune the base
model (FT), and then we apply the DPO method
to the fine-tuned model to align the output closer
to a spotlight and further from a summary. While
DPO produces superior spotlights (Table 6), a ques-
tion remains: does the spotlight diverge from the
summary characteristics, as per the DPO objec-
tive? To answer this, we compare model-generated
spotlights with gold-standard summaries (GPT-4
generated) for three approaches: vanilla (L3-8b-
VA), fine-tuning (L3-8b-FT Spot), and DPO (DPO
(L3-8b) Spot), as presented in Table 8 for the en-
tire datasets. Our findings indicate that the spot-
lights generated using SFT are closer to the refer-
ence summaries than those produced by DPO, con-
firming the deviation. Table 8 examines whether
spotlight-trained models drift toward summary
characteristics. The results indicate that spotlights
produced by SFT are closer to gold summaries,
whereas DPO outputs diverge more strongly, align-

ing with the intended spotlight objective. At the
same time, when models are trained explicitly on
summaries, they achieve higher traditional met-
rics but lose the engagement qualities of spotlights.
This confirms that while spotlights and summaries
overlap, optimizing for one does not automatically
guarantee the qualities of the other. Nonetheless,
both the fine-tuned and DPO outputs outperform
the vanilla model, which prompts us to investigate
whether the spotlight generation process inadver-
tently produces quality summaries.

To explore this further, we fine-tuned Llama3-8b
with reference summaries (L3-8b-FT Sum) to gen-
erate concise responses. This approach consistently
achieves significantly higher scores across tradi-
tional metrics (R1, R2, BeF1) as well as improved
GPT-4 Critique and UniEval evaluations (Table 8).
These results suggest that, although there is some
overlap between spotlights and summaries, the op-
timization for spotlights introduces only a partial
summary flavor, while remaining distinct from a
true summary.

7 Conclusion

In this paper, we introduced the concept of “Spot-
light,” a novel, concise representation of source
documents that offers a different perspective to
conventional summaries and highlights. Our work
identifies a set of unique characteristics that dif-
ferentiate spotlights, emphasizing their ability to
present key aspects of a document in a faithful yet
compelling way, effectively capturing the reader’s
attention as well as drawing their attention to the
source document. To validate this concept, we
prepared four carefully annotated datasets, which
served as the basis for a comprehensive analysis.
Through rigorous quantitative evaluations and hu-
man studies, we established nine key features that
differentiate spotlights primarily in terms of cover-
age and presentation style. Building on these find-
ings, we proposed a Direct Preference Optimiza-
tion (DPO)-based fine-tuning algorithm to generate
spotlights. Extensive evaluation using both tradi-
tional metrics and LLM-based assessments demon-
strate the effectiveness of our approach. We believe
that, similar to summarization, there is a significant
potential for developing various types of spotlights
— such as aspect-based, query-focused, and person-
alized versions — which will be the focus of our
immediate future work.
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Limitations

Our datasets are neither multilingual nor multi-
modal. So, we need to explore how state-of-the-art
approaches can be utilized in multilingual and mul-
timodal scenarios for spotlight generation - which
we aim to do as a part of future work. We have
also explored some edge cases and limitations of
the model generated spotlights as in Appendix J.

Ethics Statement

Our work does not reveal any personal sensitive
information and we use publicly available bench-
marked datasets and models in different contexts.
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Appendix
A Dataset

Domain
HealthCare

Categories
Death, Diagnosis, Differential diagnosis, Diagnosis-Classification
Education History, Geography, Taxonomy, Education
Life and Career Career, Political Career, Personal Life, Life and career
Music Production, Composition, Soundtrack, Track Listing

Table 9: Domain-wise breakdown of Categories in
Wikipedia dataset

Figure 3 demonstrate how we repurpose attributes
of News dataset as spotlights.

B Spotlight: Characterization Details

In this section, we further discuss different spot-
light characteristics in detail. While comparing
with summary, analysis has been done using two
different types of summaries - Human Annotated
(60 Articles of each dataset) and GPT-4 LLM gen-
erated (for all articles of each dataset).

Metric Better Score
Flesch-Kincaid (Flesch, 1948) Lower ({)
Flesch Reading (Flesch et al., 1960) Higher (1)
Gunning Index (Gunning, 1952) Lower ({)
Dale-Chall Score (Dale and Chall, 1948) Lower (})
McLaughlin’s SMOG Score (Caylor et al., 1973) Lower ()
FORCAST (Caylor et al., 1973) Higher (1)

Table 10: Comparison of Readability Metrics

B.1 Readability

As shown in Table 10, we utilize six different read-
able metrics as following:

(1) Flesch-Kincaid Grade Level (Flesch, 1948):
The Flesch-Kincaid Grade Level is a readability
metric indicating the U.S. school grade level
needed to understand a text, calculated from
sentence length and syllable count, with lower
scores signifying easier readability.

(i1) Flesch Reading Ease Score (Flesch et al.,
1960): The Flesch Reading Ease Score is a
readability metric, ranging from O to 100, that
assesses text complexity based on sentence length
and syllable count, with higher scores indicating
easier readability.

(iii)) Gunning Fog Index (Gunning, 1952): The
Gunning Fog Index is a readability metric
estimating the years of formal education needed
to understand a text on the first reading, with
lower scores indicating easier readability and less
educational requirement.

(iv) Dale-Chall Score (Dale and Chall, 1948): The

Dale-Chall Score is a readability metric assessing
text complexity based on sentence length and
the percentage of difficult words, with lower
scores indicating easier-to-read texts that use
common words and shorter sentences, making
them accessible to a broader audience.

(v) McLaughlin’s SMOG Score (Caylor et al.,
1973): The SMOG (Simple Measure of Gobbledy-
gook) formula estimates the readability of a text
by assessing the number of polysyllabic words
in a set number of sentences, with lower scores
indicating easier readability and requiring fewer
years of education to understand.

(vi) FORCAST Formula Score (Caylor et al.,
1973): The FORCAST formula assesses text
complexity, especially in technical and scientific
documents, by counting single-syllable words in
a 150-word sample, with higher scores indicating
easier readability contrary to many readability
formulas.

Table 11 shows complete comparative eval-
uations of six different readability metrics for
spotlight (Spot) vs. Human Generated summary
(Summ). Similarly, comparative evaluations of six
different readability metrics for spotlight (Spot) vs.
GPT-4 summary (Summ) are presented in Table
13. Both the Tables infer that all readability met-
rics indicate that spotlight is more readable than
summary, similar to Table 3 assessment.

B.2 Informativeness and Degree of Extraction

Exploring further, we add Rouge-2 (R2) and Rouge-
L (RL) evaluations for the Informativeness and
Degree of Extraction along with the Rouge-1 (R1)
score as discussed already in the main paper in
Section 3.1 (D and E).

We analyze the number of sentences in the docu-
ment that achieve the R1, R2, and RL score above
a specified threshold #h with at least one sentence
in the summary or spotlight. This approach as-
sumes that if a sentence meets the threshold, its
information has been incorporated into the sum-
mary or spotlight - i.e. informativeness. However,
sentences incorporate information in an abstrac-
tive fashion so the threshold #/ needs to be set at
a relatively low value. At a value of th = 0.3 our
findings of different Rouge (1, 2 and L) scores at
the Column ‘Informativeness’ in Table 12 and 14
respectively for human-generated and GPT-4 gen-
erated summaries, indicates that a larger number
of sentences from the source document are incor-
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Dataset Document

COLUMEIA, S.C. (AP): A 63-year-old worker died in the public bathroom of a
South Carolina depariment store, but her body was not discovered for four
days, authorities said.Eessie Durham, who worked for an outside company
that cleans the Belk store at Columbiana Centre, was found dead Monday,
investigators said. Her cleaning cart was outside the restroom.Durham was
last seen Thursday at work and her body was found shortly after her family
filed a missing person report, Columbia Deputy Police Chief Melron Kelly, told
WIS-TV.The Lexington County Coroner's Office said there are no signs
someone killed Durham or that she was using drugs. ... Belk is helping
authorities figure out what happened and is sending its deepest condolences
to Durham’s family, the company said in a statement.

Peter P. Pitchlynn was born in Moxubee County, Mississippi, January 30, 1806
as the first son of Sophia Folsom, a Choctaw of partly Anglo-American
descent; her mother \"Natika\" was Choctaw and her father was Ebenezer
Folsom, an Anglo-American trader. Sophia’s Choctaw name was
"Lk-lo-ha-wah” (Loved but lost). Sophia Folsom and John Fitchlynn had
married in 1804, ... Pitchlynn was buried there in
Congressional Cemetery. He was the third Native American to be buried
there, after his fellow Choctaw chief Pushmataha and the Apache chief Taza.
Pitchlynn was reporied to have told of the origin of the Choctaw: according to
the traditions of the Choctaws, the first of their race came from the bosom of a
magnificent sea.

1 Introduction: Artificial neural networks are nowadays trained successiully to  So the case of two layer relu neural networks
solve a large variety of learning tasks. However, a large number of remains a huge mystery to study and even more
fundamental guestions surround their impressive success. ... in the case of regression tasks. And so in this work

Spotlight

Cleaner Was Dead In Belk Bathroom For & Days
Before Body Found: Police. The 63-year-old
worman was seen working at the South Caroling
store on Thursday. She was found dead Monday
after her family reported her missing, authorities
said.

1.1. Main contributions .......... 2 Setup and preliminaries ............ 21 we focus on the following three questions. So do
One-hidden layer neural network and training loss Model. Let us fix an integer thiz network converge to zero training loss. Do
Research n€N aswellas ... 3 Convergence and implicit bias characterisation ... they show some implicitly by us? . And after this

Presentation 3.1 Main result: Theorem [I] below states our main result on the convergence first phaose we have g second phase where uf one
and implicit bias of one-hidden layer........ 3.2 Discussion: Even if the cluster will grow in normally fitting for example
orthogonal setting we consider is guite restrictive, it carries several positive labels. And then during the first phase is
characteristics that may be generic, either because they have been observed the sarme hoppened with other cluster for the
empirically, shown in related contexts or simply conjectured. We discuss negative labors. So this is it for the summary of
these important points below. ... aur work.

Figure 2: Examples of (Document, Spotlight) pairs from different datasets, An example from CSPubSum is given
in Figure 1, The documents and the example spotlight of Research Presentation have been truncated in this
visualization owing to their length. Across the three examples, the spotlights consistently transform lengthy,

detail-heavy texts into short, curiosity-driven narratives. In the News case, procedural details and background

information are removed, leaving a striking account that emphasizes the unusual and attention-grabbing aspect of

the story—the body discovered after four days. The Wikipedia example shifts from an encyclopedic biographical

entry to a narrative that foregrounds milestones and memorable achievements, making the article more engaging
and easier to recall. Finally, the Research Presentation example reframes dense, technical exposition into an

accessible narrative by highlighting the central research question and its intrigue rather than methodological detail.

Together, these examples illustrate how spotlights distill complex information into focused, compelling narratives

that spark interest rather than merely summarize content.

Dataset Distribution Compact- Readability (%) Interest-

Entropyl,. | Skews0t nessJ, Kl;lle(zts;gi Rl;zsicr:l};T Gunning | C]?:]i l\slc.;lr_;astig FORCAST? | Generation (%)1

News Spot 0.69 0.61 0.52 10.57 15.46 16.81 13.21 20.69 1.96 80.0

Summ 0.96 0.02 1.53 16.89 9.45 20.10 17.24 26.10 -0.06 24.0

CSPubSum Spot 0.62 0.47 0.62 16.28 9.67 19.73 13.21 26.72 2.01 86.0

Summ 0.96 0.01 1.28 20.72 6.42 23.55 17.74 30.39 -0.08 30.0

Wikipedia Spot 0.76 0.29 0.82 12.62 16.26 16.37 13.62 23.32 1.36 86.0

Summ 0.95 0.05 1.48 16.24 9.35 19.19 17.59 27.35 0.04 26.0

Research Spot 0.65 0.36 0.28 11.84 44.10 11.85 13.82 25.12 2.32 82.0

Presentation | Summ 0.92 0.04 0.69 16.03 23.83 17.21 17.23 36.25 0.02 23.0

Table 11: Feature level analysis of spotlight (Spot) vs. human annotated summary (Summ) for 60 articles of each
datasets, For Entropy, Compactness, Flesch Kincaid, Gunning score, Dale-Chall and McLaughlin’s score lower
values signifies better result, whereas for Skew50, Flesch Reading score, FORCAST and Interest-Generation higher
values signifies a better result as discussed in Section 3, More Exploratory Results of Table 3.

porated into summaries compared to spotlights. It
signifies that the summary is more informative than
the spotlight.

However, when the threshold value is increased
(at a value of th = 0.8) — indicating a higher level
of extractiveness — the trend reverses, with fewer
sentences meeting the threshold in summaries com-

pared to spotlights as shown in ‘Degree of Extrac-
tion’ column using different Rouge (1, 2 and L)
scores in Table 12 and 14 respectively for human-
generated and GPT-4 generated summaries. The
increased extractiveness of the spotlight can also
be attributed to its enhanced readability. This trend
is consistent across different ROUGE metrics (R1,
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THE BLOG DEATH PENALTY DEATH-PEMALTY-MORATORIUM DZHOKHAR TSARMAEY

Just Vengeance

In late January of last year, the U.S. Department of Justice announced that it
would be seeking the Death Penalty in the case against Boston Marathon
bomber Dzhokhar Tsarnaev. Many were outraged.

By Rumni Saha, Contributor
A crizen of the world In love with Iita,

Spotlight

5 PM EST | Updated Apr 22, 201

Figure 3: News Headline and the Short Description
taken as spotlight for the News dataset. This figure
illustrates the construction process of the News
spotlight dataset. Source articles are paired with
human-curated title and short description.

Dynamic energy modelling for analysis of
the thermal and hygroscopic environment in
a mechanically ventilated duck house

Song-Yeon Lee ® In-Bok Lee ©® 2 =, Rock-Woo Kim ® Uk-Hyeon Yeno ° Jun-Gyu Kim ®,

Kyeong-Seak Kwon ©

+ Add to Mendeley = Share 7 Cite

Highlights

= Chamber experiments to measure the amount of evaporation from duck:
house litter.

= BES model for analysing the thermal and hygroscopic environments in the
duck house,

= Analysis of the seasonal periodic and maximum energy loads of the duck
houise.

Thermal and bhy;

groscopic environments inside a duck house are two of the most
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Figure 4: Author written highlights taken as spotlight
for the CSPubSum dataset. From the Research Papers
the author-written bullet points serve as a compelling
entryway into the research paper, offering a concise
preface that draws attention to the central questions and
findings while setting an engaging narrative tone.

R2, RL), as shown in the mentioned Tables.

We have finalized the thresholds after manual
verification. These threshold values are closely
similar to the thresholds used by (Bhandari et al.,
2020) for constructing Semantic Content Units
(SCUs) as a basis for key fact extraction. The
0.3 threshold serves to identify minimal content
overlap—indicating that a generated piece contains

Dataset threshold=0.3 threshold=0.8

Rl | R2Z | RL | Rl | R2Z | RL
News Spot | 0.910 | 0.628 | 0.521 | 0.021 | 0.015 | 0.016
Summ | 2.585 | 1.185 | 2.314 | 0.011 | 0.010 | 0.012
Spot | 1.562 | 0.362 | 0.782 | 0.109 | 0.025 | 0.110
CSPubSum | 1 3.433 [ 0.966 | 2.566 | 0.100 | 0.012 | 0.083
Wikipedia | SPOL | 1:826 | 0542 | 1.528 [ 0.032 | 0.019 | 0.029
Summ | 4.000 | 1.233 | 3.250 | 0.025 | 0.015 | 0.020
Research | Spot | 1.431 | 0.371 | 0.836 | 0.052 | 0.023 | 0.024
Presentation | Summ | 3.569 | 1.025 | 2.865 | 0.026 | 0.018 | 0.019

Table 12: Feature level analysis on Informativeness and
Degree of Extraction: spotlight (Spot) vs. Human
Annotated summary (Summ), Additional Results of
Table 3

at least some of the critical information from the
source—while the 0.8 threshold ensures that the
content is sufficiently derived from the source, re-
flecting a high degree of extractiveness.

B.3 Interest Generation aspects of a spotlight

The interest generation in spotlights stems from
their ability to provide a concise, engaging, and
curiosity-inducing preview of the main content.
They serve as a hook by emphasizing key points,
novel insights, or thought-provoking questions,
which draw the audience into exploring the full con-
tent. In spotlighting tasks, well-crafted information
improves user engagement by offering an informa-
tive yet incomplete glimpse, triggering interest to
read further. Interest in a spotlight is generated by
presenting a novel insight, an unresolved question,
or an impactful statement that hints at the signif-
icance of the work while leaving room for deep
exploration. A well-crafted first sentence, often
emphasizing surprise, controversy, or real-world
implications, plays a crucial role in capturing at-
tention. We have done an annotation to find out
the reasoning behind the interest generation by the
same annotators. Figure 6 shows the reasoning be-
hind the generation of interest for a sample from the
Wikipedia dataset. A spotlight sparks interest when
it introduces new or unconventional ideas, methods,
or results in a neutral tone that invites them to ex-
plore further. By presenting departures from typical
approaches-such as relaxed constraints, adaptive
techniques, or novel theoretical insights—it encour-
ages the reader to consider how these changes work
and why they matter. Rather than merely summa-
rizing conclusions, the spotlight subtly emphasizes
the underlying process, uncertainties, or implica-
tions, prompting the reader to mentally engage with
open questions or deeper mechanisms, as also seen
from Fig 1.

To quantitatively evaluate the effectiveness of
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Figure 5: Conference Video Transcription taken as spotlight for the Research Presentation dataset. From slide decks
and talk transcripts, concise spotlights are crafted to reflect the most engaging aspects of the research story. Unlike
abstracts or slide summaries, these spotlights focus on intrigue, contributions, and memorable phrasing, ensuring

that the dataset captures narrative appeal specific to academic communication.

Dataset Distribution Compact- Readability (%) Interest-
ness) Flesch Flesch Gunning | | Dale | McLaug | FORCASTY | Generation (%)
Entropy.. | Skews07 Kincaid) | Readingt y Chall} hlin’sig ! !
News Spot 0.58 0.43 0.68 6.57 65.86 8.46 10.58 14.35 2.82 72.0
Summ 0.91 0.33 0.78 11.24 49.31 13.40 11.42 16.98 -0.90 72.0
CSPubSum Spot 0.66 0.47 0.50 8.69 49.67 11.75 10.61 17.55 4.01 81.0
Summ 0.89 0.22 0.77 14.31 23.74 16.42 12.68 20.40 -0.27 37.0
Wikipedia Spot 0.76 0.29 0.69 8.87 59.22 10.97 11.19 16.12 1.15 83.0
Summ 0.88 0.18 0.89 9.80 52.99 11.95 12.36 17.35 1.04 29.0
Research Spot 0.62 0.38 0.26 11.64 38.10 13.55 11.80 25.10 1.51 75.0
Presentation | Summ 0.84 0.18 0.72 16.23 24.23 17.81 1543 32.65 0.05 25.0

Table 13: Feature level Analysis of spotlight (Spot) vs. GPT-4 generated summary (Summ) for entire datasets, For
Entropy, Compactness, Flesch Kincaid, Gunning score, Dale-Chall and McLaughlin’s score lower values signifies
better result, whereas for Skew50, Flesch Reading score, FORCAST and Interest-Generation higher values signifies
a better result as discussed in Section 3, Additional Results of Table 3

She was the winner of the third series of "The Voice Australia". In 2016, Nissen competed in
"Dansk Melodi Grand Prix 2016", Denmark's national final for the Eurovision Song Contest,
performing the song "Never Alone". She came in second place with 36% of the vote. In 2017,
Nissen competed in "Dansk Melodi Grand Prix 2017" with the song "Where | Am", which she
co-wrote. Anja went on to win and represented Denmark in the Eurovision Song Contest 2017,
where she finished the final in the top 20. Nissen performed at the 2014 Carols by

Candlelight in Melbourne, Australia.

Figure 6: Interest-Generation aspect of a spotlight on Life and Career of Anja Nissen from Wikipedia dataset,
where annotators selectively identify the most engaging and narratively significant parts of a text. The bold
segments represents the achievements, competitions and performances of Anja Nissen that capture attention and
convey intrigue, rather than covering every detail. This mirrors the idea of spotlight generation which focus on a
few compelling elements that can spark curiosity and draw readers into the broader narrative.

Dataset threshold=0.3 threshold=0.8

Rl | R2 | RL | Rl | R2Z | RL
News Spot | 0.422 | 0.201 | 0.365 | 0.014 | 0.013 | 0.014
Summ | 1.243 | 0.261 | 0.995 | 0.007 | 0.002 | 0.007
Spot | 0.595 | 0.218 | 0.513 | 0.101 | 0.020 | 0.101
CSPubSum | e 12792 [ 1245 | 2.441 | 0.056 | 0.008 | 0.047
Wikipedia | SPOU_| 1519 [ 0235 [ 0,995 [ 0.027 | 0.016 | 0.026
Summ | 2.241 | 0.332 | 1.204 | 0.018 | 0.010 | 0.014
Research | Spot | 1.256 | 0.352 | 0.765 | 0.050 | 0.021 | 0.024
Presentation | Summ | 2.856 | 1.011 | 1.965 | 0.025 | 0.017 | 0.016

Table 14: Feature level analysis on Informativeness and

Degree of Extraction: spotlight (Spot) vs. GPT-4
generated summary (Summ), Additional Results of
Table 3

spotlights in generating interest, we conducted
pairwise comparisons between spotlights and sum-
maries for the same 50 documents. Table 15 shows
that spotlights were preferred significantly more
often than summaries for interest generation. This
is evident from the win-rates of spotlight as evident
from 3rd Column of Table 15 : 68% for News, 64%
for CSPubSum, 62% for Wikipedia, and 60% for
Research Presentation which is much higher than
summary.

35477



Dataset Both of them | Spotlight only | Summary only | None of them
News 6 34 6 4
CSPubSum 11 32 4 3
Wikipedia 12 31 1 6
Researc.h 1 30 | 3
Presentation

Table 15: Pairwise annotation results showing preferences for spotlight vs. summary across four datasets. ‘Both’
indicates both generates an interest to read the document; ‘None’ indicates neither generated interest.

C Spotlight Generation Process

Along with other approaches, we also explore a
different preference-based optimization approach -
KTO as discussed below.

KTO (Ethayarajh et al., 2024): We initially use
the summaries for documents in the dataset to cre-
ate a binary preference Kahneman-Tversky Opti-
mization (KTO) dataset. Each document from the
original dataset contributes one upvoted and one
downvoted example. The document paired with
the ground truth spotlight forms the upvoted ex-
ample (indicating a preferred completion), while
the document paired with a summary forms the
downvoted example (denoting undesirable). The
rationale behind this is to generate spotlights over
summary with higher rewards. This results in
the KTO dataset being twice the size of the origi-
nal dataset, with an equal number of upvoted and
downvoted examples. We then apply KTO to the
instruction-tuned versions of base models (e.g.,
Llama-7b-chat-hf, Mistral-7B-Instruct-v0.2) using
the KTO dataset, balancing desirable and undesir-
able weights. Under this setup, we evaluate the
performance of the KTO on three LLMs (Mistral-
7b, Llama2-7b, and Llama3-8b) by comparing its
generations with ground truths on the test set. We
also apply KTO on SFT but the results are not bet-
ter. Among all experiments with different versions
of base models, we report the best outcome only
(which was achieved when KTO was done directly
on the instruct models). These results are denoted
in Tables 21, 23, 25, 27 in rows denoted by KTO
(Mst-7b), KTO (L2-7b) and KTO (L3-Bb).

D Prompts

We use prompting in two stages - data genera-
tion, finetune-inference and critique. There are
two kinds of prompts - system prompt and user
prompt.

D.1 Finetune and Inference prompt

system prompt - You are a helpful, respectful and
honest assistant. Your task is to write spotlight
of documents. A spotlight is a short, concise
overview of the document. It is meant to spark
curiosity in the reader to read the entire article. But
it does not provide much coverage of the content
of the document and that is how it differs from a
summary. Below is an instruction, paired with a
document that provides further context.

user prompt - ### Instruction:

### Document: {document}

### Response:

Specific for different datasets are:

Wikipedia. Write the spotlight of the following
document based on the {category} of {article title}.
The spotlight need not have detailed information
coverage but should include only the key points
that makes the reader curious about the entire
article.

CSPubSum. Write the spotlight of the following
scientific article entitled {main_title} presented as
a document. The spotlight need not have detailed
information coverage but should include only the
key points that makes the reader curious about the
entire article.

News. Write a headline for the following news
article presented as document. Also include a
short description of the article in not more than 4
sentences that can be presented as its highlight.
The headline together with the highlight is the
spotlight for the news article. It need not have
detailed information coverage but should make the
reader curious about the news article.

Research Presentation. Write the spotlight
of the following scientific article presented as a
document. The spotlight need not have detailed
information coverage but should include only the
key points that makes the reader curious about the
entire article.
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D.2 LLM Critique

For LLM (GPT-4, Gemini) Critique, we ask the
LLM with system and user prompt for evaluating
the model-generated spotlights.

system: You are an Al assistant who is to evalu-
ate the spotlight of a textual document. You need to
return a score between 0 and 1 reflecting the quality
of the generated spotlight based on some criteria.
A spotlight is a short summary of some of the most
important sentences of a document that creates a
curiosity to read the actual document.
user: You are given a document and the corre-
sponding spotlight of the document generated by a
language model as follows.
Document: {document}
Ground truth spotlight : {label spotlight}
spotlight generated: {model generated spotlight}
Evaluate the above spotlight for the document in
terms of each of the following criteria and return
only a score between 0 and 1 without any explana-
tion:

» Rate the spotlight — whether the spotlight is
good or bad. A good spotlight provides a
concise, captivating narrative that emphasizes
a document’s most intriguing aspects, foster-
ing reader engagement. A bad spotlight ei-
ther fragments key points without cohesion or
overwhelms with excessive detail, failing to
engage the reader effectively.

E Related Work

We study the Spotlight generation task in diverse
directions and various concepts similar to the spot-
light.

1. Summarization: Researchers focus on sum-
marization task on different domains - news doc-
uments (Du and Huo, 2020; Goyal et al., 2022;
Huang et al., 2014; Fikri et al., 2021), scientific
articles (Cohan and Goharian, 2016, 2017; Cachola
et al., 2020) and other different areas - social me-
dia (Mukherjee et al., 2022; Chakraborty et al.,
2019; Mullick et al., 2024d), wikipedia (Ta et al.,
2023; Frefel, 2020) , dialog (Mullick et al., 2024a)
etc. TLDR (Cachola et al., 2020), TLDR9+ (So-
tudeh et al., 2021), CiteSum (Mao et al., 2022),
(Narayan et al., 2018) work on extreme summariza-
tion of main concepts of articles. People also focus
on different summarization - query focused (Vig
et al., 2022; Baumel et al., 2016; Liu et al., 2024),
layman summarization (Goldsack et al., 2023;

Salaiin et al., 2022; Luo et al., 2022), goal ori-
ented (Goldstein et al., 2007; Ham et al., 2020; Jin
et al., 2024), persona-based (Mullick et al., 2024c)
etc. CTRLSum (He et al., 2020), (Zhang et al.,
2023) and (Ribeiro et al., 2023) focus on sum-
maries with controllable readability. Researchers
also work on summarizing documents with respect
to key elements (Ryu et al., 2024; Wang et al.,
2023). But, the problem of spotlight generation
differs from these summarization tasks.

2. Highlight Generation: People focus on high-
light detection task in different directions - story
highlight (Woodsend and Lapata, 2010), research
paper highlight (Rehman et al., 2023a,b), micro-
blog news highlight (Wei and Gao, 2018), Teaser
generation (Karn et al., 2019), highlight span ex-
traction (Arumae et al., 2019; Cho et al., 2020).
But, these work mostly focus on extracting mul-
tiple spans as a highlight. Our works differ from
the fact that we generate most important part of the
article which will entice reader to read through the
article.

3. Headline/Title Generation: Researchers aim at
developing different approaches - sequence predic-
tion (Colmenares et al., 2015) for headline gener-
ation, personalized headline generation (Ao et al.,
2021, 2023), self-attention based headline genera-
tion (Gavrilov et al., 2019). But our task is different
from traditional headline generation work which is
too short.

4. Teaser Production: Teasers serve as a power-
ful strategy for promoting content across various
domains. Earlier works cover teaser generation
from long documents (Xu et al., 2024), news arti-
cle (Karn et al., 2019), ted-talks (Vico and Niehues,
2022) etc.

Our work differs from all of the above as Spot-
light has different features than summary, highlight,
headline and teaser, and serves different perspec-
tives. This concept of spotlight is also different
from the notion of entity-extraction (Mullick et al.,
2024e; Guha et al., 2021; Mullick et al., 2022c,
2021), opinion context detection (Mullick et al.,
2017b, 2016, 2018a,b, 2019, 2017a). intent phrase
identification task in specialized contexts (Mullick
et al., 2022d,b; Mullick, 2023b,a; Mullick et al.,
2022a; Mullick, 2022; Mullick et al., 2024b, 2023,
2024f).
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F Experimental Settings

F.1 Time and GPU

We experiment on 80GB A100 GPU with GPU
clock cycle 210 MHz. The finetuning and inference
time of our finetuned models are in Table 16.

Model Finetune Time | Inference Time
L2-7b-FT 20 hrs 2hrs 30 mins
DPO (L2-7b) 40 hrs 2hrs 30 mins
KTO (L2-7b) 96 hrs 2hrs 30 mins
Mst-7b-FT 17 hrs 2hrs 10 mins
DPO (Mst-7b) 36 hrs 2hrs 10 mins
KTO (Mst-7b) 83 hrs 2hrs 10 mins
L3-8b-FT 22 hrs 3hrs 20 mins
DPO (L3-8b) 44 hrs 3hrs 20 mins
KTO (L3-8b) 91 hrs 3hrs 20 mins

Table 16: Model Training Time [using 80GB A100
GPU]

F.2 Hyperparameter Optimization

For all fine-tuning (SFT) and alignment (DPO,
KTO) experiments, we use QLoRA with 4-bit quan-
tization, LoORA r = 64, optimization is done with
AdamW optimizer, and an effective training batch
size of 16 (with gradient accumulation) over 4
epochs. For SFT, we use a learning rate of 5 x 1075
with linear schedule. For DPO, we use 3 = 0.01
and a learning rate of 5 x 1076 with cosine sched-
ule. For KTO, we use 8 = 0.01, with both desir-
able and undesirable weights set to default 1 and a
learning rate of 5 x 10~% with linear schedule.

F.3 Train-validation-test Split

Table 17 shows train-validation-test splits of dataset
for experiments.

Dataset Total | Train | Validation | Test

News Category 14080 | 13000 80 1000
CSPubSum 7591 6408 80 1103
Wikipedia 17323 | 14279 500 2544
Research Presentation | 1230 1000 100 130

Table 17: Statistics of the spotlight datasets used

G Human Annotations

G.1 Task 1 - Identify Interest-Generation

A paragraph describing an article is provided to
you and you are asked whether reading that para-
graph generates further interests to read the entire
document. Use your judgment and perspective to
make this determination, ensuring the information
is relevant and clear to you.

Annotation Guidelines for Comparative Rating:
We provide instructions with explanations of curios-
ity generation after reading the provided paragraph

(either a spotlight or summary). User is asked to
identify if the paragraph generates curiosity to read
the entire article as shown in Fig 7.

Instructions: The instructions are the following
- In this study, you will assess whether a brief de-
scription of an article sparks your interest in read-
ing the entire article. You will be provided with a
Short Description (SD) for an article.

Carefully review the Short Description. No ad-
ditional software download is required. Use a
browser, preferably Google Chrome, and ensure
a stable internet connection. Allocate time judi-
ciously for crafting each of the summaries based
on the provided 20 SD instances.

After completion, you will be asked to provide
feedback on the generation exercise, platform in-
teraction, and details about your academic back-
ground, age, country of birth or experience.

Payment Requirements: Upon completing the
study, click on the provided link containing the
completion code to redirect you to the Prolific plat-
form. Payment will be processed within one to two
weeks.

Ethical Considerations: Adhere to strict confi-
dentiality and data protection standards to ensure
privacy. If you have concerns or questions, feel
free to reach out, as this study aligns with ethical
guidelines.

This study aims to harness diverse perspectives,
including those of academic professionals, to re-
fine the curiosity generation for enhanced utility in
various contexts.

Please do not use ChatGPT/GPT4 or any Large
Language Models - all responses must be produced
by human annotators. It is a strict instruction and
will be checked manually - if any issue: the submis-
sion will be rejected and re-doing will be required.

Participant Prescreening criteria:
* Age above 24
* Primary Language is English

* Minimum Graduation degree is either Gradu-
ate degree (MA/MSc/MPhil/other) or Doctor-
ate degree (PhD/other)

* Approval Rate in platform > 85% and mini-
mum number of previous submissions > 30.
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G.2 Task 2 - Summary Generation

In this task, you are asked to generate a summary.
You will be provided with a section name and a
source document (link) — wikipedia or news article,
etc. Read the section of the Source Document
and craft summaries. Use your understanding and
perspective to tailor the information in a way that
is most relevant and comprehensible.

Instructions: Carefully review the Source Docu-
ment. No additional software download is required.
Use a browser, preferably Google Chrome, and en-
sure a stable internet connection. Allocate time ju-
diciously for crafting each of the summaries based
on the provided 10 SD instances. After completion,
you will be asked to provide feedback on the gen-
eration exercise, platform interaction, and details
about your academic background, age, country of
birth, and any medical background or experience
with the summary generation task. Your summary
length (word count) must be around 15% (£ 20
words) of the document. For example if the Source
Document has 1000 words, the summary must have
between 130 to 170 words. Please do not use Chat-
GPT/GPT4 or any Large Language Models - all
reponse should be generated by human properly. It
is a strict instruction and will be checked manually
- if any issue: it will be rejected and re-doing will
be required.

Payment Requirements. Upon completing the
study, click on the provided link containing the
completion code to redirect you to the Prolific plat-
form. Payment will be processed within one to two
weeks.

Ethical Considerations. Adhere to strict confi-
dentiality and data protection standards to ensure
privacy. If you have concerns or questions, feel
free to reach out, as this study aligns with ethical
guidelines.

Participant Prescreening criteria.
* Age above 24
* Primary Language is English

* Minimum Graduation degree is either Gradu-
ate degree (MA/MSc/MPhil/other) or Doctor-
ate degree (PhD/other)

* Approval Rate in platform > 85% and mini-
mum number of previous submissions > 30.

G.3 Task 3 - Mini-Story Validation

In this study, you are tasked with evaluating para-
graphs to determine which one aligns more closely
with the characteristics of a mini story. You will be
provided with two paragraphs — which highlights
some research work. You will be provided with
pairs of paragraphs. Your job is to carefully read
both paragraphs in each pair and decide which one
feels more like a mini story — that is, concise, en-
gaging, and complete with a clear sense of narrative
or resolution. Use your understanding and perspec-
tive to tailor the information in a way that is most
relevant and comprehensible.

Annotation Guidelines for Comparative Rat-
ing: We provide instructions with explanations of
mini-story after reading the provided paragraph
(either a spotlight or summary/highlight). User is
asked to identify which of the either paragraphs or
both the paragraphs are a mini-story.

Instructions: The instructions are the following

Review both paragraphs in each pair attentively.
Select the paragraph that you believe better cap-
tures the essence of a mini story. No prior knowl-
edge is required, and no additional software down-
load is needed. Use a browser, preferably Google
Chrome, and ensure a stable internet connection.
Allocate sufficient time for each comparison to
make thoughtful decisions on the provided 10 in-
stances.

After completion, you will be asked to provide
feedback on the generation exercise, platform in-
teraction, and details about your academic back-
ground, age, country of birth or experience.

Payment Requirements: Upon completing the
study, click on the provided link containing the
completion code to redirect you to the Prolific plat-
form. Payment will be processed within one to two
weeks.

Ethical Considerations: Adhere to strict confi-
dentiality and data protection standards to ensure
privacy. If you have concerns or questions, feel
free to reach out, as this study aligns with ethical
guidelines.

Please do not use ChatGPT/GPT4 or any Large
Language Models - all reponse should be generated
by human properly. It is a strict instruction and will
be checked manually - if any issue: the submission
will be rejected and re-doing will be required.

Participant Prescreening criteria:-

* Age above 24

35481



* Primary Language is English

* Minimum Graduation degree is either Gradu-
ate degree (MA/MSc/MPhil/other) or Doctor-
ate degree (PhD/other)

* Approval Rate in platform > 85% and mini-
mum number of previous submissions > 30.

Dataset Both Better(%) | Spotlight (%) | Summary (%)
News Category 72 16 12
CSPubSum 72 16 8
Wikipedia 68 20 12
Research Presentation 80 12 8

Table 18: Mini-Story Validation Study - Prolific

H Examples

One example of the human annotation interface is
shown in Fig 7.

I Experimental Results

We analyzed the performance of traditional and
LLM-based approaches, including the preference
optimization techniques using various reference-
less metrics and LLM-critiquing. We also assess
different variations of DPO with held-out data.

I.1 Performance of Traditional Baseline
Approaches

In addition to the results in Table 5, we have also
explored different traditional approaches for spot-
light generation and results for News, CSPubSum,
Wikipedia and Research Presentation datasets are
shown in Table 20, 22, 24 and 26. It is seen that
even simple SFT-based approaches on LLMs per-
form much better than these traditional approaches
across all metrics. This performance gap may be
due to the advanced architectures and targeted op-
timizations of LLM models which are fine-tuned
specifically for task performance and user prefer-
ences, whereas the older models do not benefit
from the same level of refinement and cutting-edge
techniques, leading to their comparatively lower
performance.

1.2 Performance of DPO vis-a-vis other
LLM-based approaches

In addition to the results presented in Table 6, we
demonstrate the effectiveness of the DPO and KTO
approach for spotlight generation across various
evaluation criteria for Llama3-8b (L3-8b), Llama2-
7b (L2-7b) and Mistral-7b (Mst-7b) large language

model (LLM) for each datasets in Table 21 (for
News), 23 (for CSPubSum), 25 (for Wikipedia)
and 27 (for Research Presentation). We report eval-
uations for Llama2-7b, Mistral-7b and Llama3-8b
finetuning abbreviated as L2-7b-FT, Mst-7b-FT
and L3-8b-FT, general instruction tuned vanilla
model L2-7b-VA, Mst-7b-VA and L3-8b-VA, DPO
DPO(L2-7b), DPO(Mst-7b) and DPO(L3-8b) and
KTO KTO(L2-7b), KTO(Mst-7b) and KTO(L3-
8b). It is seen that

* DPO consistently outperforms vanilla models,
supervised fine-tuning (SFT), KTO and GPT-
4 (1-shot) (in most of the cases) proving its
superiority in spotlight generation.

* SFT only approach is a close second, however,
DPO consistently improves over SFT methods
indicating its utility and the potency of SFT
when the reference negative examples (here
summaries) are not available

* Vanilla L3-8b-VA performs the worst, strug-
gling in both traditional and advanced eval-
uations, highlighting the importance of fine-
tuning or DPO across all datasets.

e for News, CSPubSum and Research Presenta-
tion datasets, Llama3-8b fine-tuning and DPO,
both perform better than GPT-4 (1-shot) for
traditional metrics whereas for Research Pre-
sentation, GPT-4 (1-shot) performs better than
the fine-tuning model but worse than DPO.

* GPT-4 (1-shot) is strong in UniEval Relevance
and Critique (it is best among all in Wikipedia)
but falls behind in ROUGE and BERTScore,
suggesting it produces more readable but not
necessarily more extractive spotlights.

* For Wikipedia data, all models show
higher Rouge scores with lower UniEval
relevance/GPT-4 Critique suggests that while
the spotlights have significant lexical overlap
with the reference, they may lack deeper se-
mantic coherence.

* Notably, the Llama3-8b based DPO model
achieves statistically significant improve-
ments (p < 0.05) over other model variations.

e Across all the datasets, both Llama2 and
Mistral models consistently show that DPO
optimization leads to superior performance
over KTO—evidenced by higher ROUGE,
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Life and career of Anja Nissen

SD:- She was the winner of the third series of "The Voice Australia". In 2016, Nissen competed
in "Dansk Melodi Grand Prix 2016", Denmark's national final for the Eurovision Song Contest,
performing the song "Never Alone". She came in second place with 36% of the vote. In 2017,
Nissen competed in "Dansk Melodi Grand Prix 2017" with the song "Where | Am", which she
co-wrote. Anja went on to win and represented Denmark in the Eurovision Song Contest 2017,
where she finished the final in the top 20. Nissen performed at the 2074 Carols by Candlelight

in Melbourne, Australia.

Interested

Not Interested

Figure 7: Spotlight curiosity experiment example snapshot

BERT-F1, UniEval relevance, and GPT-4 Cri-
tique scores. This aggregated trend reinforces
the robustness of the DPO approach in spot-
light generation across diverse domains.

* The experimental results indicate that the
DPO-based approach outperforms large
LLMs (GPT-3.5, Gemini and GPT-4) in 1-shot
evaluations for spotlight generation.

* Also, to validate the GPT-4 critique scores
against robust human judgment, we conducted
an additional human annotation study simi-
lar to (Mullick et al., 2024c¢) to evaluate the
alignment between human judgment and auto-
mated assessments for 20 documents for each
dataset. In this study, annotators were pre-
sented with the model-generated spotlight and
asked to categorize them into one of two op-
tions - ‘good’ or ‘bad’. Then, we calculate
the Point-biserial correlation coefficient be-
tween GPT-4 critique scores and human judg-
ment. We obtain an overall average of 0.751
point-biserial correlation coefficient between
them, which validates GPT-4 critique scores
are robust and reliable against human judg-
ment studies.

LI.3 Reference-less metrics for Spotlight
Generation

In Table 19, we focused on the best-performing
models—specifically, the DPO-based Llama3-8b
and GPT-4 (1-shot) approaches—and assessed their

outputs using reference-less metrics, including
UniEval (Coherence, Consistency, Fluency) and
G-Eval(Relevance, Coherence, Factuality, Concise-
ness). The results indicate that while GPT-4 (1-
shot) generates spotlights that are notably readable
and contextually relevant, the DPO-based model
consistently excels in semantic coherence and con-
sistency across diverse datasets. These findings
suggest that the targeted fine-tuning strategy inher-
ent in the DPO approach effectively enhances the
model’s capacity to capture the nuanced character-
istics of high-quality spotlights, underscoring its
robustness for applications demanding high seman-
tic fidelity.

1.4 Different Variations of DPO with Held-out
Data

Table 6 demonstrates that DPO applied to the larger,
fine-tuned Llama3-8b model consistently outper-
forms other LLM-DPO combinations across all
datasets and metrics. This suggests that model
size and fine-tuning play a crucial role in DPO’s
effectiveness. We have explored different DPO con-
figurations using data and fine-tuning as in Table
29:

* DPO (vnl): all data for DPO directly on
vanilla (pre-trained) LLMs without fine-
tuning.

* DPO (n/2): 50% data for the supervised fine-
tuning model and rest 50% data for DPO
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* DPO (all): all data for fine-tuning followed
by all data for DPO.

Interestingly, option 2 (50% data each for fine-
tuning and DPO) achieves the best results for
Llama3-8b based DPO variants across Rouge-1
(R1), Rouge-2 (R2), Rouge-L (RL), BERTScore
F1 (BeF1), UniEval Relevance (Rel) and GPT-4
critique scores - Rating (Rat) for all four datasets.
Using 50% of the data for supervised fine-tuning
allows the model to learn directly from high-quality
examples of spotlights, establishing a strong base-
line understanding of the desired output style. The
remaining 50% is then used for DPO, where the
model refines its decision-making by comparing
preferred spotlight against summary. This two-
stage approach combines the strengths of learning
from examples with contrastive learning, ensuring
the model not only understands what a good spot-
light looks like but also how to distinguish it from
a summary. This suggests a potential sweet spot be-
tween model capacity and fine-tuning for optimal
DPO performance shown in Table 29.

L.5 Robustness of the GPT-4 Critiquing

To validate our evaluation framework, we access
the robustness of the GPT-4 critiquing system. We
evaluate all the DPO model generated spotlights
in the test set with Gemini-Pro model keeping the
same prompts and criteria as used earlier for GPT-
4. Gemini scores are described in Table 28 and
values are aligned with GPT-4 scores. The GPT-
4-Gemini correlation coefficient is 0.98 showing
perfect alignment. This verifies that the GPT-4
based evaluation is impartial and robust.

1.6 Cross-Domain Generalization of DPO

Our primary focus is on establishing a solid foun-
dation for spotlight generation and demonstrating
the efficacy of our proposed method within the cho-
sen domains. Table 6 shows a considerable perfor-
mance improvement of models when trained using
SFT or DPO on a specific domain, but a question re-
mained on the generalizability capability of the pro-
posed models. We take the best-performing model
(Llama3-8b DPO model) trained on one dataset
and test it on the other dataset. An additional set of
experiments in Table 30 shows the generalizability
of the best performing model, DPO (L3-8b) from
Table 6. indicating that the DPO-enhanced model
robustly generalizes to unseen domains without sig-
nificant degradation. This outcome reinforces the

model’s consistency and effectiveness across var-
ied datasets. The results show comparable outcome
to in-domain dataset assessment as shown in Table
6.

J Edge-Case Evaluation and Limitations

To better understand the limitations of our ap-
proach, we conducted a qualitative analysis of fail-
ure cases and edge scenarios in model-generated
spotlights. This analysis reveal some common pat-
terns such as hallucination and misrepresentation
of the source content. Fig. 8 shows a spotlight
which inaccurately frames the research as a com-
mercial advertisement, reflecting a failure mode
where the model prioritizes engagement over fac-
tual grounding.
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Model UniEval G-Eval
Coherence | Consistency | Fluency | Relevance | Coherence | Factuality | Conciseness
News
L3-8b-VA 75.3 85.0 80.1 68.6 73.2 75.4 72.5
GPT-4 (1-shot) 83.8 90.2 88.2 82.2 85.8 88.5 834
L3-8b-FT 82.8 93.0 89.9 81.5 84.4 87.1 83.1
DPO (L3-8b) 83.4 94.8 90.1 83.6 85.2 88.4 84.4
CSPubSum
L3-8b-VA 62.5 70.5 72.3 60.3 63.4 64.4 62.8
GPT-4 (1-shot) 66.2 77.8 87.2 66.9 69.1 72.5 68.2
L3-8b-FT 69.8 74.4 88.3 64.8 68.6 70.1 67.4
DPO (L3-8b) 69.5 75.3 89.7 67.4 70.6 73.0 69.5
Wikipedia
L3-8b-VA 65.2 73.8 80.2 62.1 64.5 66.7 63.5
GPT-4 (1-shot) 73.1 81.9 88.6 71.3 75.5 79.1 73.2
L3-8b-FT 73.7 80.4 90.6 70.3 74.2 78.7 72.8
DPO (L3-8b) 75.9 79.2 91.2 69.0 73.6 71.5 71.2
Research Presentation

L3-8b-VA 80.4 69.6 85.3 69.2 79.1 73.4 70.5
GPT-4 (1-shot) 88.2 78.9 86.3 74.3 79.4 78.5 75.5
L3-8b-FT 86.9 72.3 88.3 75.8 80.2 78.1 76.4
DPO (L3-8b) 84.8 76.6 89.7 77.4 81.9 80.2 77.5

Table 19: UniEval and G-Eval reference-free evaluation criteria Results (The best outcomes are in Bold) for each
dataset, Additional Results of Table 6

Model Traditional Metrics UniEval | GPT-4
R1 | R2 | RL | Mt | Bl | BeF1 Rel Critique

L2-7b-FT | 349 | 14.6 | 279 | 31.2 | 5.5 | 81.0 80.6 89.6
Mst-7b-FT | 32.1 | 12.3 | 25.0 | 283 | 3.8 | 80.4 79.9 89.4
L3-8b-FT | 36.5 | 15.8 | 28.1 | 32.8 | 6.5 | 81.5 82.2 89.4
LF 149 | 6.1 | 109 | 222 |19 | 719 75.7 48.8
T5-FT 18.0 | 10.6 | 18.0 | 25.0 | 4.0 | 76.0 717.5 69.2
BART 196 | 83 | 142|284 |3.1| 758 81.9 71.2
Pegasus | 20.1 | 7.1 | 14.4 | 247 | 2.4 | 75.7 77.2 70.7
Falcon 150 | 2.7 | 10.0 | 18.0 | 0.3 | 72.0 76.3 48.0
TLDR 299 | 11.1 | 23.1 | 240 | 1.5 | 79.0 77.3 69.3

Table 20: Traditional, UniEval and GPT-4 Critique evaluations on News Dataset - comparison of baselines with
SFT, Additional Results of Table 5

Our cutting-edge Al model redefines workplace safety by eliminating tedious individual
calibration. Powered by ANFIS, this breakthrough technology delivers fast, accurate, and
hassle-free workload assessments—because efficiency shouldn't come at the cost of precision.
The future of ergonomic excellence starts now!

Figure 8: Spotlight Example of failure case
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Model Traditional Metrics UniEval | GPT-4

R1 | R2 | RL | Mt | Bl | BeF1 Rel Critique
L2-7b-VA 155 | 38 | 114|172 05| 70.6 62.3 72.6
L2-7b-FT 349 | 14.6 | 279 | 31.2 | 55 | 81.0 80.6 89.6
DPO (L2-7b) 355|152 (285|316 | 6.1 | 812 82.3 89.7
KTO (L2-7b) 313 | 11.9 | 23.6 | 243 | 2.8 | 79.5 81.9 82.3
Mst-7b-VA 20.1 | 5.6 | 142|229 0.7 | 742 70.1 76.5
Mst-7b-FT 32.1 | 123 1 25.0 | 283 | 3.8 | 804 79.9 89.4
DPO (Mst-7b) | 344 | 129 | 25.8 | 29.8 | 4.3 | 82.5 82.6 91.4
KTO (Mst-7b) | 26.3 | 9.5 | 19.7 | 242 | 2.1 | 70.6 80.3 89.3
L3-8b-VA 159 | 6.8 | 11.8 | 252 |20 | 73.8 70.6 78.0
L3-8b-FT 36.5 | 15.8 | 28.1 |328 | 65| 81.5 82.2 89.4
DPO (L.3-8b) 36.8 | 16.0 | 28.6 | 33.5 | 6.9 | 83.6 84.7 91.3
KTO (L3-8b) 28.8 | 11.1 | 21.7 | 289 | 2.7 | 779 81.4 89.3
GPT-3.5 (1-shot) | 283 | 11.3 | 22.0 | 23.7 | 2.3 | 77.1 82.5 80.4
GPT-4 (1-shot) | 31.3 | 12.1 | 22.3 | 32.8 | 3.4 | 79.5 83.1 90.1
Gemini (1-shot) | 29.3 | 14.1 | 23.4 | 239 | 3.4 | 80.6 82.7 90.0

Table 21: Traditional, UniEval and GPT-4 Critique evaluations on News Dataset, (The best outcomes are marked in
Bold) Additional Results of Table 6

Model Traditional Metrics UniEval | GPT-4
R1 | R2 | RL | Mt | Bl | BeF1 Rel Critique

L2-7b-FT | 28.1 | 8.6 | 204 | 24.8 | 2.7 | 81.3 66.6 77.8
Mst-7b-FT | 257 | 6.9 | 17.7 | 176 | 1.7 | 77.4 65.1 77.0
L3-8b-FT | 31.9 | 9.7 | 22.6 | 23.6 | 3.1 | 69.0 67.1 79.5
LF 16.0 | 48 | 11.5 | 16.7 | 1.7 | 674 55.2 68.7
T5-FT 20.0 | 5.0 | 16.0 | 150 | 2.0 | 71.0 63.2 75.9
BART 19.1 |33 | 83 | 19324 | 719 64.7 70.2
Pegasus 178 | 4.1 ] 92 | 169 | 1.7 | 70.8 62.5 60.9
Falcon 170 3.0 | 11.0 | 150 | 0.8 | 74.0 55.2 38.4
TLDR 195 156|148 | 11.6 | 0.6 | 77.6 62.9 72.3

Table 22: Traditional, UniEval and GPT-4 Critique evaluations on CSPubSum Dataset - comparison of baselines
with SFT, Additional Results of Table 5

Model Traditional Metrics UniEval | GPT-4
R1 | R2 | RL | Mt | Bl | BeF1 Rel Critique

L2-7b-VA 143 33| 9.7 | 109 | 0.9 | 459 58.6 79.0
L2-7b-FT 28.1|8.6|204|248 |27 | 81.3 64.8 77.8
DPO (L2-7b) 304921268 | 251 |28 81.6 65.1 83.1
KTO (L2-7b) 277 8.1 1]19.0|229 |25 | 79.7 64.6 78.6
Mst-7b-VA 138 129| 9.1 | 10,6 | 0.7 | 464 59.2 79.7
Mst-7b-FT 257169 177|176 | 1.7 | 774 64.0 77.0
DPO (Mst-7b) | 299 | 7.6 | 20.1 | 25.8 | 2.9 | 81.4 65.4 85.0
KTO (Mst-7b) | 27.9 | 7.4 | 18.2 | 25.1 | 2.6 | 80.0 64.8 78.1
L3-8b-VA 155138 (102 | 128 | 1.0 | 47.2 60.1 73.6
L3-8b-FT 319 1 9.7 | 22.6 | 23.6 | 3.1 | 81.8 67.1 79.5
DPO (L3-8b) 323199 |230 (249 |35 | 823 67.8 89.0
KTO (L3-8b) 20.1 | 54 | 132|151 ] 1.6| 750 64.6 81.0
GPT-3.5 (1-shot) | 27.5 | 69 | 179 | 199 | 2.6 | 79.5 65.2 76.8
GPT-4 (1-shot) | 28.7 | 7.4 | 17.9 | 23.3 | 3.2 | 80.8 66.8 82.1
Gemini (1-shot) | 26.6 | 5.7 | 17.2 | 180 | 1.6 | 78.5 67.1 71.5

Table 23: Traditional, UniEval and GPT-4 Critique evaluations on CSPubSum Dataset, (The best outcomes are
marked in Bold) Additional Results of Table 6
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Model Traditional Metrics UniEval | GPT-4

Rl | R2 | RL | Mt | Bl | BeF1 Rel Critique
L2-7b-FT | 293 | 13.6 | 26.2 | 22.8 | 59 | 70.0 67.2 514
Mst-7b-FT | 25.5 | 14.5 | 21.8 | 20.3 | 84 | 78.8 66.9 52.8
L3-8b-FT | 42.4 | 26.0 | 38.2 | 38.2 | 16.6 | 81.3 69.2 64.8
LF 16.2 | 46 | 12.0 203 | 1.0 | 70.0 63.2 435
T5-FT 252 82 | 21.1 | 195 7.1 | 68.7 65.2 54.6
BART 239 | 85 | 17.6 | 27.5| 3.3 | 74.6 69.2 41.3
Pegasus 198 | 55 | 1421219 19 | 719 64.2 47.8
Falcon 170 | 50 | 12.0 | 22.0| 1.2 | 71.0 63.4 45.8
TLDR 258 | 9.8 | 214|203 |3.14 | 744 63.9 61.0

Table 24: Traditional, UniEval and GPT-4 Critique evaluations on Wikipedia Dataset - comparison of baselines with
SFT, Additional Results of Table 5

Model Traditional Metrics UniEval | GPT-4

Rl | R2 | RL | Mt | Bl | BeFl Rel Critique
L2-7b-VA 170 | 41 | 127183 | 1.2 | 673 62.1 424
L2-7b-FT 293|136 | 262|228 | 59 | 70.0 67.2 514
DPO (L2-7b) 38.6 | 23.5 | 35,5 | 309 | 15.7 | 80.1 67.5 55.6
KTO (L2-7b) 315 | 18.6 | 27.6 | 29.8 | 13.4 | 81.1 66.1 55.6
Mst-7b-VA 189 | 49 | 1371204 | 14 | 70.2 63.4 36.4
Mst-7b-FT 255|145 |21.8 203 | 84 | 7838 66.9 52.8
DPO (Mst-7b) | 37.2 | 20.8 | 28.1 | 27.1 | 13.9 | 82.9 67.1 65.2
KTO (Mst-7b) | 34.1 | 19.9 | 22.7 | 23.1 | 11.7 | 78.6 66.2 63.0
L3-8b-VA 203 | 65 | 150|236 | 22 | 71.7 65.7 52.1
L3-8b-FT 424 1260 | 38.2 | 38.2 | 16.6 | 81.3 69.2 64.8
DPO (L3-8b) 42.5 | 26.3 | 38.4 | 38.7 | 16.7 | 834 67.3 67.3
KTO (L3-8b) 320|149 | 224 |29.1 | 11.5 | 82.0 65.2 60.0
GPT-3.5 (1-shot) | 29.8 | 11.5 | 23.6 | 223 | 42 | 77.7 68.3 60.2
GPT-4 (1-shot) | 34.6 | 13.8 | 26.1 | 30.8 | 7.1 80.4 70.2 73.5
Gemini (1-shot) | 29.7 | 15.3 | 26.1 | 289 | 5.1 | 79.0 68.0 61.0

Table 25: Traditional, UniEval and GPT-4 Critique evaluations on Wikipedia Dataset, (The best outcomes are
marked in Bold) Additional Results of Table 6

Model Traditional Metrics UniEval | GPT-4
R1 | R2 | RL | Mt | Bl | BeF1 Rel Critique

L2-7b-FT | 299 | 7.1 | 165|149 | 2.1 | 772 74.7 80.1
Mst-7b-FT | 36.6 | 89 | 17.0 | 18.1 | 2.2 | 79.2 75.2 80.5
L3-8b-FT | 283 |69 | 147 | 13.7 | 1.6 | 76.5 76.7 81.2
LF 132122 55|79 |05 615 69.7 68.7
T5-FT 183 (23| 96 | 66 | 1.1 | 67.0 70.7 714
BART 168 | 1.5 32 | 114 | 15| 689 73.7 61.0
Pegasus 155 1.1 35 | 102 | 1.2 | 68.8 69.7 52.9
Falcon 152 16| 62 | 70 | 0.6 | 71.0 68.7 39.6
TLDR 171121 89 | 86 | 04| 73.6 69.7 67.3

Table 26: Traditional, UniEval and GPT-4 Critique evaluations on Research Presentation Dataset - comparison of
baselines with SFT, (The best outcomes are marked in Bold) Additional Results of Table 5
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Model Traditional Metrics UniEval GPT-4

R1 | R2 | RL | Mt | Bl | BeF1 Rel Critiquie
L2-7b-VA 125 3.1 ] 9.6 | 81 | 0.7 | 46.3 68.5 78.5
L2-7b-FT 299 | 7.1 |165|149 (21| 772 74.7 80.1
DPO (L2-7b) 30569 166|154 |19 | 775 75.1 85.2
KTO (L2-7b) 285166 | 149 | 145 |20 | 753 74.4 83.6
Mst-7b-VA 13.6 | 26| 9.0 | 102 | 0.6 | 47.2 69.3 79.7
Mst-7b-FT 36.6 | 89 | 17.0 | 18.1 | 2.2 | 79.2 75.2 80.5
DPO (Mst-7b) | 37.3 | 8.8 | 17.5 | 186 | 2.6 | 79.3 75.8 85.6
KTO (Mst-7b) | 34.8 | 7.3 | 16.5 | 180 | 2.2 | 78.5 74.9 82.1
L3-8b-VA 156 | 32| 10.1 | 12.8 | 1.0 | 485 70.2 73.6
L3-8b-FT 283169 | 147 | 13.7 | 1.6 | 76.5 76.7 81.2
DPO (L3-8b) 38.2 89 |18.7 | 199 | 34 | 79.6 76.8 88.8
KTO (L3-8b) 281 |63 146|142 |14 | 773 74.2 86.4
GPT-3.5 (1-shot) | 26.1 | 6.5 | 13.6 | 14.1 | 1.3 | 75.3 74.8 78.3
GPT-4 (1-shot) | 323 | 7.1 |16.8 | 179 | 2.1 | 77.2 75.2 81.6
Gemini (1-shot) | 273 | 6.9 | 15.1 | 164 | 1.6 | 764 75.8 80.5

Table 27: Traditional, UniEval and GPT-4 Critique evaluations on Research Presentation Dataset, (The best
outcomes are marked in Bold) Additional Results of Table 6

Dataset Model Rat

News DPO (L2-7b) | 91.6

News DPO (Mst-7b) | 94.6

News DPO (L3-8b) | 93.5
CSPubSum DPO (L2-7b) | 85.3
CSPubSum DPO (Mst-7b) | 84.6
CSPubSum DPO (L3-8b) | 87.1
Wikipedia DPO (L2-7b) | 58.3
Wikipedia DPO (Mst-7b) | 69.2
Wikipedia DPO (L3-8b) | 71.4
Research Presentation | DPO (L2-7b) | 83.9
Research Presentation | DPO (Mst-7b) | 84.2
Research Presentation | DPO (L3-8b) | 87.3

Table 28: Gemini Critique on DPO variants

Dataset Model Traditional Metrics UniEval | GPT-4
R1 ‘ R2 ‘ RL ‘ Mt ‘ Bl ‘ BeF1 Rel Critique
DPO using Vanilla Model
News Corpus DPO (L3-8b) | 16.2 | 7.1 | 163 | 263 | 2.6 | 74.9 74.0 82.3
CSPubSum DPO (L3-8b) | 17.5 | 4.6 | 11.1 | 13.3 | 1.7 | 52.6 57.3 75.1
Wikipedia DPO (L3-8b) | 23.6 | 8.2 | 16.7 | 252 | 3.8 | 73.9 60.6 57.1
Research Presentation | DPO (L3-8b) | 16.8 | 6.9 | 14.8 | 22.5 | 3.1 | 63.1 614 68.4
DPO using SFT Model on full data
News Corpus DPO (L3-8b) | 186 | 8.6 | 19.3 | 273 | 2.8 | 75.1 75.2 85.2
CSPubSum DPO (L3-8b) | 184 | 6.5 | 15.1 | 223 | 2.7 | 56.8 56.6 76.9
Wikipedia DPO (L3-8b) | 23.8 | 9.3 | 18.1 | 25.7 | 4.6 | 73.1 59.2 59.3
Research Presentation | DPO (L3-8b) | 17.5 | 7.2 | 16.3 | 245 | 3.7 | 64.5 58.2 69.4
DPO using 50% data on SFT model and 50% on DPO

News Corpus DPO (L3-8b) | 36.8 | 16.0 | 28.6 | 33.5 | 6.9 | 83.6 84.7 91.3
CSPubSum DPO (L3-8b) | 32.3 | 9.9 | 230|249 | 35 | 823 67.8 89.0
Wikipedia DPO (L3-8b) | 42.5 | 26.3 | 384 | 38.7 | 16.7 | 83.4 67.3 67.3
Research Presentation | DPO (L3-8b) | 38.2 | 8.9 | 187 | 199 | 34 | 79.6 76.8 88.8

Table 29: DPO variant - DPO using vanilla model, SFT using full data and SFT using 50% of data
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Traditional Metrics GPT-4

R1 | R2 | RL | Mt | Bl | BeF1 | Critique

News CSPubSum | 28.7 | 9.4 | 213|232 | 3.0 | 80.2 71.5

News Wikipedia | 34.2 | 21.6 | 32.7 | 332 | 11.2 | 76.2 63.1
CSPubSum News 283 | 93 | 242|271 | 34 | 793 75.0
CSPubSum | Wikipedia | 35.1 | 19.7 | 289 | 29.1 | 10.3 | 754 65.8
Wikipedia News 30.1 | 11.3 | 253 | 26.1 | 49 | 815 74.0
Wikipedia | CSPubSum | 283 | 9.2 | 204 | 22.1 | 3.1 | 783 72.0

Training set Test set

Table 30: Cross Dataset Validation Assessment on DPO (Llama3-8b) model
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