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Abstract

We introduce Paralinguistic Speech Captions
(ParaSpeechCaps), a large-scale dataset that
annotates speech utterances with rich style
captions. While rich abstract tags (e.g. gut-
tural, nasal, pained) have been explored in
small-scale human-annotated datasets, exist-
ing large-scale datasets only cover basic tags
(e.g. low-pitched, slow, loud). We combine
off-the-shelf text and speech embedders, clas-
sifiers and an audio language model to auto-
matically scale rich tag annotations for the first
time. ParaSpeechCaps covers a total of 59
style tags, including both speaker-level intrin-
sic tags and utterance-level situational tags. It
consists of 282 hours of human-labelled data
(PSC-Base) and 2427 hours of automatically
annotated data (PSC-Scaled). We finetune
Parler-TTS, an open-source style-prompted
TTS model, on ParaSpeechCaps, and achieve
improved style consistency (+7.9% Consis-
tency MOS) and speech quality (+15.5% Nat-
uralness MOS) over the best performing base-
line that combines existing rich style tag
datasets. We ablate several of our dataset de-
sign choices to lay the foundation for future
work in this space. Our dataset, models and
code are released at https://github.
com/ajdl2342/paraspeechcaps.

1 Introduction

Style-prompted text-to-speech models (Guo et al.,
2022; Leng et al., 2023; Lacombe et al., 2024b) can
synthesize speech while controlling for style factors
like pitch, speed and emotion via textual style prompts.
Building such a system requires a training dataset
where each example consists of a transcript, a style
prompt and an utterance reflecting the specified style
prompt. Yet, such data is often costly to annotate
and existing datasets (Kawamura et al., 2024; Lacombe
et al., 2024b; Ji et al., 2024) are either limited in their
scale or their coverage of style tag types.

In this paper, we introduce Paralinguistic Speech
Captions (ParaSpeechCaps), a dataset which covers
59 unique style tags. We categorize style tags into in-
trinsic tags tied to a speaker’s identity (e.g., shrill, gut-
tural) and situational tags that characterize individual

utterances (e.g., happy, whispered). Our dataset con-
sists of a human-annotated portion (PSC-Base, 282
hrs) and an automatically labeled portion (PSC-Scaled,
2427 hrs), covering 33 intrinsic and 26 situational tags.
Figure 1 shows a few examples. We first build PSC-
Base by aggregating existing situational annotations
as well as collecting new intrinsic annotations on 282
hours of speech (Nguyen et al., 2023; Richter et al.,
2024; Nagrani et al., 2020) via crowdsourcing.

As the human-annotated dataset is limited in scale,
we propose two novel data scaling approaches to ex-
pand it, one for intrinsic tags and one for situational
tags (Figure 3). We source speech and transcripts from
the 45k-hr English portion of a large-scale speaker-
labeled corpus (He et al., 2024) and apply both ap-
proaches to identify instances with the target style tag.
Existing large-scale datasets (Lacombe et al., 2024b;
Lyth and King, 2024) only support basic tags (e.g.
high-pitched, fast, female) that can be extracted using
signal processing tools; in contrast, we scale to a larger
set of rich, abstract tags for the first time.

For intrinsic style tags, we use a perceptual speaker
similarity model (Ahn et al., 2024) to identify speak-
ers whose speech resembles that of speakers human-
annotated with intrinsic tags. Then, we propagate
the intrinsic tags of the similar speaker, multiplying
intrinsic data by 9x to 2427 hours. For situational
style tags, we combine three different types of sig-
nals. We first identify expressive speech using an
off-the-shelf dominance-valence-arousal speech clas-
sifier (Wagner et al.,, 2023). Among the selected
expressive speech clips, we use a text embedding
model (Meng et al., 2024) to find transcripts that se-
mantically match the desired situational tag. Lastly, we
use a large-scale speech-text multimodal LLM (Gem-
ini Team et. al., 2024) to check whether the speech
acoustically matches the situational tag. We use these
together to multiply situational data by 3x to 215 hours.

We verify the quality of our collected data com-
prehensively. First, we perform human evaluation
and show that annotators rate our automatically scaled
data to be on par with human-annotated data in terms
of adherence to the annotated style tags. Then, we
train a style-prompted TTS model by finetuning the
widely-used Parler-TTS (Lacombe et al., 2024b; Lyth
and King, 2024) model on our dataset. We evaluate
its performance in terms of speech style consistency,
speech quality, and intelligibility. Our model shows
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Speaker Audio

couple of hours walking...

Transcription

Style Prompt (Ours)

A male speaker with an

noisy environment. His voice texture is

Style Prompt (Basic)

A medivm-pitched male speaks
at a measured pace in a
noisy environment.

accent and a delivers
speech at a measured pace in a
, and his pitch

falls within the medium range.

the women who do...

B o

In a clean environment, a male speaker delivers a high-
EARS pitched, , and
His enunciation is

Spkr 102 what is going on...

An American female speaker delivers authoritative, crisp,
and flowing statements at a slow speed in a slightly
clean environment. Her voice is medium-pitched.

In a slightly clean environment,
a woman speaks at a slow speed
with a medivm pitch.

A male speaker is very high-
pitched, speaking slowly in a
clean environment.

speech with a accent.

, yet he is slow and

A female speaker with an American accent delivers her words in A high-pitched female speaks

Emilia

Spkr 8422 N\~

what you get back is...

a measured pace, exhibiting a nasal and slightly shrill tone. Her
voice flows smoothly in a clean environment, but occasionally

at a measured speed in a
clean environment.

includes vocal fry interjections, giving it a unique texture.

Figure 1: Randomly sampled examples from ParaSpeechCaps. Our style prompts cover rich tags describing com-
plex styles like rhythm, clarity, emotion, etc. in contrast to erstwhile basic style prompts that only contain gender,
pitch and speed levels. We highlight rich style tags with vibrant colors and basic style tags with a gray color.

significant gains in style consistency (+7.9% Consis-
tency MOS) and quality (+15.5% Naturalness MOS)
when compared to our best baseline finetuned on ex-
isting smaller-scaled datasets (Koizumi et al., 2023;
Nguyen et al., 2023; Richter et al., 2024). A system
demo is available at https://paraspeechcaps.
github.io/. In summary, our contributions are:

* We introduce ParaSpeechCaps, a large-scale style-
captioned dataset that covers 59 unique style tags.

* We newly collect 282 hours of crowdsourced intrin-
sic annotations for our human-annotated portion.

* We propose two novel approaches to automatically
annotate rich style tags for the first time and scale to
2427 hours of data.

* We show that human evaluators rate our scaled data
to be on par with our human-labelled data, and that a
style-prompted TTS model finetuned on it achieves
the highest style consistency and naturalness.

* We provide detailed analyses on each of our dataset
design choices to contextualize their contributions.

2 Style Tag Taxonomy

2.1 Our taxonomy and coverage

We first provide an overview of the types of style tags
we study. We define a style factor (Jin et al., 2024;
Guo et al., 2022; Ando et al., 2024) as a speech char-
acteristic that one wants to control and a style tag as a
word that selects a value for the style factor. For exam-
ple, pitch, thythm, emotion are style factors and {deep,
shrill}, {singsong, monotonous} {angry, scared} are
style tags for each. We broadly classify style tags along
two axes, intrinsic vs. situational and rich vs. basic.

Intrinsic tags are tied to a speaker’s identity and per-
sist across their utterances (e.g. pitch, texture and ac-
cent), while situational tags are utterance-level (e.g.
emotion and expressivity). While intrinsic annotations
can be obtained on a per-speaker basis, situational an-
notations must be obtained on a per-utterance basis.
Basic tags can be easily extracted using signal process-
ing tools or simple classifiers, while rich tags are sub-
jective and often require human annotations.

To comprehensively cover style types, we manually
select 11 style factors with an average of 5 tags per style
factor, resulting in 59 total style tags consisting of 28
rich intrinsic, 23 rich situational and 5 basic intrinsic
and 3 basic situational tags. Figure 2 visualizes our tag
taxonomy with all 11 style factors.

2.2 Comparison to other datasets

Table 1 summarizes datasets from style-prompted TTS
papers. We count the unique number of rich tags they
support and dataset size (duration and speaker count).
ParaSpeechCaps is the only large-scale, open-source
dataset covering both rich intrinsic and situational tags.

Human-annotated datasets InstructTTS  (NL-
Speech) (Yang et al., 2023), PromptStyle (Liu et al.,
2023) and MEAD-TTS (Guan et al., 2024) recruit
humans to newly record or annotate emotional data,
while TextrolSpeech (Ji et al., 2024) collates existing
emotion datasets. These focus on &~ 8 emotions and
some basic tags. Expresso (Nguyen et al., 2023)
and EARS (Richter et al., 2024) cover a larger set of
situational tags. LibriTTS-P (Kawamura et al., 2024)
collects intrinsic human annotations for LibriTTS-
R (Koizumi et al., 2023), while Coco-Nut (Watanabe
et al., 2023) collects diverse annotations.

Large-scale automatically scaled datasets
PromptTTS (Guo et al., 2022) allows control over
4 emotions and is trained on a synthetic emotion
dataset, PromptSpeech, generated via commercial TTS
systems. While scalable, it only uses synthetic speech
and is limited by the set of speakers and emotions
supported by these TTS systems. PromptTTS2 (Leng
et al., 2023) largely focuses on an improved model
architecture.  Parler-TTS (Lacombe et al., 2024b;
Lyth and King, 2024) proposes scaling up basic
tags automatically using signal processing tools and
rule-based binning. SpeechCraft (Jin et al.,, 2024)
additionally uses an emotion classifier to scale 8
emotions. AudioBox (Vyas et al., 2023) combines
these approaches for scaling basic tags with human
annotated rich tag datasets.
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Rich Size
Dataset I S # #hr #spk
Open-Source
ParlerTTS (Lacombe etal, 2024y X X 0 45k 8.0k
LibriTTS-R (Koizumi et al., 2023) X X 0 0.6k 2.4k
PromptSpeech (Guoetal, 20220 X v 4 7?7 2.4k
Expresso (Neuyen et al., 2023) X v 18 47 4
EARS (Richter et al., 2024) X v 18 60 107
TextrolSpeech gietal., 2024) X v 8 0.3k 1.3k
MEAD-TTS (Guan et al., 2024) X v 8 36 47
SpeechCraft gin ctal., 2024) X v 7 24k 5.9k
LibriTTS-P (Kawamuraetal, 2024y v/ X 46 0.6k 2.4k
Coco-Nut (Watanabe et al., 2023) v /O ? 8 7.3k
ParaSpeechCaps (Ours) v v 51 2.9k 45k
Closed-Source
PromptTTS2 (Leng et al., 2023) X X 0 44k 7.5k
NLSpeech (vang et al., 2023) X v 7 44 7
PromptStyle (Liu et al., 2023) X v 7 12 6
AudioBox (vyas etal., 2023) v /7 ? ?

Table 1: A comparison of speech style-captioned
datasets. Ours (ParaSpeechCaps) is the only large-scale
open-source dataset that covers both rich intrinsic and
situational tags. Rich: Rich tag support. I: Intrinsic, S:
Situational, #: Rich tag count. #hr: Dataset duration.
#spkr: Speaker count. ?: unknown.

3 The ParaSpeechCaps Dataset

Our dataset aims to improve the coverage of style tags
and provide ways to automatically gather large-scale
annotations for rich tags without requiring human la-
bor. We select a large set of 59 style tags catego-
rized by our taxonomy (Section 2), construct a human-
annotated dataset (PSC-Base) covering all rich tags
(Section 3.1) and develop our novel scalable annota-
tion pipeline to create the PSC-Scaled dataset covering
most rich tags (Section 3.2), shown in Figure 3. All an-
notated style tags are converted to style prompts using a
text LLM, Mistral-7B-Instruct-v0.2(Jiang et al., 2023)
(Appendix E).

3.1 ParaSpeechCaps-Base

We hire Amazon Mechanical Turk workers to anno-
tate speakers from Expresso (Nguyen et al., 2023),
EARS (Richter et al., 2024) consisting of enacted read
speech and dialogue speech, as well as a 594-speaker
subset of VoxCeleb (Nagrani et al., 2020)) consisting
of natural in-the-wild celebrity interviews. The annota-
tors provide all intrinsic tags in our ontology, excluding
accent tags. We gather accent tags from metadata for
Expresso and EARS and by prompting GPT-4 with the
celebrity’s name and ask it to output their accent for
VoxCeleb (Appendix E).

Annotator Qualification Task We provide a simple
task to annotators to check their ability to understand
style tags, keeping only those 38 that succeeded on at
least 5 of 6 examples (Appendix B).

Collecting Annotations For each speaker, we cre-
ate a single audio file consisting of multiple utterances

ARich

Pitch Clarity Volume Emotion
Shrill Crisp Booming Happy
Slurred Soft Angry
Texture h Rhythm Accent Expressiveness
Silky Flowing British Laughing
| Husky || Singsong Jamaican Whispered
— - -
Intr. (" pitch Levels )| [ Speed Levels | Sit.
High-pitched Fast
Low-pitched Slow

\ 4 Basic

Figure 2: Our tag taxonomy that classifies along
two axes, intrinsic (speaker-level) vs. situational
(utterance-level) and rich (subjective) vs. basic (ex-
tractable via signal processing tools). Not all tags are
shown; Appendix A has the full list of 59 tags.

(3—8 clips whose total duration is 20—40 seconds). We
provide this audio, the speaker’s name (if available) and
a list of our rich intrinsic tags with definitions and ask
annotators to write at least 3 distinct style tags. We col-
lect 5 annotations per speaker. Since this task is highly
subjective, we keep only those tags that at least 2 anno-
tators agree on for our train and dev set, and only those
that at least 3 annotators agree on for our holdout set.

Selecting Speakers Representing Diverse Tags We
identify celebrities, to annotate intrinsic speech tags
for, by combining three sources: (a) an IMDb
list (Ocean_Breeze, 2024), (b) a ChatGPT-generated
list of celebrities with distinctive voices and (c) the top
200 longest Wikipedia pages for VoxCeleb celebrities
(collected using Majlis (2024)). This totals 302 unique
VoxCeleb celebrities. We collect annotations for them
and find that the style tag distribution is imbalanced.
For 12 least-frequent tags ', we use GPT-4 (OpenAl et.
al., 2024) to obtain a list of celebrities that are likely to
have them (details in Appendix E), select a maximum
of 40 per tag, and end up with 187 new celebrities to
annotate. Finally, we randomly annotate 105 additional
celebrities, resulting in a total of 594 celebrities.

Supporting Rich Situational Tags We use Ex-
presso (Nguyen et al., 2023) and EARS (Richter et al.,
2024) annotated with speaking styles which we remap
to our tag vocabulary. Table 6 in Appendix provides
the full mapping of tags. For example, the fear style
is mapped to the tag scared. Neutral speech and non-
verbal sounds (e.g. coughing, yelling) are filtered out.

Generating Style Prompts All annotated style
tags are converted to style prompts using a text
LLM, Mistral-7B-Instruct-v0.2(Jiang et al., 2023) (Ap-
pendix E). Since Expresso and EARS has both rich in-
trinsic and situational tag annotations, we generate two
style prompts per example: one with only situational

1lisp, hushed, pitchy, staccato, monotonous, punctuated,
vocal fry, guttural, singsong, soft, stammering, shrill
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Rich Intrinsic Tags
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5 2. Copy annotations to neighbors
I Husky, Loud 5 5 v Py 9 D?' 3(Shril_Singsong
Shrill, Si é D AR Husky, Loud
rill, Singson, 4 . 4
2 'y g: g 7 ; ‘_D— 1 >~-D‘\‘ »-—"D.“.“ 2 3 Husky, Loud
CO,O)/ 4 B cop % Shrill, Singsong
7

r’[ Speaker Embedder ]—> d

1. Extract speaker embeddings

Labelled

Husky, Loud

Rich Situational Tags

Unlabelled Dataset
Q Audio @ Transcript
That 80 million is uncertain...
your car cut me off!
let's click on this node...
i'm furious, i'm gonna fire ...

you're mocking me...

vvy vy
Semantic Matching

Emotion-queried Text Retriever

(XA XAX]

this is so good! i can't...

Expressivity Filtering
Dominance-Valence-Arousal Model

[

Emotion: Angry

— 3

@ Labelled Dataset
Q Angry

your car cut me off!

Audio LLM-as-a-Judge

you're mocking me...

Acoustic Matching

Figure 3: An overview of our automatic dataset scaling pipeline, for rich intrinsic and situational tags.

tags and one with both intrinsic and situational tags.
Both style prompts are used when training. Since Vox-
Celeb has only intrinsic tag annotations, we generate
one style prompt per example containing those tags.

Train-Dev-Holdout Splits We split PSC-Base into
three splits called train, dev and holdout; a tag-
balanced subset of the holdout split will eventually be
our model evaluation dataset. For VoxCeleb, we find
64 speakers that together ensure as far as possible that
each rich intrinsic tag has 2 male and 2 female speak-
ers available and place them into the holdout split. We
place the remaining 530 speakers into the train (90%)
and dev splits (10%). We place 80% of Expresso in
train, 10% in dev and 10% in holdout. We place unla-
belled emotional utterances in EARS into the train set,
and place the remaining utterances into train (80%),
dev (10%), and holdout splits (10%). We ensure that
there is no transcript overlap across splits, and in the
case of VoxCeleb, no speaker overlap either.

3.2 ParaSpeechCaps-Scaled

We propose two approaches for scaling rich tag annota-
tions, one for intrinsic tags and one for situational tags
and apply both to the English portion of the large-scale
Emilia (He et al., 2024) dataset (after preprocessing to
remove infrequent speakers with < 5 min) to create
PSC-Scaled. All style factors except clarity and expres-
siveness are supported. We evaluate its quality and ab-
late design choices via human evaluation in Section 4.

Scaling Intrinsic Tags Perceptual speaker similarity
refers to how similar humans perceive two speakers.
This differs from standard speaker similarity rooted
in speaker verification which measures the likelihood
that two speakers are exactly the same. Based on ini-

tial manual analyses, we find that two speakers with
high perceptual similarity usually share most intrinsic
tags excluding clarity tags. For every human-annotated
VoxCeleb speaker from PSC-Base and every Emilia
speaker, we compute a median perceptual speaker em-
bedding over 10 randomly-sampled utterances from
that speaker using VoxSim (Ahn et al., 2024). For each
VoxCeleb speaker, we find Emilia speakers that have a
cosine similarity of at least 0.8 (corresponding to a sim-
ilarity rating of 5 out of 6 in VoxSim) and copy all in-
trinsic tags (excluding clarity tags) from the VoxCeleb
speaker to these Emilia speakers.

Scaling Situational Tags We encounter two major
challenges in scaling situational tags: (a) insufficient
expressive data: A major portion of an internet-scale
speech dataset like Emilia is neutral and does not
strongly exhibit emotions. (b) no automatic classi-
fiers: There are no automatic classifiers covering all
of our tags; classifiers such as emotion2vec (Ma et al.,
2023) only support 8 emotions. To solve the first chal-
lenge, we propose an Expressivity Filtering step to
keep only highly expressive speech. To solve the sec-
ond challenge, we propose a Semantic Matching step
to find utterances that semantically match a desired
emotion and an Acoustic Matching step to find utter-
ances that acoustically match a desired emotion. Our
overall pipeline cascades all three steps.

» Expressivity Filtering The dominance-valence-
arousal theory (Russell and Mehrabian, 1977) posits
that emotions live in a three-dimensional space con-
sisting of dominance (degree of control), arousal (in-
tensity) and valence (pleasantness), each with val-
ues between 0 and 1. Backed by Lotfian and Busso
(2019), we expect that utterances with extreme val-
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ues for any one of these are likely to be expressive.
Using an off-the-shelf DVA classifier (Wagner et al.,
2023), we filter for those utterances that have at least
one value below 0.35 or above 0.75. We further filter
using emotion-specific directions (e.g. for angry, we
expect the dominance or arousal to be high, and the
valence to be low) (Appendix C.4).

e Semantic Matching Recent work (Chen et al.,
2024a) shows that the speech transcript can be
used to find utterances whose speaking style match
a desired emotion. We embed speech transcripts
from the Expressivity-Filtered dataset and queries
of the form Instruct: Given an emotion, re-
trieve relevant transcript lines whose overall style/e-
motions matches the provided emotion. Query:
{emotion} using a sentence embedding model (SFR-
Embedding-Mistral (Meng et al., 2024)) and sort
by the cosine similarity between the query and the
transcripts. Because the retriever overranks tran-
scripts containing keywords related to the emotion
(e.g. atranscript that contains the word angry will be
ranked even though it does not semantically convey
the angry emotion), we filter transcripts that contain
such emotion-specific keywords (Appendix C.4).

* Acoustic Matching The semantic matching process
results in many false positives. To filter these out,
we take the top 100k examples per emotion from
the dataset sorted by the Semantic Matching step
and prompt Gemini 1.5 Flash (Gemini Team et. al.,
2024), a strong audio LLM, to rate on a 5-point Lik-
ert scale whether the utterance matches the desired
emotion, asking it to focus exclusively on the tone
and not on the content (full prompt in Appendix E).
We keep only those examples that obtain a 5 score.

Generating Style Prompts All annotated style
tags are converted to style prompts using a text
LLM, Mistral-7B-Instruct-v0.2(Jiang et al., 2023) (Ap-
pendix E). We generate two style prompts per example
that has both rich intrinsic and situational tag annota-
tions: one with only intrinsic tags and one with both
intrinsic and situational tags. Both style prompts are
used when training. For all other examples that have ei-
ther intrinsic or situational tags, we generate one style
prompt per example.

3.3 Extracting Basic Tags

We automatically annotate all data in ParaSpeechCaps
with basic tags (gender, pitch levels and speed levels).
Because much of our data has background noise, we
also extract noise level tags ranging from very clear to
very noisy to help the model separate noisy speech from
clear speech; at inference, we use a clear tag.

Gender We use dataset metadata for Expresso and
EARS and prompt GPT-4 with the celebrity’s name
and ask it to output their gender for VoxCeleb (Ap-
pendix E). For the rich intrinsic component of PSC-
Scaled, we copy the gender tag of the parent VoxCeleb

speaker to the Emilia speaker. For the rich situational
component of PSC-Scaled, we apply a gender classi-
fier (Burkhardt et al., 2023) on a maximum of 50 utter-
ances per speaker and use the majority gender tag.

Pitch, Speed and Noise Levels For pitch, we use
PENN (Morrison et al., 2023) to compute the mean
pitch across all utterances of a given speaker. We
apply gender-dependent thresholds to label with low-
, medium- or high-pitched.  For speed, we use
g2p (Pine et al., 2022) to compute the number of
phonemes per second and apply thresholds to label
with slow, measured or fast. For noise levels, we use
Brouhaha (Lavechin et al., 2023) to compute the signal-
to-noise ratio and use Parler-TTS (Lacombe et al.,
2024b)’s noise bins for the very noisy, quite noisy,
slightly noisy, balanced in clarity, slightly clean, quite
clean and very clean tags. All threshold values are
available in Appendix C.3. We use the Dataspeech (La-
combe et al., 2024a) library.

3.4 Dataset Statistics

Figure 4 showcases the distribution of different style
tags in our ParaSpeechCaps dataset® (combining PSC-
Human and PSC-Scaled).

4 Verifying Scaled Data Quality

In this section, we provide human evaluation results for
the scaled dataset we constructed in order to verify the
quality of our automatic annotations.

4.1 Scaled Dataset Ablations

We compare our initial human-annotated dataset (PSC-
Base), our automatically scaled dataset (PSC-Scaled)
and ablated versions of PSC-Scaled, described below.

Rich Intrinsic Tags We used a perceptual speaker
embedding model, VoxSim (Ahn et al., 2024), to con-
struct the intrinsic component of PSC-Scaled. We ab-
late it by creating a Std. Embedder version that uses
a standard WavLM Large (Chen et al., 2022) ECAPA-
TDNN embedder. We select a cosine similarity thresh-
old of 0.41 that scales to approximately the same num-
ber of total speakers as PSC-Scaled.

Rich Situational Tags We constructed the situa-
tional component of PSC-Scaled by pipelining three
steps: Expressivity Filtering, Semantic Matching
and Acoustic Matching. We create 3 ablated versions
that each skip one of these:

* w/o Expressivity Filtering We apply Semantic and
Acoustic Matching starting from the entire Emilia
dataset without Expressivity Filtering.

* w/o Semantic Matching We run Acoustic Match-
ing on random 100k examples per emotion from the
Expressivity-Filtered dataset.

2We only provide textual annotations for existing datasets.
Their speech data is subject to their own licenses.
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Figure 4: Distribution of rich intrinsic (left, 2518 hrs) and situational (right, 298 hrs) tags in ParaSpeechCaps.

Tag Recall 1
Dataset Intrinsic  Situational
PSC-Base 48.7% 68.1%
PSC-Scaled 50.3% 71.3%
Ablations
Std. Embedder 45.3% -
w/o Expressivity - 61.0%
w/o Semantic - 66.1%
w/o Acoustic - 63.3%

Table 2: Human evaluation of intrinsic/situational style
tag recalls, comparing our datasets and ablations.

¢ w/o Acoustic Matching We take the same number
of examples per emotion as PSC-Scaled from the
top of the Semantic Matching-sorted dataset without
Acoustically Matching them.

4.2 Evaluation Setup

We recruit annotators on Amazon Mechanical Turk
(Appendix B) collecting three annotations per example.
We provide annotators a speech clip and its associated
rich tag and ask them whether they hear it. For each tag,
we compute its recall (fraction of instances in which it
was selected) and report the average Tag Recall.

For each intrinsic tag, we sample a maximum of 12
speakers and 4 utterances per speaker for human evalu-
ation (skipping 4 tags: guttural, vocal-fry, monotonous,
punctuated as they have an insufficient number of
speakers) from each dataset, totalling 356, 420 and 376
examples for PSC-Base, PSC-Scaled and the Std. Em-
bedder ablation respectively. For each situational tag,
we randomly sample 20 examples per emotion for hu-
man evaluation from each dataset, totalling 360 exam-
ples per dataset.

4.3 Main Results

Table 2 presents our evaluation results. For rich in-
trinsic tags, PSC-Scaled achieves a comparable per-
formance to PSC-Base, while Std. Embedder wors-
ens it. For rich situational tags, PSC-Scaled achieves
a comparable performance to PSC-Base, while remov-

ing any of Expressivity Filtering, Semantic Matching,
or Acoustic Matching worsens it. This shows that each
step in our scaling pipeline is necessary and that it cre-
ates data of comparable quality to human annotations.
In absolute terms, the tag recalls of PSC-Base are lower
than 100% which we attribute to human subjectivity for
tag identification.

5 Style-Prompted TTS Experiments

In this section, we verify the utility of ParaSpeechCaps
by using it to train style-Prompted TTS models.

5.1 Experimental Setup

Main Evaluation Dataset We create a tag-balanced
test dataset consisting of 246 examples from the hold-
out split of PSC-Base (Section 3.1) that evaluates ad-
herence to one rich tag at a time. For each tag, we select
a maximum of five clips, covering as many speakers as
possible. Then, for each clip, we construct a tag set
consisting of the rich tag, one to three basic tags (we
always include gender, and randomly include pitch and
speed with a 50% probability), and a clear noise tag,
and convert to style prompts.

Compositional Evaluation Dataset We create a
compositional style prompt dataset that evaluates si-
multaneous adherence to two rich tags (one intrinsic,
one situational). We select 12 intrinsic tags (shrill,
deep, husky, guttural, soft, authoritative, crisp, slurred,
hesitant, flowing, british, canadian), randomly se-
lect 10 situational tags (desirous, animated, sarcastic,
pained, admiring, whispered, awed, anxious, enunci-
ated, sleepy) and use both genders (male, female) cre-
ating 12 x 10 x 2 = 240 compositions. We sample 240
random transcripts of 6 — 10 words from the LibriTTS
test set. Note that is no ground truth speech for these
compositional examples.

Evaluation Metrics We evaluate for style consis-
tency (Consistency MOS, Tag Recall), speech qual-
ity (Naturalness MOS), and intelligibility (Intelligibil-
ity MOS, WER). Except WER, all other metrics rely
on human evaluation due to lack of robust automatic
evaluation metrics, in line with prior work. For human
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Style Consistency Quality Intelligibility
Model CMOST ImtrTRT SitTRT NMOStT IMOST WER|
Ground Truth 4.42+0.07 88.7% 88.6% 4.36+0.07  4.28+0.06 7.93
Baselines
Parler-TTS 3.05+0.08 33.0% 21.2% 2.85+0.07  4.31+0.07 4.62
+LTTSR 3.07+0.08 33.7% 22.4% 2.95+0.07 4.44+0.06 4.47
+LTTSP,Exp,EARS 3.5540.08 40.7% 69.7% 3.10+0.0r  4.1940.07 7.14
Our Models
Base: +VoxC,Exp,EARS 3.75+0.08 63.6% 68.1%  3.27+0.08  4.05+0.07 9.14
Scaled: +VoxC,Exp,EARS,Emilia 3.83+0.08 69.5% 75.4% 3.58+0.07 4.07+0.07 8.63

Table 3: Evaluation results comparing style consistency (CMOS, Intrinsic and Situational Rich Tag Recall), speech
quality (NMOS) and intelligibility (IMOS, WER). Mean score and 95% confidence intervals are reported for MOS.
Our Base and Scaled models obtain improved style consistency (+5.6% and +7.9% Consistency MOS) and speech
quality (+5.5% and +15.5% Naturalness MOS) over baselines.

evaluation, we recruit annotators on Amazon Mechan-
ical Turk (details in Appendix B), collect 3 annotations
per example and report the mean and 95% confidence
intervals for MOS (Ribeiro et al., 2011).

* Style Consistency We report CMOS (Consistency
MOS) where each annotator is asked to rate the
agreement between a given speech clip and the style
prompt on a 5-point Likert scale, similar to Vyas
et al. (2023). Since the style prompt contains a mix
of rich and basic tags, for our main evaluation, we
additionally ask annotators to select whether they
specifically hear the rich tag for a more finegrained
evaluation. For each rich tag, we compute its recall
(fraction of instances in which it was selected), and
report the average Tag Recall over intrinsic and sit-
uational tags separately. For the compositional eval-
uation experiment that contain both intrinsic and sit-
uational tags, we instead assess whether the model
generated both types of tags, just intrinsic, just situ-
ational or neither.

* Quality We report NMOS (Naturalness MOS)
where each annotator is asked to rate the naturalness
and realisticity of a given speech clip on a 5-point
Likert scale, similar to Vyas et al. (2023).

* Intelligibility We report IMOS (Intelligibility MOS)
where each annotator is asked to rate the intelli-
gibility of a given speech clip on a 5-point Likert
scale, similar to Peng et al. (2024). We report a
text-normalized Word Error Rate (WER) between
the ASR transcript of the clip and the input transcript
using distil-whisper/distil-large-v2 (Gandhi et al.,
2023) and the Whisper text normalizer.

Model Architecture We use Parler-TTS (Lyth and
King, 2024; Lacombe et al., 2024b),> an 880M pa-
rameter style-prompted TTS model trained on Lib-
rispeech (Pratap et al., 2020) and LibriTTS-R (Koizumi
et al., 2023) that can control pitch, speed, gender and
expressivity style factors. We briefly describe its ar-

3 parler-tts/parler-tts-mini-v1 checkpoint.

chitecture here; it has two main components: the
Parler-TTS decoder LM that autoregressively generates
DAC (Kumar et al., 2023) audio tokens, and a frozen
text encoder, Flan-T5-Large (Chung et al., 2022). The
style prompt is encoded by this text encoder and made
available to the decoder LM via cross-attention. The
text transcript is tokenized by Flan-T5 and prefilled to
the decoder LM.

Dataset Sampling PSC-Scaled is ~ 8x larger than
PSC-Base, and intrinsically tagged data is ~ 8x larger
than situationally tagged data. To reduce dataset im-
balance during training, for all our models and base-
lines, we upsample VoxCeleb data by 2x, Expresso and
EARS data by 6x, and the situational component of
PSC-Scaled by 2x when training.

Inference Setup We perform inference using tem-
perature 1.0, repetition penalty 1.0 and a maximum of
2580 tokens. Because autoregressive TTS inference is
unstable (Han et al., 2024), we sample a maximum of 3
times, stopping when the sample’s WER < 20 and se-
lecting the sample with the lowest WER otherwise. Al-
though we do not train with classifier free guidance (Ho
and Salimans, 2022) we find that including it at infer-
ence with a 1.5 scale consistently improves style con-
sistency (Section 5.5) and do so for all models. We
represent the unconditional prompt as a zero-tensor.

5.2 Comparison Systems

Our models We train a Base model on the train set
of PSC-Base (VoxCeleb, Expresso and EARS) and a
Scaled model combining PSC-Base and PSC-Scaled.
Since Parler-TTS is trained on LibriTTS-R, we include
a 150-hr random subset of LibriTTS-R train set anno-
tated with basic tags for regularization. We train both
models with a total batch size of 32, a weight decay
of 0.01 and cosine schedulers with no warmup. We
train our Base model on 4 NVIDIA A40 GPUs for 140k
steps with a peak LR of 8 x 10~°, and use the same con-
figuration for all baselines. We train our Scaled model
on 4 NVIDIA H100 GPUs for 840k steps in 2 420k-
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step stages: a first stage with a peak LR of 8 x 107°
and a second stage with a peak LR of 4 x 107 initial-
ized from the first stage. As PSC-Scaled is much larger
than PSC-Base, we train the model for longer.

Parler-TTS We initialize all baselines and our mod-
els with the Parler-TTS-Mini-vl model, denoted
Parler-TTS.

+LTTSR We finetune Parler-TTS on the LibriTTS-
R (Koizumi et al., 2023) dataset annotated with basic
tags. This baseline ablates training on only basic tags
vs. rich tags for the same number of steps.

+LTTSP,Exp,EARS We train with LibriTTS-
P (Kawamura et al., 2024), a dataset that annotates
LibriTTS-R with a different set of rich intrinsic tags,
combined with Expresso and EARS with rich situ-
ational tags. LibriTTS-P provides three annotations
per speaker and each style tag may have strength
qualifiers (slightly, very). We remove slightly tags
and remap some to our vocabulary (see Appendix C).
We randomly select one of the three annotations and
extract basic tags ourselves. This baseline ablates our
PSC-Base intrinsic tag data against LibriTTS-P.

5.3 Main Results

Table 3 presents our results, comparing models for
style consistency, speech quality and intelligibility. Our
Scaled model achieves the highest style consistency,
with clear improvements for both intrinsic and situa-
tional tags, as well as the highest naturalness.

Speech-Style Consistency The low Consistency
MOS and Tag Recalls of the Parler-TTS and +LTTSR
models show that training on basic tags does not
generalize to rich styles. Our Base model and the
+LTTSP,Exp,EARS model is trained on the same sit-
uational tag data but different intrinsic tag data. There-
fore, both models achieve similar Situational Tag Re-
calls but our model vastly improves Intrinsic Tag Re-
call (40.7% — 63.6%), demonstrating that our human-
annotated intrinsic data is superior in quality. Our
Scaled model achieves even higher Consistency MOS
(3.73 — 3.83) and Tag Recalls (Intr: 63.6% — 69.5%,
Sit: 68.1% — 75.4%) compared to our Base model,
showing the benefit of scaling the dataset.

Speech Quality +LTTSP.Exp,EARS improves nat-
uralness as compared to Parler-TTS and +LTTSR
(2.95 — 3.10), showing the benefits of training on
existing rich style datasets. Our model trained on our
human-annotated data (PSC-Base) further improves it
(3.10 — 3.27) and training on PSC-Scaled vastly im-
proves it (3.27 — 3.58), again showcasing its utility.

Intelligibility Baselines trained on clean audiobook
data with basic tags (Parler-TTS and +LTTSR) obtain
the highest intelligibility MOS and lowest WER, both
outperforming even the ground truth. Because these
baselines generate neutral, non-expressive speech, they
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Figure 5: Evaluation results for compositional style
prompts. We report how frequently both types of tags,
one of the two, or neither are generated. Our Scaled
model achieves the highest compositionality.

are easier to understand by both humans (IMOS) and
ASR models (WER) as compared to the ground truth,
while our models as well as the +LTTSP,Exp,EARS
baseline trained on rich style data obtain a lower MOS
score. We dig deeper into this result in Section 5.5. We
find that the largest gaps in intelligibility are caused by
our models faithfully adhering to certain style tags that
should be naturally less intelligible to evaluators (e.g.
non-American accents, clarity tags like slurred, stam-
mering, etc.).

5.4 Compositionality Results

Figure 5 presents our compositional evaluation results,
where we present style prompts that simultaneously
contain an intrinsic tag and a situational tag. We com-
pare the best baseline (+LTTSP,Exp,EARS) with our
Base and Scaled models. We find that our Scaled
model correctly generates both tags more frequently
than our Base model, which in turn outperforms the
+LTTSP,Exp,EARS baseline. We also observe that
when the models partially succeed by generating one of
the two types, +LTTSP,Exp,EARS and our Base model
prefer generating the situational tag, while our Scaled
model prefers the intrinsic tag, likely owing to the large
intrinsic component of PSC-Scaled.

5.5 Discussion

Why do models trained on rich style data have lower
intelligibility? We compute the difference in the In-
telligibility MOS obtained by our Scaled model and
the +LTTSR baseline, as well as the difference in the
Tag Recall, broken down by tag. We find that amongst
the top tags with the largest drop in IMOS, we find
non-American accent tags (Indian, Scottish, Jamaican,
Canadian), clarity tags (slurred, stammering), extreme
emotions (pained) which are naturally less intelligible
to MTurk annotators (full results in Figure 8 in the ap-
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Model CFG? CMOS+ Intr TR 1 Sit TR +
X 3.50+0.00 49.8%  66.7%
+LTTSPEXpEARS 564 010 51.2% 73.3%
Base (Ours) X 3761000 67.1%  68.6%
/  3.8l:000 68.8% 71.3%
X 3.69+000 64.8%  65.1%
Scaled (Ours) v/ 3.92:00s 70.7% 76.4%

Table 4: Human evaluation results ablating inference-
time classifier-free guidance (CFG). We compare Con-
sistency MOS and Intrinsic/Situational tag recall with
and without inference-time classifier-free guidance
(CFG). Mean score and 95% confidence intervals
shown for MOS. CFG improves style consistency
across all metrics and models.

pendix). As shown by the Tag Recall difference, our
model generates these tags more faithfully, and thus in-
curs this natural intelligibility drop, as compared to the
+LTTSR baseline.

Inference-time classifier-free guidance improves
style consistency, even without dropout-based train-
ing Table 4 presents human evaluation results for
style consistency (Consistency MOS, Intrinsic and
Situational Tag Recalls) using our main evaluation
dataset, comparing models inferred with and without
classifier-free guidance. Even though we do not train
the model to handle empty style prompts using CFG
dropout (Ho and Salimans, 2022) as is commonly done,
we still find that all models are able to utilize it to im-
prove style consistency across all metrics.

6 Related Work

Style-Prompted Text-to-Speech Models We de-
scribe style-prompted TTS papers in detail in Sec-
tion 2.2. An orthogonal line of work (Chen et al.,
2024b; Zhu et al., 2024; Yamamoto et al., 2024) inno-
vates on style control architecture.

Style Control for other Speech Tasks Recent work
has explored style prompts for tasks other than TTS.
DreamVoice (Hai et al., 2024) annotates LibriTTS-R
with rich intrinsic tags for voice conversion. VCTK-
RVA (Sheng et al., 2024) annotates the VCTK dataset
with intrinsic tags for training a style-prompted speech
editing system.

7 Conclusion

We present ParaSpeechCaps, a large-scale speech style
captioned dataset that supports a rich and diverse
set of styles covering both speaker-level intrinsic and
utterance-level situational tags. Using our novel two-
pronged scaling approach for intrinsic and situational
tags, we create 2427 hours of automatically annotated
data, in addition to 282 hours of human-labelled data.
Our automatically annotated data quality is verified by
human evaluators to be on par with human-labelled

data. Furthermore, style-prompted TTS models fine-
tuned on ParaSpeechCaps achieve the highest style
consistency and naturalness as compared to baselines,
showing its utility.
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Limitations

Language coverage We limit our current experi-
ments to English data; there is a lot of potential to
expand style-prompted TTS to more languages, both
in terms of the language of the utterance and the lan-
guage of the style prompt. Some work (Jin et al., 2024;
Yamamoto et al., 2024) explores other languages like
Chinese and Japanese in addition to English for style-
prompted TTS.

Dataset biases Our dataset creation methodology in-
evitably reflects and amplifies implicit correlations be-
tween tags, leading to potential coverage gaps. While
some of these correlations are acoustically intuitive
and expected (e.g., between high-pitched and shrill
voices), others may perpetuate undesirable biases, par-
ticularly when style tags correlate with demographics.
For example, we observed that the shrill tag is over-
represented by female speakers, while the gurtural tag
is overrepresented among male speakers. A trained
model may learn these associations, potentially limit-
ing its ability to generate diverse combinations of styles
and speaker identities. Mitigating these biases is an im-
portant avenue for future work.

Lack of automatic metrics This field requires ex-
pensive and subjective human evaluation metrics due
to the lack of automatic evaluation, which prevents
quick experimental turnarounds, large-scale evaluation
datasets, and the ability to analyze model behavior in a
finegrained manner. Future work can investigate how
to develop automatic metrics for style-prompted TTS.
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A List of Speech Style Tags

This is the list of tags we consider:

e Intrinsic:

- Rich:
% Pitch: Shrill, Nasal, Deep.
+ Texture: Silky, Husky, Raspy, Guttural,
Vocal-fry.
x Clarity: Crisp, Slurred, Stammering.
+ Volume: Booming, Authoritative, Loud,
Soft.

#* Rhythm: Flowing, Monotonous, Punc-
tuated, Hesitant, Singsong.

% Accent: American, British, Scottish,
Canadian, Australian, Irish, Indian, Ja-
maican.

— Basic:

+ Pitch Levels: High-pitched, Medium-
pitched, Low-pitched.
+ (Gender: Male, Female.

« Situational:

— Rich:

+ Emotion: Enthusiastic, Happy, Angry,
Saddened, Awed, Calm, Anxious, Dis-
gusted, Scared, Confused, Bored, Sleepy,
Pained, Guilt, Sarcastic, Sympathetic,
Admiring, Desirous.

+ Expressiveness: Animated, Laughing,
Passive, Whispered, Enunciated.

- Basic:
+ Speed Levels: Fast, Measured, Slow.

Some style factors like volume, speed and rhythm
can technically be both intrinsic and situational. How-
ever, since we collect data for volume and rhythm with
intrinsic human annotations, but extract speed tags on
an utterance-level i.e. situationally, we place them in
their respective categories. Manually written defini-
tions for each style tag can be found in Table 5.

B Human Annotation: Details

We visualize our human annotation pipeline in Fig-
ure 6.

B.1 Annotation Details

We recruit Amazon Mechanical Turk workers with a
Masters certification with a minimum approval rate
of 99% and at least 5000 successful HITs situated
in the United States. For training dataset annota-
tions, we perform a qualification task using 6 pairs
of manually selected clips from VoxCeleb or Expresso
where one clip exhibits a style (one of deep, whis-
pered, scared, slurred, high-pitched, enunciated) and
the other doesn’t, and select 38 annotators that suc-
ceeded on at least 5. We pay $9/hr.

B.2 Annotation User Interfaces

We display the annotation Uls for qualification task in
Figure 9, crowdsourcing abstract intrinsic style tag an-
notations in Figure 10, speech quality evaluation in Fig-
ure 11, and speech-style consistency evaluation in Fig-
ure 12, and intelligibility evaluation in Figure 13.

C Dataset Preprocessing

For all datasets, we filter for audios between 2 — 30
seconds. For data sourced from VoxCeleb, EARS and
Expresso, we apply loudness normalization using SoX
and PyDub # such that the peak volume of each audio
is —0.1 dB. We synthesize transcripts using the Whis-
per (Radford et al., 2022) 1large-v3 ASR model for
utterances that do not have ground truth transcripts, We
describe dataset-specific preprocessing below:

C.1 VoxCeleb

We combine the VoxCelebl and VoxCeleb2 datasets.
We apply a noise removal model, Voicefixer (Liu
et al., 2021) to all audios, since we observed that a
significant proportion of VoxCeleb data is noisy (the
median SNR for VoxCeleb data is 31.76 dB com-
puted by Brouhaha (Lavechin et al., 2023); compare
to 59.49,50.42 and 61.70 for Expresso, EARS and
LibriTTS-R respectively). We then run a language
identification model Lingua 3 over the transcripts and
only keep those examples whose transcripts are identi-
fied as English text and discard celebrities with fewer
than 10 English audio clips.

4https://sourceforge.net/projects/sox/,
https://github.com/jiaaro/pydub

Shttps://github.com/pemistahl/
lingua-py
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Attribute

Description

High-pitched
Shrill

Nasal
Medium-pitched
Low-pitched
Deep

Silky

Husky

Raspy
Guttural
Vocal-fry

American
British
Scottish
Canadian
Australian
Irish

Indian
Jamaican
Male
Female
Booming
Authoritative
Loud

Soft
Whispered
Crisp
Slurred
Stammering
Singsong
Flowing
Monotonous
Punctuated
Enunciated
Fast speed
Measured speed
Slow speed
Hesitant
Enthusiastic
Happy
Angry

Saddened
Awed
Calm
Anxious
Disgusted
Scared
Confused
Bored
Sleepy
Pained
Guilt
Sarcastic

Sympathetic
Admiring
Desirous
Animated
Laughing
Passive

A voice with a distinctly high frequency.

A high-pitched, piercing, and sharp voice.

A whiny voice that sounds like someone is speaking through their nose.

A voice with a medium frequency that is neither very high or low-pitched.

A voice with a distinctly low frequency.

A low-pitched, resonant, rich voice.

A smooth, pleasant and soothingly soft voice.

A slightly rough, low voice that conveys a gritty texture.

A rough, grating, somewhat harsh voice.

A deep, throaty, gravelly voice.

A creaky, breathy voice that occurs when vocal cords flutter and produce a sizzling, popping sound at ends of
sentences.

A voice with an American accent.

A voice with a British accent.

A voice with a Scottish accent.

A voice with a Canadian accent.

A voice with a Australian accent.

A voice with an Irish accent.

A voice with an Indian accent.

A voice with an Jamaican accent.

A male voice, often having a lower pitch.

A female voice, often having a higher pitch.

A loud, resonant, commanding, powerful voice.

A confident, clear voice with a tone that conveys expertise and assurance.

A voice with a high volume.

A gentle, low-volume, calm and soothing voice typically used to convey subtlety.

A breathy, low-volume voice typically used to speak discreetly.

A clear, distinct, articulate voice.

An unclear, difficult-to-understand voice that blends together sounds and words.

A voice with pauses, repetitions and prolongations of words that disrupt the speech flow.

A melodious voice that rises and falls in a musical manner.

A clear, coherent, seamless and easy-to-understand voice.

A dull, flat voice whose pitch, tone and speed remains constant throughout.

An engaging voice with clear, deliberate pauses that emphasize key words.

A voice that clearly and precisely articulates words, with each syllable distinctly pronounced.

A rapidly speaking, quick voice with few pauses.

A controlled, deliberate voice that has an even tone and a moderate speed.

A voice with a slower speaking rate.

An uncertain, tentative voice, often marking a lack of confidence, reluctance or confusion.

A lively, energetic, positive voice that conveys excitement and interest in the topic being discussed.
A warm, positive and joyful voice.

A raised voice that conveys anger, frustration or displeasure, characterized by raised volume and emphatic speech
patterns.

A voice with a low, subdued, and unenergetic tone that conveys distress, disappointment or sadness.
A voice that conveys the speaker’s admiration, wonder or reverance of something the speaker appreciates.
A calm, gentle and serene voice that conveys the speaker’s relaxed and peaceful emotion.

A voice that conveys nervousness and anxiety, often marked by rapid or jittery speech patterns.

A intonated voice that conveys repulsion and disgust by appropriately altering its pitch and rhythm.
A shaky, rapid voice that reflects the speaker’s anxiety or fear.

A voice characterized by indecision and a lack of clarity, often marked by hesitance.

A voice, often monotonous, that indicates lack of enthusiasm and disinterest.

A soft, slow, low-energy voice that indicates tiredness.

A voice characterized by a strained, trembling tone that indicates sorrow or anguish.

A voice that carries a wavering, hesitant tone that hints at discomfort or regret.

A speaking style that is characterized by a distinct tone of irony that suggests that the speaker’s intention is to mock
or convey contempt.

A gentle, compassionate voice that reassures and seeks to empathize with the listener.

An appreciative, positive and complimentary manner of speaking.

An emotional voice that conveys deep longing or desire.

A energetic, heightened voice characterized by varied intonations or emotional intensity.

A voice with intermittent sounds of laughter conveying amusement and joy.

A tentative, subdued and uninterested voice.

Table 5: Manually written style tag definitions.
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Rich Intrinsic Tags

Unlabelled dataset

v

Name:

Question

Given the following list of style tags

**Pitch:** Shrill, Nasal, Deep

**Texture:** Silky, Husky, Raspy, Guttural
Which aspects would you consider most salient
and uniquely descriptive of the speaker?

E Annotator 1: Deep, Enunciated, Husky, Measured
N Annotator 2: Guttural, Measured, Raspy.

Annotator 3: Flowing, Silky, Soft
'
'
'
'

Write your answer here...

Annotator 4: Deep, Guttural, Nasal
Annotator 5: De
>=2 anno@or overlap

Deep, Measured, Guttural, Raspy

Rich Situational Tags

Existing labelled dataset

Projected | | Whispered| Amazement.

Map onto o@r vocabulary

Loud Whispered Awed

Figure 6: An overview of our human annotation pipeline, for rich intrinsic and situational tags.

C.2 Expresso and EARS

The Expresso and EARS dataset consists of a total
of 111 speakers enacting various speaking styles. We
discard the default, narration, non-verbal, interjection
and vegatative speaking styles, as they do not possess
the styles we are interested in. Some Expresso data
is in the form of long dual-channel conversations be-
tween two voice actors, which we splice into chunks
using Voice Activity Detection metadata provided by
the dataset. We discard long freeform EARS examples
since they are not labelled with speaking styles. We
then remap each speaking style to our tag vocabulary
as depicted in Table 6.

C.3 Basic Tagging Thresholds

Pitch: low-pitched (male: < 115.7 Hz, female: <
141.6 Hz), high-pitched (male: > 149.7 Hz, female >
184.5 Hz), otherwise medium-pitched.

Speed: slow: < 11.5 PPS, fast: > 19.1 PPS, other-
wise measured.

Noise Levels: 17.1 dB, 25.4 dB, 33.7 dB, 42.0 dB,
50.2 dB, 58.5 dB, 66.8 dB, 75.0 dB.

C.4 Scaling Situational Rich Tagging: Details

We use emotion-specific dominance-valence-arousal
threshold directions in the Expressivity Filtering step
and remove transcripts with certain emotion-specific
keywords in the Semantic Matching step. These thresh-
old directions and keywords can be found in Table 7.

Original Mapped Original Mapped
feminine female halting stammering
tensed anxious relaxed calm

powerful authoritative muffled slurred
masculine male fluent flowing

weak hushed sharp crisp
reassuring sympathetic lively enthusiastic
cool calm happy happy, animated
laughing laughing, animated ~ sad saddened
whisper whispered singing singsong
angry angry, animated awe awed

bored bored, passive desire desirous, animated
projected loud fearful scared
amusement happy distress anxious, scared
disappointment  saddened, passive  realization awed
amazement awed disgust disgusted

fear scared anger angry
adoration admiring confusion confused
desire desirous interest enthusiastic
serenity calm contentment  calm, passive
sadness saddened extasy happy

pain pained cuteness happy

relief calm, passive pride admiring
embarrassment  anxious loud loud

Table 6: Terms in existing datasets remapped to terms
in our vocabulary.

D Dataset Statistics

Distributional statistics for basic tags in ParaSpeech-
Caps is presented in Figure 7.

E LLM Prompting

E.1 Imperfectly labelling celebrities with style
tags

We use the gpt-4-0125-preview version of GPT-

4 via the OpenAl API with the default hyperparameters

(temperature 1.0, top-p 1.0, maximum 2048 tokens).

We instruct it to output a list of style tags associated
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Emotion AD V Keywords

Enthusiastic High High enthusiast, excite, eager, energetic, passion

Happy High High happ, joy, cheer, delight, bliss, happy
Angry High Low ang, rage, fury, irritat, frustrat
Saddened Low Low sad, grief, sorrow, mourn, heartbreak
Awed — High awe, wonder, amaz, astonish, marvel
Calm Low - calm, peace, seren, relax, tranquil
Anxious —  Low anxi, nerv, uneas, worr, restless
Disgusted —  Low disgus, revolt, repuls, nausea, offend
Scared High Low scar, fear, terror, fright, panick
Confused - - confu, bewild, perplex, puzzle, unclear
Bored Low - bore, dull, uninterest, monoton, tiresom
Sleepy Low - sleep, drows, fatigu, letharg, slugg
Pained —  Low pain, ache, hurt, agon, torment
Guilt -  Low guilt, blame, shame, remors, regret
Sarcastic - - sarca, mock, snark, irony, ridicul

Sympathetic —  High sympath, compass, kind, empath, understand
Admiring  High High admir, prais, adore, respect, esteem
Desirous High High desir, crave, long, want, yearn

Table 7: Mapping of Emotions to Arousal/Dominance
and Valence thresholds, along with keywords that are
filtered out. Dashes (-) indicate we do not apply a
threshold direction.

Basic Tags

801

601

401

Measured

201
Medium

Speed Levels Pitch Levels Gender

Figure 7: Basic tag distribution in ParaSpeechCaps.

with the celebrity’s voice with the following prompt,
parameterized by name, the name of the celebrity:

The celebrity is {name}. First generate a paragraph

< of around 5 sentences, within <description>
<~ tags, using your knowledge, that describes
< the salient attributes of {name}'s voice.
< Then, within <attribute> tags, generate a
— list of comma-separated speech style
<~ attributes, from the above attributes list,
< that saliently apply to {name}. Use the
<~ following format:

<description>

(Description goes here)

</description>

<attribute>

(Comma-separated list of attributes)

</attribute>

E.2 Acoustic Matching

We use the gemini-1.5-flash-002 version of
Gemini 1.5 Flash via Vertex Al with temperature 1.0,
top-p 0.95, maximum 2048 tokens. We instruct it to
output its analysis and a rating on a 5-point Likert scale
with a two-part request consisting of the speech clip
and the following prompt, parametrized by emotion,
the emotion we are querying about:

Given the name of a famous celebrity or actor, you

must retrieve your knowledge about that

celebrity's voice and map the voice to a

subset of speech style attribute labels

provided to you. Here is the list of speech

style attribute types you should pay

attention to, along with attribute labels

for each type:

<attributes>

— xxPitch:%x Shrill, Nasal, Deep.

- x*xTexture:*x Silky, Husky, Raspy, Guttural, Vocal-
— fry.

- *xxVolume:*x Booming, Authoritative, Loud, Hushed,
— Soft.

— *xClarity:** Crisp, Slurred, Lisp, Stammering.

— x*Rhythm:*+ Singsong, Pitchy, Flowing, Monotonous,
< Staccato, Punctuated, Enunciated, Hesitant.

</attributes>

TEILLLS

Your task is to associate the celebrity with a
<~ subset of these attributes, taking into
<~ account how the celebrity always sounds like
— Only use the attributes that are extremely
<~ salient to the celebrity's voice i.e. their
<+ unique speech styles. Don't create any new
< attributes because you will fail the task if
~— you do so.

Analyze the provided speech clip to evaluate how
— effectively it conveys the emotion {emotion
<~ }, focusing on tone of voice and delivery
< rather than the spoken content.

Key Instructions:

— Focus on Tone: Analyze pitch, tempo, loudness,
< intonation, and rhythm to judge emotional
<+ expression.

- Strength of Emotion: Rate how strongly the tone
< conveys the emotion on a scale of 1 to 5 (1
— = not at all, 5 = very strongly).

- Ignore Content Bias: Evaluate tone and delivery
<~ only, disregarding the meaning of the spoken
<~ words.

Aspects to Consider:

- Does the pitch and intonation match the energy
< level of the emotion?

- Is the tempo, rhythm, and loudness appropriate for
< the emotion?

- Are the tone and delivery consistent with typical
< characteristics of the emotion?

In your output, start by describing the tone and
manner of speaking in the clip. Then,
analyze how well the tone aligns with the
provided emotion. Finally, rate how strongly

the emotion is conveyed on a scale of 1 to
5. To make it easier to parse, format your
final answer as follows: "Rating: X/5",
where X is the number of your choice.

AR A

E.3 Extracting Gender and Accent

We use the gpt-4-0125-preview version of GPT-
4 via the OpenAl API with the default hyperparame-
ters (temperature 1.0, top-p 1.0, maximum 2048 to-
kens). We instruct it to output the celebrity’s gender
and accent with the following prompt, parameterized
by name, the name of the celebrity:

Tell me the accent and the gender of {name}
— formatted as

Accent: <accent>

Gender: <gender>

E.4 Generating Style Prompts

We use the Mistral-7B-Instruct-v0.2 LLM (Jiang et al.,
2023) to generate prompts via the Dataspeech library
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with a per-device batch size of 32 and sample with a
temperature of 0.6, a top-p of 1.0 with a maximum
256 new tokens. We instruct the model to generate a
style prompt with the following prompt, parametrized
by all_tags_str, a comma-separated list of style
tags:

An audio sample of a person's speech can be
described in several ways using descriptive
keywords. These keywords may include
demographic data about the person (e.g.
gender, name, accent) and voice
characteristics (e.g. related to pitch,
gender, texture and rhythm, volume, clarity,
speaking rate, emotion, expressiveness).

TEILLLS

You will be provided several keywords that describe
the speech sample. Your task is to create a
simple text description using the provided
keywords that accurately describes the
speech sample. Ensure that the description
remains grammatically correct, easy to
understand, and concise. You can rearrange
the keyword order as necessary, and
substitute synonymous terms where
appropriate. After you are provided the
keywords, generate only the description and
do not output anything else.

A A

An example is provided below.
female, confused, hesitant, slightly noisy
< environment

Description: A woman's speech sounds confused and
< hesitant, recorded in a slightly noisy
< environment.

Now, generate a description for the following
— example:

{all_tags_str}

Description:

F Discussion Results

Table 4 presents ablation results comparing consistency
MOS, Intrinsic and Situational Tag Recalls with and
without inference-time classifier-free guidance.

Figure 8 shows the difference in the Intelligibility
MOS obtained by our Scaled model and the +LTTSR
baseline, as well as the difference in the Tag Recall,
broken down by tag.
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Figure 8: Results showing the difference in the Intelligibility MOS obtained by our Scaled model and the +LTTSR
baseline, as well as the difference in the Tag Recall, broken down by tag.

Instructions v
Welcome to our speech style attribute evaluation task! Here are instructions on how to use this interface:
1. You are presented with two speech clips below. Listen to both clips, paying careful attention to the speaker's voice style in each clip.

2. Below the speech clips, you are asked to select which clip better matches the specified style attribute. The style attribute is a speech characteristic like 'Deep!, 'Whispered, 'Angry’, etc. A description of what the style
attribute is available to better understand what the style means. Compare the two clips and select the one that you think better fits the style attribute. Sometimes, the style attribute may be completely absent in both
clips, in which case you can select 'Neither. If you think both clips equally fit the style attribute well and cannot decide between them, you can select 'Both".

3. Once you have made your choice, you can click the 'Save and Continue' button to save it and move to the next annotation example. Wait for both clips to fully load.

4. Once you have completed all the audio clips, you will see a completion message with a survey code. Please copy this code back to the Amazon Mechanical Turk task to receive your payment.
5. You can track how many examples you have annotated using the progress information right above the speech clips.

FAQ:

Q: Should we pay attention to the voice style or the content of the speech?

A: You should mainly focus on the voice style to make your decision.

Q: What if there are multiple speakers or background noise in the clip?
A: There should be only one primary speaker in the clip, although there may be background noise or a few seconds where you hear other speakers. Please focus on the primary speaker's voice characteristics.

Note that you can collapse these instructions by clicking on the 'Instructions' text at the top.

Progress: Annotation 1 of 6.

/3 Clipl 3 Clip2
e o) o e e e e e e -
0:00 0:06 0:00 0:04
“uhp» “uhp»
Which clip matches the style attribute 'Deep’ better? Style Attribute Info v
Clipl Clip2 Neither Both Style Attribute: Deep

Description: A low-pitched, resonant, rich voice.

Save and Continue

Figure 9: Annotation UI for selecting qualified annotators.
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Instructions v

our speech styl task! Here are instructi how to use this interfa

1. You are presented with a speech clip below, consisting of recordings of a single speaker. The name of the speaker is provided. Please listen to the clip, paying careful attention to the speaker's voice characteristics. In
the textbox below, based on what you heard, please type out at least 3 distinct speech style attributes, separated by commas, that you think uniquely describe the speaker's voice.

2.0nce you have entered your answer, you can click the ‘Save and Continue’ button to save your annotations and move on to the next audio clip.

3.0nce you have completed all the audio clips, you will see a completion message with a survey code. Please copy this code back to the Amazon Mechanical Turk task to receive your payment.

4.You can track how many examples you have annotated using th right above the speech clips.

FAQ:

Q: Whatif there are multiple speakers or background noise in the clip?

A: There should be only one primary speaker in the clip, although there may by noiseora you hear other speakers. Please focus on the primary speaker's voice characteristics.

Q: Whatif the speaker's voice changes during the clip?
A: You should focus on the basic voice characteristics that are present in most of the recordings i the clip. The basic characteristics of the speaker's voice should not change much during the clip.

Note that you can collaps i ions by clicking on the ons' text at the top.

Progress: Annotation 1 of 107.
Speaker: Amy Schumer

clip

e e e T IIII\MHHIII||[H\\HHIIII [ ||\\wHHIII|I|‘H‘m"-- MHHH HM\IIIIIWHMHIH\ H\Hlnu»\w ||||\mm\uu-ww\u|||-

0:00 0:39

“hp»

List of Speech Style Attributes with Definitions

This is a list of speech style attributes that you can potentially use to describe the speaker’s voice. However, this is only a small set of possible attributes; please feel free to use other descriptive words.

Attributes Definitions (scroll to see more)

o Pitch: Shrill, Nasal, Deep. o shrill: A high-pitched, piercing, and sharp voice.

o Texture: Silky, Husky, Raspy, Guttural, Vocal-fry. o Nasal: Awhiny voice that sounds like someone is speaking through their nose.
o Volume: Booming, Authoritative, Loud, Hushed, Soft, Whispered. o Deep: A low-pitched, resonant, rich voice.

o Clarity: Crisp, Slurred, Lisp, Stammering. o Silky: Asmooth, pleasant and soothingly soft voice.

o Rhythm: Singsong, Pitchy, Flowing, Monotonous, Staccato, Punctuated, Hesitant, Enunciated. o Husky: A slightly rough, low voice that conveys a gritty texture.

o Rasov: A rough. erating. somewhat harsh voice.

Main Question Optional Question
Which aspects of this speaker's voice would you consider to be most salient and uniquely descriptive of that speaker? Please type out at least 3 distinct speech style  Name one distinctive, unique aspect of the speaker's
attributes, separated by commas. Voice not covered in the list above.
Speech Style Attributes Unique Attribute
Type your answer here. e.g. Authoritative, Fast, Lively Type your answer here
p p

Save and Continue

Figure 10: Annotation UI for crowdsourcing abstract intrinsic style tag annotations.
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Instructions v

Welcome to our speech quality and isticit ion task! Here are il i on how to use this interface:

1. Rate each clip jointly for how natural and realistic the speech sounds, on a scale of 1 (Bad) to 5 (Excellent). 1 (Bad) means that speech sounds very unnatural (e.g. robotic) and 5 (Excellent) means the speech sounds
very natural (e.g. spoken by a human) without robotic patterns. Some of these clips are generated by an Al that is trained to output emotional and expressive speech; do not pay attention to the content or the speaker's
voice style. Sometimes, the audio may have partially uttered words at the beginning or the end; please ignore these.

2. Note that the audio clips may have similar content, but each clip is different. Please rate each clip based on how natural the speech sounds. You can compare the clips and rate them appropriately, giving similar
ratings if you think the clips sound equally natural.

3. After selecting ratings, click the 'Save and Continue' button to move to the next annotation. Wait for the clips to fully load.
4.0nce you have completed all the audio clips, you will see a completion message with a survey code. Please copy this code back to the Amazon Mechanical Turk task to receive your payment.

5. You can track how many examples you have using the progress i ion right above the speech clips.

Note that you can collapse these instructions by clicking on the 'Instructions' text at the top.

Progress: Annotation 1 of 10.

Transcription: Now, we all know there are black people in the future now, but I'd like to carry this on." He said, I can't believe you felt like that.

44 Clip1 Rate the quality (naturalness and realisticity) of the audio.

||\||”||H||||||J|||| |H||||||-||n|||||||u||||||||-||||||||||-|||un linfi |I|H-\|||||nu|||'n' (I maad WS200s) WORE W0Sel) (Sa R
0:00 0:07

D () “uhp»

7 Clip2 Rate the quality (naturalness and realisticity) of the audio.
e L e N e R
0:00 0:08

D () “hp»

44 Clip3 Rate the quality (naturalness and realisticity) of the audio.

||H|' ””|"””l'|Hl-l“|1||||||||‘|I|||I|In |H||||III||IIIII||||| i |‘||||”‘”'“‘”' e 1:Bad 2: Poor 3: Fair 4:Good 5: Excellent
0:00 0:08

D () “uhp»

4 Clips Rate the quality (naturalness and realisticity) of the audio.

= |||“||||m||u||| et --<-u|||»||||||||||--u||||n~-un~ e 1[It LEad 2 Poor ezl iSeed ERlent
0:00 0:06

D () “uhp»

44 Clips Rate the quality (naturalness and realisticity) of the audio.

" (s [— i i8ad | © 2oor J| O 3:far J| O i6ood J| O &rBrcslens
0:00 0:10

D () “up»

4 Clipé Rate the quality (naturalness and realisticity) of the audio.
'..\||...||\|u|”|m|||||H | ...|||4.|‘|.||| st ||| ” 1:Bad 2: Poor 3: Fair 4:Good 5: Excellent
0:00 0:08

P () “p»

Save and Continue

Figure 11: Annotation UI for collecting Naturalness Mean Opinion Score ratings.
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Instructions v

Welcome to our speech style i ion task! Here are i i on how to use this interface:

1. Rate each clip for how well the speech matches the provided style prompt on a scale of 1 (Bad) to 5 (Excellent), paying attention to only the speaker's voice style. 1 (Bad) means that the speech sounds nothing like the
style prompt, 3 (Fair) rating means that the speech matches about half of the key attributes of the style prompt while 5 (Excellent) means that the speech matches all key attributes of the style prompt. Do not pay
attention to the content of the speech or the background noise, if any. Sometimes, the audio may have partially uttered words at the beginning or the end; please ignore these.

2. Note that the audio clips may have similar content, but each clip is different. Please rate each clip independently based on its style prompt consistency. You can give similar ratings if you think the clips have similar
style consistencies.

3. For each clip, you are also asked to select whether you can hear the specified rich attribute in the clip. Please select Yes if you can hear the attribute and No if you cannot.
4. Once you have made your choice, you can click the 'Save and Continue' button to save it and move to the next annotation example. Wait for the clip to fully load.
5. Once you have completed all the audio clips, you will see a completion message with a survey code. Please copy this code back to the Amazon Mechanical Turk task to receive your payment.

6. You can track how many examples you have using the progress i ion right above the speech clips.

Note that you can collapse these instructions by clicking on the 'Instructions' text at the top.

Progress: Annotation 1 of 5.

Style Prompt: D ons (scroll to see all)

- . o Angry: A raised voice that conveys anger, frustration or displeasure, characterized by raised volume and

A woman speaks angrily in a clear environment. :
emphatic speech patterns.

o Female: Afemale voice, often having a higher pitch.

¢ dlip1 Rate the speech-style consistency of the audio.
||||”|\I|”|||HII”|“I -n--<-n|||||||||||”m||||||||||||||||m||||||||- |.|||||||||mu..|\|||.||”||||||”||||.'. ,,,, 1:Bad 2: Poor 3: Fair 4:Good 5: Excellent
0:00 0:02  Canyou hearthe style attribute 'Angry" in the clip?
< () “uhp» Yes No
4 clip2 Rate the speech-style consistency of the audio.
e e ] o s ot 5t
0:00 0:03  Canyou hear the style attribute 'Angry' in the clip?
(CES) “p» Yes No
¢ Clip3 Rate the speech-style consistency of the audio.
wnnulm--n~-‘-||||||J||||||||||||~||||| ol - ~-uun||\|||||Hun-~» LBad | O 2Poor | ) 3iFeir | ) 4iGood | () S:Excellent
0:00 0:02 Can you hear the style attribute 'Angry’ in the clip?
< () “uhp» Yes No
4 Clip4 Rate the speech-style consistency of the audio.
-||||||um|W|-l||wnn|m||||||||||n I - e l---|||||||||-n|wuuuu-\-~-u-u||||||\|||||um.--- | 1:Bad 2: Poor 3 Fair 4 Good 5: Excellent
0:00 0:02  Canyou hear the style attribute 'Angry' in the clip?
< () “uhp» Yes No
¢ clips Rate the speech-style consistency of the audio.
|||IH|I|”||!- ---'---|||||”|”||I||luvl||||ll-»-Illl-» <|||-lu--lIunlun--u-u{”““u 1:Bad 2: Poor 3: Fair 4:Good 5: Excellent
0:00 0:02 Can you hear the style attribute 'Angry’ in the clip?
< () “uhp» Yes No
¥ Clips Rate the speech-style consistency of the audio.
.,||-||‘|||||||‘|||"lIlI“I||”||||“|||||||||||||||||||...||||||| O e ,|”|||||||H|,,,.,‘.,_ | 1:Bad 2:Poor 3:Fair 4:Good 5: Excellent
0:00 0:02  Canyou hear the style attribute 'Angry' in the clip?
D () “uhp» Yes No

Save and Continue

Figure 12: Annotation UI for collecting Consistency Mean Opinion Score and Tag Recall ratings.
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Instructions v
Welcome to our speech intelligibility evaluation task! Here are instructions on how to use this interface:

1. Rate each clip jointly for how intelligible the speech sounds, on a scale of 1 (Bad) to 5 (Excellent). 1 (Bad) means that speech is very unclear and unintelligible, and 5 (Excellent) sounds perfectly clear and easy to
understand. Some of these clips are generated by an Al that is trained to output emotional and expressive speech; do not pay attention to the content, the speaker's voice style, or speech quality (e.g. background noise,
unnatural intonations); focus solely on ease of understanding. Sometimes, the audio may have partially uttered words at the beginning or the end; please ignore these.

2. Note that the audio clips may have similar content, but each clip is different. Please rate each clip based on how intelligible the speech sounds. You can compare the clips and rate them appropriately, giving similar
ratings if you think the clips sound equally intelligible.

3. After selecting ratings, click the 'Save and Continue' button to move to the next annotation. Wait for the clips to fully load.
4.0nce you have completed all the audio clips, you will see a completion message with a survey code. Please copy this code back to the Amazon Mechanical Turk task to receive your payment.

5. You can track how many examples you have using the progress i ion right above the speech clips.

Note that you can collapse these instructions by clicking on the 'Instructions' text at the top.

Progress: Annotation 1 of 10.

open a script it ing crazy and dramatic but | just feel like very honored and blessed as an
44 Clip1 Rate the intelligibility of the audio.
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0:00 0:06
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43 Clip2 Rate the intelligibility of the audio.
I e e e
0:00 0:06
D () “hp»
44 Clip3 Rate the intelligibility of the audio.
e e
0:00 0:04
D () “uhp»
43 Clip4 Rate the intelligibility of the audio.
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44 Clips Rate the intelligibility of the audio.
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43 Clip6 Rate the intelligibility of the audio.
|“H|"||\ T 1 T [ '|H||III'-~ “||||||||I ||||||||[|||I I‘lllllll‘-III-|H|-I-»w|| 1:Bad 2: Poor 3: Fair 4:Good 5: Excellent
0:00 0:06
P () “p»

Save and Continue

Figure 13: Annotation Ul for collecting Intelligibility Mean Opinion Score ratings.
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