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Abstract
Detoxification in large language models
(LLMs) remains a significant research chal-
lenge. Existing decoding detoxification meth-
ods are all based on external constraints, which
require additional resource overhead and lose
generation fluency. This work innovatively
proposes Detoxification with Self-Constrained
Decoding (DSCD), a novel method for LLMs
detoxification without parameter fine-tuning.
DSCD strengthens the inner next-token distri-
bution of the safety layer while weakening that
of hallucination and toxic layer during output
generation. This effectively diminishes toxic-
ity and enhances output safety. DSCD offers
lightweight, high compatibility, and plug-and-
play capabilities, readily integrating with exist-
ing detoxification methods for further perfor-
mance improvement. Extensive experiments on
representative open-source LLMs and public
datasets validate DSCD’s effectiveness, demon-
strating state-of-the-art (SOTA) performance
in both detoxification and generation fluency,
with superior efficiency compared to exist-
ing methods. These results highlight DSCD’s
potential as a practical and scalable solution
for safer LLM deployments. For more de-
tails, please refer to the project repository:
https://github.com/ZHANGJINKUI/DSCD.

1 Introduction

The rapid proliferation of large language models
(LLMs) (Jiang et al., 2023; OpenAI, 2023; Tou-
vron et al., 2023) presents notable security risks.
These models can generate harmful or biased con-
tent, including discriminatory statements and mis-
information. Moreover, LLMs can be misused to
disseminate instructions such as creating danger-
ous weapons (Perez et al., 2022). Addressing these
security challenges is crucial for responsible LLMs
development and deployment. The process of con-
straining or removing toxicity from LLMs after
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token.

pre-training is referred to as LLMs detoxification.
Current detoxification methods for LLMs can be
broadly classified into two main categories: align-
ment after pre-training and knowledge editing dur-
ing deployment. These approaches correspond to
distinct stages in the application of LLMs.

Alignment techniques, such as Reinforcement
Learning from Human Feedback (RLHF) (Bai
et al., 2022) and Direct Preference Optimization
(DPO) (Rafailov et al., 2023), are among the most
important safety measures applied in the post pre-
training phase. Recently, some studies on align-
ment have shifted focus toward constraining the
probability distribution of generated tokens dur-
ing the decoding phase. Methods like SafeDecod-
ing (Xu et al., 2024) and Adversarial Contrastive
Decoding (ACD) (Zhao et al., 2024) have signif-
icantly enhanced the safety of LLMs by directly
imposing constraints during decoding. However,
both approaches rely heavily on external models or
datasets to function effectively, which introduces
certain limitations. Specifically, these external de-
pendencies increase the resource overhead (e.g.,
building models and datasets) and, in some cases,
may compromise the fluency and helpfulness of
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the generated content. Therefore, while these meth-
ods represent important steps toward safer LLMs,
their reliance on external constraints may pose chal-
lenges to broader applicability.

During the deployment phase, knowledge
editing-based detoxification methods, such as
DINM (Wang et al., 2024c), are capable of ad-
dressing specific toxicities exposed by adversarial
inputs. However, these methods come with notable
limitations. First, DINM relies on processing sin-
gle samples for individual relocation and editing,
which results in significant computational ineffi-
ciency. Second, DINM only diminishes toxicity
in adversarial inputs that have been previously ex-
posed to LLMs. These challenges highlight the
need for more efficient and generalizable detoxifi-
cation techniques.

Given the significant security risks posed by
LLMs, it is essential that detoxification strategies
proactively prevent harmful content generation. To
address this challenge, we propose Detoxification
with Self-Constrained Decoding (DSCD), a novel
approach for diminishing toxicity without any pa-
rameter fine-tuning. DSCD operates by adjusting
the next-token distribution throughout the LLM de-
coding process, encouraging the selection of safer
token layers and discouraging toxic or hallucinated
ones (see Fig. 1). It detects toxic regions at the
token level and diminishes toxicity accordingly.
Unlike methods that rely on external constraints,
DSCD introduces entirely self-imposed constraints
during decoding, ensuring the fluency and natu-
ralness of the generated text while enhancing its
safety. DSCD is lightweight, efficient, and de-
signed for seamless integration into existing knowl-
edge editing workflows. Notably, it bypasses the
precise location of toxic regions, further acceler-
ating detoxification. These features make DSCD
a robust and practical solution when compared to
resource-intensive methods.

The contributions of this work are summarized
as follows:

• We introduce DSCD, a lightweight, highly
compatible, and plug-and-play detoxification
method that ensures fluent text generation.

• DSCD includes two modes: MODE-1 pre-
cisely localizes toxic regions for high perfor-
mance, while MODE-2 rapidly identifies and
detoxifies toxic content for efficiency.

• Extensive experiments show that DSCD
achieves state-of-the-art results in both fluency

and efficiency, both as a standalone method
and when integrated with existing approaches.

2 Preliminary

2.1 Task Definition
Given an adversarial query I , the LLM is prompted
to generate a corresponding output O:

O = LLM(I) = P (O | I) =
|O|∏

t=1

P(yt | yt<, I), (1)

where P (·|·) represents the probability of LLMs
that generating the next character given the input
I and the tokens yt< = {y1, · · · , yt−1} generated
before time step t. The task of LLM detoxification
is to prevent the output O from containing toxic
content.

2.2 DINM
DINM (Wang et al., 2024c) is the first study to
detoxify LLMs by employing a two-stage knowl-
edge editing method. In the first stage, toxic knowl-
edge is identified by comparing the hidden states
of the safe and unsafe generated context sequences
within the same layer of the model. The layer with
the largest hidden state difference between the safe
and unsafe generations is identified as the toxic
layer. In the second stage, knowledge editing is
performed using the total loss function to update
the parameters of the toxic layer, thereby diminish-
ing the toxicity of the LLM.

Inspired by DINM’s sequence-level toxic layer
location, we propose token-level toxic regions lo-
cation, which allows for more precise location of
toxic regions, as detailed in Section 3.2. Since
DSCD is a plug-and-play method, it can be flexibly
integrated into DINM, achieving better detoxifi-
cation performance and higher detoxification effi-
ciency than using DINM alone.

2.3 DOLA
DOLA (Chuang et al., 2024) introduces the con-
cept of early exit layers (Teerapittayanon et al.,
2016), allowing the output distribution at any
layer to serve as the final output of the LLM.
By analyzing the token probability distributions
at different layers, DOLA identifies the halluci-
nation layer—where hallucinated tokens are con-
centrated—and the mature layer, which contains
the most factual knowledge. During the decoding
process (Li et al., 2023), DOLA amplifies the influ-
ence of the mature layer while attenuating that of
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Figure 2: Overview of the DSCD framework, consisting of the location of toxic regions and the computation of
next-token distributions.

the premature or hallucination layer, thus minimiz-
ing hallucinated content in LLM outputs. Inspired
by this approach, we adopt a similar strategy for
detoxification: by precisely identifying toxic re-
gions, we reduce their influence in the final output
to diminish the toxicity of LLMs.

3 DSCD: Detoxification with
Self-Constrained Decoding

3.1 Early Exit
The pipeline of LLMs orderly includes an embed-
ding layer, several stacked transformer layers, and
an affine layer. Specifically:

Embedding Layer: The layer embeds a se-
quence of input tokens {x1, x2, . . . , xt−1} into
their corresponding vector representations, with
each token associated with a specific vector.

Transformer Layers: The embedding sequence
of vectors H0 = {h(0)1 , . . . , h

(0)
t−1} are then pro-

cessed sequentially through multiple transformer
layers. After each layer, a new sequence of vectors
Hj is generated, denoting the output after the j-th
layer.

Affine Layer: After processing through the trans-
former layers, the final sequence of vectors are fed
into the affine layer (denoted as ϕ(·)), which calcu-
lates and outputs the distribution of each possible
next token xt appearing in the vocabulary set X .

q(xt | x<t) = softmax
(
ϕ(h

(N)
t )

)
xt
, xt ∈ X . (2)

The above describes the method used in general

LLMs for predicting the probability of the next to-
ken using the N -th layer as LLMs’ output layer.
Early Exit (Teerapittayanon et al., 2016) can output
the next-token distribution of any layer in LLMs.
We leverage the property of early exit to impose
inter-layer constraints in LLMs, resulting in a mod-
ification of the next-token distribution in the final
layer.

3.2 Regions Location

Notation Description

T Toxic layer of LLMs
S Safety layer of LLMs
E Output layer of LLMs
H Hallucination layer of LLMs

Table 1: Notations of different layers in DSCD

In a Transformer-based LLM, each layer l con-
sists of an attention block and an MLP. Given an
input sequence Yunsafe with potentially harmful
content, the model maps it to the initial hidden
state hunsafe0 via an embedding layer, and then pro-
cesses it layer by layer. Following DINM (Wang
et al., 2024c), we locate toxic layers based on the
intermediate hidden states:

hunsafeℓ = hunsafeℓ−1 +MLPℓ

(
hunsafeℓ−1 +Attℓ

(
hunsafeℓ−1

))
(3)

The hidden state hunsafel is generated by the model
after processing the input sequence Yunsafe at layer
l. Similarly, we can obtain the corresponding hid-
den state hsafel by applying the model’s layer l to
the safe sequence Ysafe. This helps us locate the
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specific layer containing harmful content.

ℓtoxic = argmax
l∈{1,2,...,E}

∥hsafeℓ − hunsafeℓ ∥2 (4)

However, the toxic layer location method of
DINM (Wang et al., 2024c) does not locate the
toxic layer for each individual token but instead
treats an entire input sequence as a whole to deter-
mine the toxic layer. As a result, the toxic layer
is the same across all tokens in a sequence. Since
DOLA (Chuang et al., 2024) points out that toxic
information does not always appear in the same
layer, we believe that the method of DINM for toxic
location is imprecise and can only be considered
sequence-level location. Therefore, we propose
locating the toxic regions for each token individ-
ually, rather than relying on a single toxic layer.
DSCD enables toxicity detection at the token-level,
as opposed to the sequence-level. Specifically, we
use the toxic layer identified by DINM as a form
of sequence-level location and subsequently derive
token-level safety layers for the entire sequence
based on this coarse-grained location, as shown in
Fig. 4.

For the k-th early exit layer, we first apply ϕ(·),
and then use softmax to calculate the probability of
predicting the next token xt with the k-th layer as
the output layer.

qk(xt | x<t) = softmax
(
ϕ(h

(k)
t )

)
xt
, k ∈ K (5)

where k ∈ K and K = {1, . . . , E − 1}, as de-
tailed in TABLE 1. To allow for the selection of
a safety layer at each time step, we employ the
following method to measure the distance between
the next-token distributions from two different lay-
ers, where JSD(·, ·) represents the Jensen-Shannon
divergence.

d(qT (xt | x<t)), qk(xt | x<t)) = JSD(qT (xt | x<t)∥qk(xt | x<t)),
(6)

qT denotes the logits of the toxic layer after softmax
operation (details in Eq. 2). To amplify the safety
of contrastive decoding (Li et al., 2023), the ideal
optimal safety layer should be the one that exhibits
the greatest difference from the toxic layer. We
then select S as the safety layer, where 0 < S < E
(layer E is deeper than S).

S = argmaxk∈K JSD(qT (xt | x<t) ∥ qk(xt | x<t)) (7)

By obtaining precise token-level safety layer lo-
cations and incorporating the hallucination layer,

which inherently exists in LLMs, we locate dy-
namic toxic regions that change with the variation
of tokens. As the output layer of the LLM, the
E layer is generally believed to contain the most
factual knowledge; therefore, we designate the E
layer as the factual region. Similarly, for the hallu-
cination layer, we select the layer that exhibits the
greatest difference in next-token distributions from
the output layer, denoting it as the ideal hallucina-
tion layer.

H = argmaxj∈J JSD(qE(xt | x<t) ∥ qj(xt | x<t)) (8)

where j ∈ J and J = {0, . . . , E − 1}. H ∈
{0, . . . , E − 1} is selected as the hallucination
layer.

3.3 MODE-1: Dynamic Toxic Layer
By comparing the differences between various lay-
ers, we identify the S, H , and T within the LLM.
Subsequently, DSCD utilizes the distributions of
these three layers to perform self-constrained detox-
ification.

The specific operation of DSCD involves sub-
tracting the next-token distribution of token-level
safety layer from the next-token distribution of the
coarse-grained toxic layer, followed by adding the
next-token distribution of the hallucination layer,
as shown in Fig. 2. This forms the next-token dis-
tribution of the toxic regions. We believe that the
resulting distribution effectively predicts as many
toxic tokens as possible. The next-token distribu-
tion for the toxic regions is expressed as follows:

qB(xt) = qH(xt)− qS(xt) + qT (xt) (9)

We utilize the operator F (Li et al., 2023) to
calculate the log-domain difference between the
distributions of the factual regions and the toxic
regions. Specifically, we subtract the log probabili-
ties of the toxic regions from those of the factual
regions, thereby guiding the LLM to favor out-
putting information from the factual regions while
avoiding the toxic regions during token prediction.
This approach effectively reduces the generation
of toxic tokens, achieving detoxification during the
text generation stage. Since the log-domain com-
puted for each token varies, resulting in different
constraints being applied to the generated tokens,
this approach is referred to as DSCD.

F
(
qE(xt), qB(xt)

)
=

{
log qE(xt)

qB(xt)
, if xt ∈ Vhead(xt|x<t),

−∞, otherwise.
(10)
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The resulting distribution is then used for the
next-word prediction. To simplify the notation, we
use qk(xt) to represent the term qk(xt | x<t). The
final probability p̂ of the next token is calculated as
follows:

p̂(xt | x<t) = softmax
(
F
(
qE(xt), qB(xt)

))
xt

(11)

At the same time, we must ensure that the token
predicted by Vhead(xt|x<t) ∈ X truly possesses
sufficiently high confidence within the factual re-
gions.

Vhead(xt|x<t) = {xt ∈ X : qE(xt) ≥ αmaxw qE(w)}
(12)

In token prediction, misjudgments in baseline
methods may arise due to issues with token confi-
dence. To address this, we introduce the adaptive
plausibility constraint (APC) (Li et al., 2023) to
ensure the plausibility of tokens predicted by the
LLM.

3.4 MODE-2: Static Toxic Layer
To implement MODE-2, we first analyze the results
of MODE-1 to locate the most frequently occurring
toxic layer for each specific LLM. The layer with
the highest occurrence is recorded (See in Fig. 4)
and designated as the static toxic layer for that
LLM. When applying DSCD in MODE-2, we skip
the process of locating the toxic layer dynamically
and directly use the pre-recorded static toxic layer
for each LLM.

Besides, the location of the safety layer and hal-
lucination layer remains dynamic. To reduce com-
putational overhead, the candidate layers for safe
and hallucination layers are restricted to those fre-
quently observed in MODE-1, rather than search-
ing across {0, 1, 2, . . . , 32} layers. Although this
approach may result in less precise location of the
toxic regions, it significantly reduces the compu-
tational cost and time required for toxic regions
location. Most importantly, by fixing the toxic
layer, the need to generate both Osafe and Ounsafe

is eliminated. Instead, toxic inputs can be directly
fed into the LLM, which then produces detoxified
outputs, streamlining the detoxification process.

4 Experiment

4.1 Datasets
We choose SafeEdit (Wang et al., 2024c),
AlpacaEval (Dubois et al., 2024), Harm-
fulQA/DangerousQA (Bhardwaj and Poria, 2023),

Advbench (Zou et al., 2023), and TruthfulQA (Lin
et al., 2022) as the datasets.

4.2 Baseline Methods
We compare four methods on Llama2-7b-chat,
Mistral-7b-v0.1, Qwen2-7b-instruct, and Llama2-
7b-uncensored-chat to evaluate the effectiveness
of DSCD. These methods include DINM (Wang
et al., 2024c), a knowledge edit based detoxifica-
tion method and SafeDecoding (Xu et al., 2024),
a safety-aware decoding strategy. Additionally,
we evaluate two hybrid approaches that integrate
DSCD with these methods: DINM+DSCD and
SafeDecoding+DSCD.

4.3 Evaluation Metrics
Classification Task. We evaluate classification
and generation tasks separately. We use supervised
labels in SafeEdit to evaluate the classification task
(See details in A.2 ).

The metric is DS (Defense Success Rate):

DS =
Safe

Safe + Unsafe
(13)

Generation Task. For generation tasks, the eval-
uation metrics include DS, DGonlyQ, DGotherA,
DGotherQ, DGotherAQ, and DGAvg (Wang et al.,
2024c), which assess detoxification performance
across various adversarial inputs. Fluency is mea-
sured using n-grams (Wang et al., 2024b) to evalu-
ate the helpfulness of generation.

Jailbreak
Datasets Defense ASR ↓ Harmful

Score ↓ Fluency ↑

PAIR
Vanilla 0.18 1.44 7.65

DSCDMODE-2 0.10 1.30 7.64
SafeDecoding 0.04 1.20 7.51

AutoDAN
Vanilla 0.02 1.08 7.29

DSCDMODE-2 0.00 1.00 7.31
SafeDecoding 0.00 1.00 7.28

Advbench
Vanilla 0.00 1.00 7.29

DSCDMODE-2 0.00 1.00 7.32
SafeDecoding 0.00 1.00 7.28

AlpacaEval
Vanilla 93.88 1.06 7.60

DSCDMODE-2 91.84 1.06 7.64
SafeDecoding 77.55 1.16 7.60

SafeEdit

Vanilla 0.00 1.24 7.22
DSCDMODE-2 0.00 1.26 7.40
SafeDecoding 0.00 1.28 7.30
SafeDecoding
+DSCDMODE-2

0.00 1.16 7.22

Table 4: Comparison of DSCD and SafeDecoding on
Llama2-7b-chat. DSCD demonstrates higher fluency
while maintaining a similar level of detoxification as
SafeDecoding.

The metric Time reflects the relative efficiency
of LLMs in generating responses. Additionally,
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Model Method Detoxification performance (Roberta↑)
DS DGonlyQ DGotherA DGotherQ DGotherAQ DG−Avg Fluency

Llama2
-7b-chat

-uncensored

Vanilla 30.74 48.15 33.70 34.81 32.59 36.00 6.85
SFT 74.00 94.00 63.00 66.00 62.00 71.80 4.29
DPO 52.00 86.00 49.00 55.00 40.00 56.40 6.99

DSCDMODE−1 60.00 65.71 45.71 37.14 45.71 50.86 6.37
DSCDMODE−2 54.29 57.14 42.86 45.71 48.57 49.71 6.42

SFT+DSCDMODE−1 77.00 94.00 67.00 81.00 56.00 75.00 5.04
SFT+DSCDMODE−2 80.00 97.00 64.00 85.00 54.00 76.00 5.55
DPO+DSCDMODE−1 56.00 92.00 53.00 52.00 53.00 61.20 6.90
DPO+DSCDMODE−2 55.00 92.00 56.00 59.00 42.00 60.80 6.97

Qwen2
-7b-instruct

Vanilla 37.04 76.30 31.85 36.30 28.89 42.07 7.82
SFT 34.00 92.00 50.00 52.00 54.00 56.40 7.39
DPO 43.99 88.00 34.00 43.99 43.99 50.79 7.68

DSCDMODE−1 57.04 69.63 53.33 57.04 52.59 57.93 7.49
DSCDMODE−2 57.78 69.63 51.11 57.78 52.59 56.30 7.00

SFT+DSCDMODE−1 64.00 96.00 64.00 82.00 58.00 72.80 7.00
SFT+DSCDMODE−2 78.00 94.00 64.00 76.00 58.00 74.00 7.01
DPO+DSCDMODE−1 52.00 78.00 43.99 52.00 43.99 53.99 7.45
DPO+DSCDMODE−2 54.00 86.00 48.00 62.00 42.00 58.40 7.21

Table 2: Detoxification performance of Vanilla LLMs and several traditional detoxification methods on the SafeEdit
dataset. The best results in each column are highlighted in Bold, while the second-best results are underlined.

Model Method Detoxification performance (Roberta↑)
DS DGonlyQ DGotherA DGotherQ DGotherAQ DG−Avg Fluency

Llama2-7b-chat

Vanilla 51.90 90.48 45.24 53.33 46.67 57.52 7.33
SafeDecoding 40.00 98.00 26.00 44.00 90.00 59.60 6.68

SafeDecoding+DSCDMODE−2 44.00 98.00 26.00 46.00 96.00 62.00 6.79
DSCDMODE−1 59.26 88.15 68.15 54.07 60.00 65.93 6.87
DSCDMODE−2 57.48 87.56 54.52 55.41 55.63 62.12 6.71

DINM 98.71 99.57 90.43 97.86 89.43 95.20 5.85
DINM+DSCDMODE−1 100.00 100.00 98.52 99.26 96.30 98.81 5.11
DINM+DSCDMODE−2 100.00 100.00 95.56 100.00 90.37 97.19 5.84

Mistral-7b-v0.1

Vanilla 49.26 46.67 43.70 40.74 35.93 43.26 7.22
DSCDMODE−1 56.30 55.56 57.41 45.56 41.48 51.26 6.03
DSCDMODE−2 46.30 56.30 44.07 44.44 49.26 48.07 6.17

DINM 89.07 91.93 53.30 88.89 51.00 74.84 4.57
DINM+DSCDMODE−1 88.37 91.70 63.28 87.96 61.04 78.47 4.51
DINM+DSCDMODE−2 86.67 91.11 68.52 81.48 65.56 78.67 4.58

Table 3: Detoxification performance of Vanilla LLMs and several SOTA detoxification methods on the SafeEdit
dataset. The best results in each column are highlighted in Bold, while the second-best results are underlined.

ASR and Harmful Score (Xu et al., 2024) evaluate
the attack success rate of harmful questions and
the harmfulness of GPT-4o’s responses (rated on
a scale of 1 to 5), separately. WinR1, WinR2, and
TrueR (Zhao et al., 2024) assess models’ generative
capabilities on general tasks, as detailed in Table 14.
Notably, the baseline classifier for determining the
safety of generated content is RoBERTa. To avoid
errors from relying on a single classifier, we also
use GPT-4o as an additional classifier. For detailed
classifier information, please refer to B.2.

4.4 Experimental Settings

In this experiment, the specific experimental set-
tings of DSCD are detailed in A.1.

4.5 Results

DSCD enables detoxification for both classifica-
tion and generation tasks, incorporating MODE-1
and MODE-2 to accommodate different scenario-
specific requirements. As shown in Fig. 3.

Classification Task. Llama2-7b-chat generates
1062 safe instances and 288 unsafe instances, re-
sulting in DS of 78.67%. With DSCD intergrated,
the same LLM generates 1077 safe instances and
273 unsafe instances, resulting in DS of 79.78%.
DSCD brings 1.12% improvements.

Generation Task. As shown in Table 2, Table 3,
and Table 4, DSCD performs excellently in detox-
ification, achieving best performance when inte-
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Model Method Time↓

Llama2-7b-
uncensored-chat

Vanilla 65.98
SFT 33.05
DPO 66.82

DSCDMODE−2 56.54
SFT+DSCDMODE−2 29.31
DPO+DSCDMODE−2 70.89

Qwen2-7b-instruct

Vanilla 74.52
SFT 75.67
DPO 74.94

DSCDMODE−2 86.51
SFT+DSCDMODE−2 104.25
DPO+DSCDMODE−2 105.62

Table 5: Comparison of detoxification performance
across models using traditional and DSCD methods
on the SafeEdit dataset. Time is measured in seconds.
The best results in each column are highlighted in Bold,
while the second-best results are underlined.

Model Method Time↓

Mistral-v0.1

Vanilla 76.87
DSCDMODE−2 80.47

DINM 88.82
DINM+DSCDMODE−2 90.85

Llama2-7b-
uncensored-chat

Vanilla 65.86
DSCDMODE−2 69.54

DINM 78.41
DINM+DSCDMODE−2 81.07

Table 6: Detoxification performance of language mod-
els using DINM and DSCD methods on the SafeEdit
dataset. Time is measured in seconds. The best re-
sults in each column are highlighted in Bold, while the
second-best results are underlined.

grated to DINM and SafeDecoding. When DSCD
is used alone, it also achieves better performance
than the vanilla model.

We first compare our method with traditional
safety alignment techniques. In Table 2 and Ta-
ble 9, Llama2-7b-chat-uncensored and Qwen2-7b-
instruct represent non-aligned and aligned models,
respectively. Evaluations by RoBERTa and GPT-
4o indicate that DSCD can be effectively applied
on top of existing alignment approaches to further
improve safety performance. Furthermore, the con-
sistent gains observed when combining DSCD with
both SFT and DPO highlight the general applica-
bility of our method.

As shown in Table 3, applying DSCDMODE-1
alone improves the detoxification performance of
the vanilla LLM by an average of 11.78%. When
integrated into DINM, it yields an additional 4.03%

improvement. Similarly, DSCDMODE-2 alone
enhances performance by 9.34%, and by 3.70%
when combined with DINM. Although MODE-2
performs slightly worse than MODE-1 in terms
of detoxification effectiveness, it offers higher effi-
ciency, maintaining fluency metrics comparable to
the vanilla model while outperforming DINM, as
detailed in Table 5. Moreover, Table 5 also shows
that integrating DSCD into traditional detoxifica-
tion methods does not introduce significant addi-
tional latency. In fact, when combined with SFT-
based approaches, it can even reduce the overall
inference time (a detailed explanation in Table 5).
In summary, DSCD enables fast detoxification by
trading off a small portion of detoxification perfor-
mance for significantly improved efficiency.

To further validate these findings, we evaluate
the use of GPT-4o as the classifier, as shown in
Table 8 and Table 9, confirming that DSCD consis-
tently provides superior detoxification performance.
Notably, the plug-and-play nature of DSCD enables
it to adapt to scenarios demanding both high per-
formance and efficiency. For example, integrating
MODE-2 into SafeDecoding reduces the Harmful
Score on the SafeEdit dataset from 1.26 to 1.16,
achieving state-of-the-art performance (as shown
in Table 4).

Importantly, DSCD ensures that detoxification
does not compromise the general performance
of the model. Evaluations on general-purpose
datasets, such as AlpacaEval (Dubois et al., 2024)
and TruthfulQA (Lin et al., 2022), detailed in Sec-
tion A.3, show that DSCD leads to an average per-
formance improvement of 2.03% on these harmless
datasets, as shown in Table 11, indicating no nega-
tive impact on general performance.

Further experiments on more harmful datasets,
including HarmfulQA/DangerousQA (Bhardwaj
and Poria, 2023) and Advbench (Zou et al., 2023),
validate DSCD’s performance. Using RoBERTa as
the classifier, the DS score improves by 4.85%, and
with GPT-4o, the performance increases by 1.82%
(as shown in Table 12 and Table 10). More details
can be found in Section B.3.

Finally, Fig. 5 illustrates that DSCD reduces the
average probability of generating toxic tokens by
48.7%, significantly lowering the occurrence of
toxic tokens, while DSCDS−H−T increases the
probability by 11.2%. This comparison demon-
strates DSCD’s capability in identifying and detox-
ifying toxic regions in LLMs. Fig. 3 further shows
that DSCD improves overall performance across
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all models.

4.6 Analysis

Fig. 4 illustrates that the toxic layer remains con-
stant within a single sequence, while the safe
and hallucination layers identified by DSCD vary
across tokens. This dynamic shift in toxic regions
highlights the flexibility of DSCD’s detoxification
approach. Table 13 demonstrates that DSCD ef-
fectively prevents the generation of toxic tokens
through precise location, overcoming the limita-
tions of DINM.

Fluency. We observe that DSCD offers more
fluency generation without any additional expert
model or supervised data for detoxification. As
shown in Table 4, DSCD enhances fluency while
maintaining detoxification performance compara-
ble to SafeDecoding. This is because the internal
constraints generated from the middle layer of the
model and the original tokens are sampled from the
same distribution, which better ensures fluency.

Efficiency. The efficiency gains of DSCD over
DINM and SafeDecoding can be derived both the-
oretically and empirically. First, when DSCD
switches to MODE-2, the need to locate toxic lay-
ers for each individual adversarial input is dimin-
ished, and the selection of toxic layer is based di-
rectly on experience, bypassing the location pro-
cess entirely. Second, DSCD does not require pa-
rameter updates and extra expert model, it only
constrains the output content in decoding phase.
This significantly reduces computational overhead
compared to DINM, which involves back propaga-
tion and parameter updates. Experimental results
further corroborate this.

As shown in Table 5 and Table 6, the runtime
of MODE-2 is close to that of Vanilla LLM and
is shorter than that of DINM. Even when DSCD
is incorporated into DINM, the runtime remains
comparable to DINM, demonstrating significantly
lower time overhead compared to DINM. As shown
in Table 4, MODE-2 achieves high fluency in detox-
ification. Even when DSCD is incorporated into
SafeDecoding, its fluency remains comparable to
that of Vanilla LLM. Moreover, for 7B parameter
models, the time cost is only about 2.17% higher
than that of the Vanilla LLM, indicating good prac-
tical efficiency. In scenarios where efficiency is
critical, DSCD can further eliminate the layer se-
lection process to further reduce time overhead.

4.7 Ablation Study
The toxic, safe, and hallucination layers have dif-
ferent impacts on the detoxification performance
of DSCD, and details can be found in B.1.

4.8 Case Study
We present two specific cases to demonstrate the
effectiveness of DSCD. More details can be found
in the B.5.

5 Related Work

Traditional model detoxification approaches can be
broadly categorized into prompt engineering, safety
alignment, and toxicity detection. Prompt engineer-
ing (Wang et al., 2024d; Zeng et al., 2024) improves
model safety through prompt design, though its
effectiveness relies heavily on the LLM’s inher-
ent ability to refuse toxic queries. Safety align-
ment (Farquhar et al., 2024; Ji et al., 2023; Lee
et al., 2024; Wang et al., 2024a) aims to match
outputs with human values and safety standards,
but typically bypasses rather than removes toxic re-
gions, leaving models susceptible to sophisticated
attacks. Toxicity detection (Farquhar et al., 2024;
Zhang and Wan, 2023) focuses on identifying or
evaluating toxic and hallucinatory content, but may
be limited for context-dependent cases.

Currently, knowledge editing and decoding-
based approaches are widely used in detoxification.
Knowledge editing modifies harmful behavior ei-
ther by updating model parameters (Meng et al.,
2022, 2023; Mitchell et al., 2022a) or through non-
parameter modifications (Hartvigsen et al., 2023;
Huang et al., 2023; Mitchell et al., 2022b; Wei
et al., 2023; Zheng et al., 2023), often utilizing
editing descriptors (Yao et al., 2023). Decoding-
based methods enhance safety during text genera-
tion, and include detection-based defenses, which
perturb input or cross-check outputs (Phute et al.,
2024; Robey et al., 2023), as well as mitigation-
based strategies that adjust decoding probabilities
or content prioritization (Xu et al., 2024; Zhang
et al., 2024), both effectively reducing jailbreak
success rates. Our DSCD method belongs to the
latter category.

6 Conclusion

In this work, we propose DSCD, a self-constrained
decoding approach for detoxifying large language
models (LLMs). By using token-level toxic layer
localization as a constraint, DSCD enhances the
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detoxification effectiveness of existing methods
and can be seamlessly integrated into current detox-
ification strategies to achieve state-of-the-art safety
rates. Importantly, DSCD maintains the best flu-
ency scores while outperforming baseline methods
by nearly 12% on average. Moreover, its two dis-
tinct operational modes offer a flexible trade-off
between detoxification performance and efficiency,
making DSCD well suited for real-world LLM ap-
plications.

Limitation

Although DSCD demonstrates excellent detoxifi-
cation performance, the decoding method still has
some limitations: 1) While the results show the
effectiveness of DSCD both when used alone and
in combination with DINM and SafeDecoding, due
to time and resource constraints, we have not per-
formed generalization testing of DSCD on more
detoxification methods. 2) Since the focus of this
study is on detoxification through decoding meth-
ods for large models, we have primarily focused on
DSCD’s detoxification performance across differ-
ent large model architectures. Experiments were
conducted on three different architectures, where
the Llama series used Llama2-7b-chat rather than
the newer Llama3 series with the same architecture.

In the future, we will incorporate more detoxifi-
cation methods and apply DSCD to emerging large
language models to further explore its performance.
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A Detailed Experimental setups

A.1 Settings

For the Classification Task. We conduct ex-
periments on the RTX-4090 with 24GB of
memory. The set of early exit layers is
{0, 2, 4, 6, 8, 10, 12, 14, 16, 32}.

For the Generation Tasks. In the settings of
MODE-1 and MODE-2, the only difference lies in
the configuration of the early exit layers. All exper-
iments are conducted on an RTX-4090 with 24GB
of memory, with a maximum input length set to
2048 and a maximum output length set to 300. In
MODE-1, for models with 32 layers, such as those
from the Llama and Mistral series, the early exit
layers are set to {0, 1, 2, . . . , 32}, while for models
with 28 layers, such as those from the Qwen series,
the early exit layers are set to {0, 1, 2, . . . , 28}. For
all models, the final layer is designated as the out-
put layer. Through experiments conducted under
the MODE-1 configuration, we observe that the
toxic layers generally reside in the deeper layers of
the model. Specifically, the toxic layers of Llama2-
7b-chat are primarily in the 28th layer, those of
Mistral-7b-v0.1 are concentrated in the 31st layer,
and the toxic layers of Qwen2-7b-instruct are lo-
cated in the 27th layer. In the first two models, the
safety layers are typically found in the shallower
layers, while the hallucination layers are mainly
concentrated in the embedding layers.

However, due to the introduction of the dynamic
gating mechanism, Qwen2-7b-instruct performe
more dynamic adjustments in deeper layers, lead-
ing to greater distributional differences between
these layers. As a result, the safety layers are no
longer located in the shallow layers but appear in
the deeper layers. Similarly, the hallucination lay-
ers are no longer confined to the embedding lay-
ers but are found in deeper layers. Our findings
indicate that, across all three models examined,
hallucination layers can coexist with safety and
toxic layers within the same layer. This further
suggests that the hallucination layers correspond
to the layers with the greatest divergence from fac-

tual knowledge, containing a higher proportion of
hallucinated information, as shown in Fig. 4.

Based on the conclusions from MODE-1, we
proceed with the configuration for MODE-2: For
Llama2-7b-chat, the 28th layer is designated as
the fixed toxic layer; for Mistral-7b-v0.1, the 31st
layer is designated as the fixed toxic layer; and
for Qwen2-7b-instruct, the 27th layer is desig-
nated as the fixed toxic layer. At the same time,
for Llama and Mistral series models, we set the
early exit layers to {0, 2, 15, 28, 31, 32}, and for
Qwen series models, we set the early exit layers to
{0, 2, 15, 27, 28}. Additionally, we set the adaptive
plausibility constraint (α) to 0.1.

A.2 Details of the Classification Task

In the SafeEdit dataset, each question corresponds
to both a safe generation and an unsafe generation,
labeled as "safe" and "unsafe", respectively. We in-
put both safe and unsafe generations into the large
model (using Llama2-7b-chat as the Vanilla model
in this classification task). For each input token, we
compute the logits and sum them to obtain the log
probability of the entire sentence. We then com-
pare the log probabilities of the safe and unsafe
generations. Since a higher log probability indi-
cates greater model confidence in the output, if the
log probability of the unsafe generation is higher,
we classify the model’s output as unsafe; otherwise,
it is classified as safe.

Based on the formula 13, after multiple experi-
ments, we observe that the DS score increases from
78.67% to 79.78% after applying DSCD, demon-
strating that DSCD helps the model produce safer
outputs.

A.3 Harmless Datasets

On the AlpacaEval dataset, we compare outputs
generated with DSCD to those from OpenAI’s Text-
Davinci-003 and GPT-4o, calculating the win rate
using ChatGPT. For the TruthfulQA dataset, we
used GPT-4o to assess whether the model’s outputs
align with real-world knowledge, calculating the
truthful rate (Zhao et al., 2024).

B More Results

B.1 Ablation Study on DSCD

From Table 7, we observe that when only the toxic
layer (T) is used, the average detoxification suc-
cess rate is 61.71%, which is an improvement of
4.19% over the Vanilla LLM. This indicates that the
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Figure 3: Comparison of detoxification performance. A bar in the positive half of the y-axis indicates that the first
entity outperforms the second in detoxification, while a bar in the negative half signifies inferior performance. The
height of the bar represents the percentage [%] difference in the given metric.

Figure 4: Toxic, Safe, and Hallucination Layer Distributions of a single input sequence on Models. We observe that
toxic layers typically appear in deeper layers, which may accumulate more toxicity.

toxic layer indeed encapsulates harmful knowledge.
Moreover, when we use only the hallucination layer
(H) as the toxic region to explore whether halluci-
nated knowledge also contains toxicity, the results
show an increase of 2.48% in the average detoxi-
fication success rate, suggesting that hallucinated
knowledge also includes a small amount of toxic
content. Therefore, we conclude that the hallucina-
tion layer should also be considered when defining
the toxic region. By using the hallucination layer
and the safety layer (H-S) as the toxic region, the
success rate improves by 1.63% compared to us-
ing the hallucination layer alone, which indicates
that subtracting the logits distribution of the safety
layer from that of the hallucination layer effectively

expands the detection range of toxicity in the toxic
region. Additionally, the table shows that the av-
erage detoxification success rate using (H-S) to
define the toxic region outperforms using (H+T),
further demonstrating that token-level detoxifica-
tion is indeed more effective than sequence-level
detoxification. Finally, by incorporating the toxic
layer, safety layer, and hallucination layer into the
toxic region for computation, we design the DSCD,
achieving SOTA performance. These ablation stud-
ies highlight the specific types of knowledge encap-
sulated by the toxic layer, safety layer, and halluci-
nation layer, as well as the more effective detoxifi-
cation outcomes when these layers are combined.
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Model Method Detoxification Performance (Roberta↑)
DS DGonlyQ DGotherA DGotherQ DGotherAQ DG − Avg Fluency

Llama2-7b-chat

Vanilla 51.90 90.48 45.24 53.33 46.67 57.52 7.33
DSCDH 68.37 79.59 55.10 47.96 48.98 60.00 6.62
DSCDT 52.86 97.14 48.57 54.29 55.71 61.71 6.22

DSCDH+T 54.08 87.76 59.18 50.00 53.06 60.82 6.33
DSCDH−S 59.18 83.67 63.27 42.86 59.18 61.63 6.95

DSCDS−H−T 60.95 90.48 43.33 56.19 31.43 56.48 5.88
DSCDMODE−1 59.26 88.15 68.15 54.07 60.00 65.93 6.87
DSCDMODE−2 57.48 87.56 54.52 55.41 55.63 62.12 6.71

Table 7: Ablation study on layer selection in DSCD on the SafeEdit dataset. S-H-T applies DSCD in reverse,
increasing the model’s harmful output. H-S defines toxic regions using only the hallucination and safety layers,
while H+T defines toxic regions using the hallucination and toxic layers. H and T represent toxic regions defined by
the hallucination and toxic layers, respectively. The best results in each column are in bold, and the second-best are
underlined.

Model Method Detoxification Performance (GPT-4o↑)
DS DGonlyQ DGotherA DGotherQ DGotherAQ DG − Avg Fluency

Llama2-7b-chat

Vanilla 25.71 68.527 31.43 42.86 45.71 42.86 7.33
DINM 65.31 81.25 47.83 69.39 42.86 61.33 5.85

DSCDMODE−1 40.82 67.35 40.82 34.69 44.90 45.72 6.87
DSCDMODE−2 42.86 69.39 42.86 30.61 36.73 44.49 6.71

DINM+DSCDMODE−1 79.59 89.80 48.94 46.94 53.06 63.67 5.11
DINM+DSCDMODE−2 66.67 79.59 53.06 62.50 46.94 61.75 5.84

Qwen2-7b-instruct

Vanilla 32.65 67.35 26.53 36.73 20.41 36.73 7.82
DINM 81.63 77.55 69.39 83.67 59.18 74.28 6.37

DSCDMODE−1 36.73 63.27 40.82 34.69 32.65 41.63 7.49
DSCDMODE−2 28.57 67.35 32.65 44.90 36.73 42.04 7.00

DINM+DSCDMODE−1 85.71 88.57 77.14 71.14 74.29 79.37 6.14
DINM+DSCDMODE−2 82.86 80.00 77.14 71.43 77.14 77.71 6.83

Table 8: Detoxification performance of SOTA methods evaluated with GPT-4o as the classifier on the SafeEdit
dataset. All other experimental parameters remain unchanged. Best results in each column are displayed in bold;
the second-best are underlined.

Model Method Detoxification Performance (GPT-4o↑)
DS DGonlyQ DGotherA DGotherQ DGotherAQ DG − Avg Fluency

Llama2-7b-chat-uncensored

Vanilla 25.71 68.53 31.43 42.86 45.71 42.86 7.33
SFT 80.00 96.00 64.00 70.00 64.00 74.80 4.29
DPO 54.00 90.00 60.00 50.00 46.00 60.00 6.99

DSCDMODE−1 54.00 92.00 64.00 50.00 52.00 62.40 6.87
DSCDMODE−2 40.00 92.00 60.00 56.00 52.00 60.00 6.71

SFT+DSCDMODE−1 77.00 94.00 67.00 81.00 56.00 75.00 5.04
SFT+DSCDMODE−2 80.00 97.00 64.00 85.00 54.00 76.00 5.55
DPO+DSCDMODE−1 56.00 92.00 53.00 52.00 53.00 61.20 6.90
DPO+DSCDMODE−2 55.00 92.00 56.00 59.00 42.00 60.80 6.97

Qwen2-7b-instruct

Vanilla 32.65 67.35 26.53 36.73 20.41 36.73 7.82
SFT 48.00 94.00 58.00 58.00 54.00 62.40 7.39
DPO 40.0 88.0 44.0 36.0 36.0 48.8 7.63

DSCDMODE−1 36.73 63.27 40.82 34.69 32.65 41.63 7.49
DSCDMODE−2 28.57 67.35 32.65 44.90 36.73 42.04 7.00

SFT+DSCDMODE−1 58.00 96.00 70.00 74.00 56.00 70.80 7.00
SFT+DSCDMODE−2 70.00 96.00 60.00 64.00 58.00 69.60 7.01
DPO+DSCDMODE−1 40.00 94.00 54.00 42.00 48.00 55.60 7.45
DPO+DSCDMODE−2 56.00 92.00 46.00 54.00 44.00 58.40 7.21

Table 9: Detoxification performance of traditional methods evaluated with GPT-4o as the classifier on the SafeEdit
dataset, using the same experimental settings as in prior evaluations. The highest score in each column is shown in
bold, and the second-highest is underlined.
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Model Method HarmfulQA DangerousQA Advbench
DS ↑

Llama2-7b- Vanilla 89.11% 86.14% 34.83%
uncensored-chat DSCD 93.07% 82.18% 43.78%

Qwen2-7b-instruct Vanilla 96.04% 67.33% 73.27%
DSCD 97.03% 73.27% 75.25%

mistral-v0.1 Vanilla 90.10% 65.35% 71.29%
DSCD 91.09% 69.31% 70.30%

Llama2-7b-chat Vanilla 96.04% 39.60% 95.05%
DSCD 98.02% 34.65% 95.05%

Avg. ∆ +1.98 % +0.99 % +2.49 %

Table 10: Defense Success Rate (DS) between Vanilla
and DSCD methods for multiple models on the Harm-
fulQA, the DangerousQA, and the Advbench datasets
evaluated by GPT-4o. Avg. ∆ represents the average
increase (+) or decrease (-) level of DS.

B.2 Detoxification Performance on GPT-4o
The overall detoxification performance scores are
lower when using GPT-4o as the classifier com-
pared to RoBERTa, as shown in Table 8. This is
because RoBERTa’s scoring results are inaccurate,
as it can only determine whether certain tokens
from the training corpus appear in the output, with-
out truly understanding the meaning of the out-
put. Therefore, we use GPT-4o to evaluate whether
DSCD can truly detoxify large models, rather than
merely filtering out toxic tokens while allowing
harmful content to persist. The results show that
both DSCD alone and in combination with DINM
make the output safer.

Model Method AlpacaEval TruthfulQA
WinR1 ↑ WinR2 ↑ TrueR ↑

Llama2-7b- Vanilla 5.97% 0.96% 19.40%
uncensored-chat DSCD 7.00% 0.96% 20.40%

Qwen2-7b-instruct Vanilla 39.30% 1.49% 43.07%
DSCD 41.79% 2.99% 48.02%

mistral-v0.1 Vanilla 2.34% 0.78% 5.97%
DSCD 3.91% 1.56% 10.95%

Avg. ∆ +1.70% +0.76% +3.64%

Table 11: The generation ability comparison between
the Vanilla and DSCD methods on the AlpacaEval
and the TruthfulQA datasets. WinR1 represents win
rate of target outputs compared with text-davinci-003
and WinR2 represents win rate compared with GPT-4o.
TrueR is the truthful rate of models’ outputs evaluated
by GPT-4o. Avg. ∆ represents the average increase (+)
or decrease (-) level of each indicator.

This is particularly evident when using Vanilla
models, which are more vulnerable to jailbreak-
ing attacks, where DSCD’s detoxification effects
are more prominent. Due to the large dataset and
the high cost of GPT-4o, we conduct the GPT-4o

Model Method HarmfulQA DangerousQA Advbench
DS ↑

Llama2-7b- Vanilla 70.74% 40.59% 51.44%
uncensored-chat DSCD 86.3% 62.38% 61.92%

Qwen2-7b-instruct Vanilla 66.67% 86.14% 96.00%
DSCD 59.26% 85.15% 96.00%

mistral-v0.1 Vanilla 72.59% 62.38% 64.68%
DSCD 85.93% 45.54% 51.24%

Llama2-7b-chat Vanilla 69.63% 94.06% 97.31%
DSCD 70.37% 98.02% 97.88%

Avg. ∆ +5.56 % +1.98 % +7.00 %

Table 12: The generation ability comparison between
the Vanilla and DSCD methods on the HarmfulQA,
the DangerousQA and the Advbench datasets. DS rep-
resents the detoxification success rate for adversarial
inputs evaluated by Roberta. Avg. ∆ represents the
average increase (+) or decrease (-) level of DS.

Figure 5: PROMPT: “So I’m starting to think she’s full
of ‘s", exploring the probability of several models gen-
erating the output ‘shit’ when using a malicious guide
PROMPT.

evaluation only on Qwen2-7b-instruct and Llama2-
7b-chat, with the results showing similar trends to
those obtained using the RoBERTa classifier.

B.3 Results on other Harmful Datasets

After applying DSCD on the HarmfulQA, Dan-
gerousQA, and Advbench datasets, we observe an
average improvement in the DS score across all
models, regardless of whether GPT-4o or RoBERTa
is used as the classifier. While the improvement on
the DangerousQA dataset is relatively modest, this
indicates that DSCD may not always achieve the
best detoxification performance, but it consistently
demonstrates generalizable detoxification effects
on harmful datasets.

B.4 Results on other Harmless Datasets

On the AlpacaEval and TruthfulQA datasets, ap-
plying DSCD improves all metrics except for the
WinR2 score, which remains unchanged when
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PROMPT Model Method Top-k CONTINUATIONS

“So I am starting to think
she is full of ‘s"

Vanilla h*t, **, ***, not, ’ h*t’ and I am not sure what to do.

Qwen2-7b-instruct DSCD ’, **, ***, cht, ’ ’...I was a little mippy, I will admit.

DSCDS−H−T h*t, cht, not, ***, ** h*t’.

Vanilla **, #, ***, h*t, ’. **t’ and I am not sure if I should continue
to date her.

Llama2-7b-
uncensored-chat

DSCD ’, ug, ’., **, h*t ’.

DSCDS−H−T ***, **, h*t, # , ’. ***’. She is a liar and she is manipulative.

Vanilla ugar, **, ., ***, ’ ugar’ and I am not sure what to do.

mistral-v0.1 DSCD ugar, **, ., ***, ’ ugar’ and I am not sure what to do.

DSCDS−H−T ugar, **, ., ’, *** ugar’ and I am not sure what to do.

Table 13: An example of TOP-k and continuations to prompts that originally elicit “shit” from different models.

using Llama2-7b-uncensored-chat as the Vanilla
model. This emphasizes that DSCD does not com-
promise the model’s performance on general tasks;
on the contrary, it makes the generated content
more realistic and specific. (A higher TrueR indi-
cates more realistic content, while higher WinR1
and WinR2 scores indicate clearer and more spe-
cific content.)

B.5 Specific Cases

Fig. 5 shows the probability of generating the word
“shit" for different models under the distinct adver-
sarial input. DSCD demonstrates superior perfor-
mance, virtually eliminating the probability of gen-
erating the toxic term. In addition, DSCDS−H−T

significantly increases the probability of "shit" to-
ken output. Table 13 presents the TOP-k most
likely words corresponding to the word distribu-
tions shown in Fig. 5 . It can be observed that
DSCD successfully diminishes the toxic term, re-
placing it with safe alternatives.

Fig. 6 illustrates an example of DSCD suc-
cessfully diminishing toxicity in a large language
model. From top to bottom, the figure displays
the prompt, the adversarial query, the original re-
sponse from DINM, and the response from DINM
after applying DSCD. Text containing toxicity is
highlighted in red, while detoxified content is high-
lighted in green. As can be seen, after applying
DSCD, the toxic content in the model’s output is
removed and replaced with safe content (highlight
in green). These examples vividly demonstrate the
effectiveness of DSCD.

B.6 SFT+DSCD efficiency

I realized that SFT-based methods tend to generate
shorter responses because they are trained with su-

pervised learning (i.e., cross-entropy loss), which
makes the model more sensitive to the EOS token
and thus more likely to terminate generation early.
Moreover, since the base model is a chat-oriented
model (as shown in Table 6 and Table 5 , chat mod-
els exhibit lower latency compared to other base
models), fine-tuning on such chat models encour-
ages more concise and conversational responses.
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Figure 6: Detailed content of a specific prompt and its
responses before and after DSCD.
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WinR [System] You are a fair and objective judge. Your task is to choose the better
response from two given outputs based on the provided instruction.
[Instruction] You must select the output (a) or (b) that best follows the given
instruction. Your response should only contain "Output (a)" or "Output (b)".
##Example:
### Instruction: Describe the role of a data scientist in a tech company.
### Output (a): A data scientist is responsible for analyzing large sets of data to
extract insights that help inform business decisions, utilizing tools like machine
learning, statistical models, and data visualization techniques.
### Output (b): A data scientist is someone who writes code to work with data
and sometimes makes graphs. They may also answer questions about data, but
their main job is to run algorithms.
### Which is best, Output (a) or Output (b)? Output (a)
### Now, complete the real task:
### Instruction: {instruction}
### Output (a): {output_1}
### Output (b): {output_2}
### Which is best?

Table 14: Prompt for Evaluation of WinR

TrueR [System] You are a helpful judge. Your task is to evaluate the truth of the
provided output based on the given reference. For each task, determine whether
the output is true or not by comparing it to the reference. Your response should
be limited to:
(A) The Output is True
(B) The Output is Not True.
##Example1:
###[Instruction] What is the capital of France?
###[Reference] The capital of France is Paris.
###[Output] The capital of France is Paris.
### Whether the Output is True? (A) The Output is True
##Example2:
###[Instruction] What is the capital of France?
###[Reference] The capital of France is Paris.
###[Output] The capital of France is London.
### Whether the Output is True? (B) The Output is Not True
##[Task] Now is the real task, do not explain your answer, just say (A) or (B).
###[Instruction] {instruction}
###[Reference] {reference}
###[Output] {output}
### Whether the Output is True? (A) The Output is True or (B) The Output is
Not True

Table 15: Prompt for Evaluation of TrueR
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