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Abstract

Continually updating model-based indexes in
generative retrieval with new documents re-
mains challenging, as full retraining is compu-
tationally expensive and impractical under re-
source constraints. We propose MixLoRA-DSI,
a novel framework that combines an expand-
able mixture of Low-Rank Adaptation experts
with a layer-wise out-of-distribution (OOD)-
driven expansion strategy. Instead of allocating
new experts for each new corpus, our proposed
expansion strategy enables sublinear parameter
growth by selectively introducing new experts
only when significant number of OOD docu-
ments are detected. Experiments on NQ320k
and MS MARCO Passage demonstrate that
MixLoRA-DSI outperforms full-model update
baselines, with minimal parameter overhead
and substantially lower training costs.!

1 Introduction

Generative retrieval (GR) leverages pretrained
Transformer models as model-based information re-
trieval (IR) index, also known as differential search
index (DSI), to encode corpus information directly
within the model parameters (Tay et al., 2022).
However, GR methods primarily assume a static
corpus, where the document set remains unchanged.
This overlooks the real-world challenge of IR sys-
tems to handle dynamic corpora, where they need
to continually integrate new documents.

Since GR methods perform indexing via model
training, continually updating index may require
expensive retraining. Recent works have explored
continual learning (CL) approaches to mitigate
catastrophic forgetting while efficiently updating
the model without retraining from scratch (Mc-
Closkey and Cohen, 1989; Mehta et al., 2023),
such as rehearsal-based CL (Mehta et al., 2023;
Kishore et al., 2023; Chen et al., 2023). However,

'Our code is available at
https://github.com/LouisDo2108/MixLoRA-DSI.
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Figure 1: Continual learning performance of different
Generative Retrieval methods on NQ320k (Recall@10).
PEFT-based MixLoRA-DSI variants offer the best trade-
off between average performance and forgetting, while
being significantly more parameter-efficient than full-
model updates. See Table 1 for more detailed results.

these methods either adopt atomic document identi-
fiers (docids) (Mehta et al., 2023) or only evaluate
on small-scale datasets, limiting their scalability
on large-scale retrieval benchmarks (Bajaj et al.,
2016). Additionally, rehearsal-based methods re-
quire access to previous documents, raising privacy
concerns (Shokri and Shmatikov, 2015), making
them impractical for real-world applications. Fur-
thermore, dynamic corpora naturally align with
task-agnostic (i.e., task-free) CL, characterized by
blurry task boundaries (Aljundi et al., 2019), since
new documents may share high semantic similar-
ity to previous indexed ones. These challenges
collectively indicate the need for a task-agnostic,
rehearsal-free, and scalable solution.

In this work, we propose MixLoRA-DSI, a
parameter-efficient fine-tuning (PEFT)-based dy-
namically expandable framework for rehearsal-free
GR over dynamic corpora, which outperforms vari-
ous GR methods (Figure 1). Our approach builds
on mixture-of-experts (MoE) (Shazeer et al., 2017),
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where each expert is a low-rank adapter (Hu et al.,
2022). MixLoRA-DSI replaces the standard top-
k linear router with a top-k cosine classifier (Gi-
daris and Komodakis, 2018) and introduces a novel
auxiliary loss. This improved router alleviates
the recency bias in MoE routing of the original
router, while the novel auxiliary loss encourages
accurate token-to-expert alignment and preserves
expert diversity. As a result, MixLoRA-DSI is
inherently task-agnostic as the top-k routers dy-
namically select experts per token without rely-
ing on rigid task-specific parameters. The use of
LoRA experts ensures efficient indexing while pre-
serving knowledge from previously indexed doc-
uments, mitigating catastrophic forgetting and en-
abling rehearsal-free CL. We enhance scalability
by opting for residual quantization (RQ)-based do-
cids (Zeng et al., 2024a) and developing CL strate-
gies tailored to RQ-based docids by leveraging
their structural properties.

MixLoRA-DSI views GR over dynamic corpora
through the lens of out-of-distribution (OOD) detec-
tion. Naively adding new experts for each corpus
update leads to linear parameter growth without
ensuring efficient capacity utilization. However, in
practice, queries often share structural patterns and
differ mainly in OOD keywords associated with
newly indexed documents, thus new docids may
frequently overlap in latent space. Building on this
insight, we propose an layer-wise OOD-driven ex-
pansion strategy that selectively adds new experts
when existing ones fail to capture significant novel
information from new documents. This decision
is governed by the layer-wise energy scores (Liu
et al., 2020) from the routers, enabling sublinear
parameter growth while maintaining retrieval effec-
tiveness. Overall, we make the following contribu-
tions:

* We propose MixLoRA-DSI, the first OOD-driven
dynamic expansion framework for rehearsal-free
GR over dynamic corpora, achieving sublinear
parameter growth.

* We improve MoE routing by replacing the stan-
dard router with a top-k cosine classifier, jointly
optimized with a novel auxiliary loss to encour-
age expert specialization while ensuring balanced
token-to-expert assignments.

* We propose continual learning strategies tailored
to RQ-based document identifiers.

Experiments on NQ320k (Kwiatkowski et al.,
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2019) and MS MARCO Passage dataset demon-
strate that MixLoRA-DSI is significantly more
parameter-efficient and robust to forgetting than
full-model update baselines.

2 Preliminary

2.1 Generative Retrieval (GR)

Differentiable Search Index (DSI). DSI (Tay
etal., 2022) is a representative method in generative
retrieval (GR); we use DSI and GR interchangeably.
Let fy denote the TS5 (Raffel et al., 2020)-based
DSI model. During indexing, DSI is trained to
map each document d; € D to a unique identifier
id; € Ip. During the retrieval stage, given a set
of query-docid pairs Q"4 = {(g;,id,,)}, DSI
autoregressively generates a ranked list of top-k
docids using constrained beam search, which are
then mapped back to documents in D.

Document representations and document iden-
tifiers (docids) are two crucial design choices in
DSI. At retrieval time, since DSI must process
queries, which are typically much shorter and lin-
guistically distinct from the training documents, it
results in a distribution mismatch between index-
ing and retrieval. To address this issue, the current
standard practice is to represent documents using
pseudo-queries generated by off-the-shelf query
generation models such as docT5query (Nogueira
et al., 2019). These pseudo-queries are synthetic
queries that simulate what users might ask to re-
trieve the corresponding documents. They serve
as replacements for the original document content
during indexing, helping to better align the training
and inference distributions (Zhuang et al., 2022;
Pradeep et al., 2023). We adopt Residual Quanti-
zation (RQ)-based docids, encoding documents as
sequences of RQ codes (Babenko and Lempitsky,
2014), which is the first to show effectiveness on
large-scale IR (Zeng et al., 2024a).

Dynamic corpora in GR. Dynamic cor-
pora (Mehta et al., 2023) assumes there are
T + 1 corpora {Dy,...,Dr}, each associated
with a set of docids {Iy,...,Ir}. Dg is a
large-scale corpus with annotated query-docid
pairs, while D~y = {Di,...,Dr} contains
newly added documents without annotations.
Let 6;_1 denote the GR model parameters after
indexing { Dy, ..., D;_1}. At each timestep ¢ > 0,
the model must update to 6; to incorporate D.
Evaluation at timestep ¢ is performed on retrieval
queries {QrDet;ieval, ... ,Qrgfieval} using 6;.



2.2 Mixture of LoRA Experts

Mixture of Experts (MoE). An MoE
layer (Shazeer et al., 2017) comprises of N
feed-forward network (FFN) experts, denoted as
{E;}Y ,, and a router R € RY™*N_ Given token
x, the router computes logits R(z) = R x. The
gate value of the ¢-th expert is computed as:

eR(l“)i
pi(fﬁ) = W’

where p;(z) represents the softmax-normalized
probability for expert F;. The token is routed to a
subset of experts corresponding to the top-k gate
logits. Let Topk(-) be a function that selects the
top-k highest logits while setting the rest as zero.
The output of a MoE layer is a weighted sum of the
top-k experts, with the weights determined by the
gate values:

N
MoE(z) = Y Topk(p;(x))E;(x).
=1

MOoE is often trained with an auxiliary load balanc-
ing loss to mitigate the unbalanced load for experts
when training (Fedus et al., 2022). Given N ex-
perts and a batch B with T tokens, the auxiliary
loss Lyux is computed as following:

N
Lglrllfmal —a-N - Z]:Z . ’PZ-’
i=1
1
zeB
1 .
T = 7 EE; ]l{arg;naxR(w)k =i},

where F; is the fraction of tokens dispatched to
expert ¢, P; is the fraction of the router probability
allocated for expert ¢, and « stands for the weight
coefficient of this auxiliary loss.

MixLoRA: Mixture
MixLoRA (Yu et al., 2024) employs LoRAs (Hu
et al., 2022) as experts for parameter-efficient
fine-tuning. Specifically, the pre-trained FFN
remain frozen, and we apply a unique set of LoORAs
to each FFN layer. For all experiments, we employ
MixLoRA with top-2 router in specific T5’s
decoder blocks, since the decoder is responsible for
autoregressive docid generation. Our MixLoRA
implementation is detailed in Appendix D.

of LoRA Experts.

3 Method

3.1 MixLoRA-DSI

Figure 2 presents the overview of MixLoRA-DSI, a
novel dynamic expansion framework for rehearsal-
free GR over dynamic corpora, equipped with an
OQOD-driven dynamic expansion mechanism, IR-
specific improved routers, and RQ-based docids
CL strategies.

Expanding MixLoRA. MixLoRA can be ex-
panded with new LoRAs while maintaining nearly
constant computational cost. Each expansion adds
a new LoRA to the existing set and appends a
weight vector w € RY™ to the router: R =
{R;w}. Naively adding one expert per corpus
to each MixLoRA layer causes linear parameter
growth without guaranteed efficiency. To address
this, we seek a principled criterion to determine:
When should we expand a specific MixLoRA
layer?

Energy-based OOD dynamic expansion. We
observe that: (1) LoRA experts store knowledge,
while the router selects which expert to activate,
naturally making it responsible for deciding when
expansion is needed. (2) In IR, queries often share
structural similarities, with differences primarily
in OOD keywords. Despite having unique docids,
new documents frequently overlap in latent space.
We thus propose a dynamic expansion strategy that
detects OOD signals in the latent space relative
to previously indexed documents, ensuring expert
expansion only when necessary.

Among various OOD detection methods, we
adopt the energy score (Liu et al., 2020), because
of its two key advantages: (1) The router in each
MixLoRA layer functions as a classifier, making
the energy score a natural fit. (2) Unlike genera-
tive methods, it avoids computationally expensive
and often unreliable density estimation (Lee et al.,
2020; Ardywibowo et al., 2022; Nalisnick et al.,
2019). Given an input token x to the router R of a
MixLoRA layer, we treat the router as an /N-class
classifier. The energy score parameterized by the
router R is computed as:

N

E(z;R) = —T -log Y exp((Ri, z)/T), (2)
=1

where T is the temperature, typically set to 1.0 to
ensure the energy score remains parameter-free,
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Figure 2: Overview of MixLoRA-DSI. Before training, the model scans the new corpus to to perform energy-based
OOD dynamic expansion (Section 3.1). During training, the new router weights are optimized with the novel
auxiliary loss Lux (Eq. 3), and the energy score thresholds are updated via exponential moving average (EMA).
New LoRA experts and RQ-based docid embeddings {C, ..., C™} are trained with the proposed RQ-based docids
CL strategies (Section 3.2). Residual connections and layer normalizations are dropped without loss of generality.

and R; represents the weight vector of the router
corresponding to the i-th expert.

The energy-based OOD dynamic expansion pro-
cess is illustrated in the top-half of Figure 2.We
compute energy scores for each token at every
MixLoRA layer. During indexing, we maintain ex-
ponential moving averages of in-distribution (ID)
energy scores {Tci}f-\il from previously indexed
corpora from the router (i.e., the cosine classifier in
a MixLoRA layer, bottom-half of Figure 2). Before
indexing a new corpus, we iterate over its train-
ing pseudo-queries (i.e., the document representa-
tion) to detect OOD cases. Since energy scores
are higher for OOD data, a token ¢; is flagged as
OOQD if its energy score exceeds the corresponding
threshold 7-: (gray c; in Figure 2). A query is con-
sidered OOD if it contains at least one OOD token
(Out-of-domain doc, marked with red X marks). If
the number of OOD queries for a MixLoRA layer
exceeds a predefined threshold 4§, we trigger ex-
pert expansion for that layer (dashed LoRA and
dashed cosine classifier weight in the MixLoRA

layer, bottom-half of Figure 2).

Improving the router of MixLLoRA. The orig-
inal MoE design incorporates an auxiliary load
balancing loss (Eq. 1) to evenly distribute tokens
across experts. However, we observe recency
bias in the router, where tokens are predominantly
routed to newly added experts while ignoring older
ones. This issue is exacerbated by the softmax
competition in the router, where the unfrozen logits
of new router weights dominate over frozen ones,
skewing expert selection. To address this, we pro-
pose replacing the original softmax router, which
has unnormalized router weights and takes unnor-
malized inputs, with a cosine classifier (Gidaris
and Komodakis, 2018). The cosine classifier router
is optimized via cosine embedding loss to better
align layer-wise token hidden representations with
router weights, i.e., the first term of Eq. (3). Addi-
tionally, to prevent router weights from becoming
overly similar, we introduce another loss term that
encourages new router weights to remain distinct
from previous ones, i.e., the second term of Eq. (3).
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The auxiliary router loss for a MixLoRA layer with
N experts is defined as:

| M
Eaux zda Z 1 — COs RN7 hcl))

z:l

N—1 (3)

+ Z max (0, cos(R;, Rn)),
j=1
where cos(+,-) is the cosine function, h;y =
{he,, - .., hey, } denotes the docids’s hidden repre-

sentations obtained from the previous Transformer
decoder block. Each h., € h;q and the column
vectors of R are unit Lo-norm weight vectors.

3.2 RQ-based docids CL strategies

RQ-based docids. Mehta et al. (2023); Huynh
et al. (2024) adopt atomic docids due to their ro-
bustness against forgetting compared to seman-
tic docids. However, they scale poorly due to
the required large softmax space. In this work,
we challenge this observation and adopt scalable
RQ-based docids. Following Zeng et al. (2024a),
we train the document embeddings with M RQ
codebooks C™ = {c; } | € RIM*K each con-
taining K centroids, to generate an RQ code of
length M for each document. The learned RQ
centroids are concatenated to the DSI’s vocabu-
lary weights Wygcap fOr subsequent optimization:
Wro = {Wiocab; C;...;CM}, where {-;-} is
concatenation. Please refer to Appendix C for more
details about RQ-based docids.

RQ-based docids mask. RQ-based docids have
a structured design, where each token c¢; is pre-
dicted from a specific segment of the extended vo-
cabulary Wrq, corresponding to its RQ codebook.
To avoid requiring DSI to implicitly learn this struc-
ture, we apply a masking strategy that explicitly
restricts the softmax computation to the relevant
segment of the vocabulary at each decoding step,
preventing unnecessary competition between logits.
Specifically, for each token c; at position ¢ in the
sequence, we define a binary mask m; with the
same shape as the output vocabulary, where:

“

m; [j] =

1 ifjeC?,
0 otherwise.
Let z; € RIWrel represent the logits produced

at decoding step ¢. During each decoding step,
we apply the corresponding mask m; to invalidate

irrelevant indices by replacing them with —oc:

lj) = {_Ej

Let us consider the docid 1—2, which has length
M = 2, and assume that there are K = 4 centroids
per codebook. In the first decoding step, we mask
the logits corresponding to the last 4 centroids in
Wkgq € R2*4 with —oo then apply softmax to gen-
erate the first code in the docid 1. Similarly, in the
next decoding step, we mask the logits correspond-
ing to the first 4 centroids in Wgg € R2%4 with
—oo then apply softmax to generate the second
code in the docid 2.

if m;[j] = 1, )

Learning compatible RQ-based docids em-
beddings. To enhance the CL performance of
MixLoRA-DSI, we employ the slow-learner strat-
egy (Zhang et al., 2023) by scaling down the gradi-
ent updates of the output vocabulary Wgq, while
keeping the original portion Wy,cqp frozen. Since
we have access to the previous model parameters
0:—1 before indexing a new corpus, we regularize
the updates to the RQ embeddings using KL di-
vergence, loosely aligning the posterior predictive
distribution of the current model with that of the
previous model at each decoding step:

Lxi.(q,id; 0, 0i—1) =

7ZDKL C’L|C<Z7Q79t 1) H P(CZ|C<17Q79t))'
(6)
3.3 Optimization Objective

The optimization objective for MixLoRA-DSI is:

|Qrelrieval‘
(Qretneval 0, 9t 1 Z ﬁcE QZaldql,et)
i=1
tar Y Law (WY R+ Ly (giyidg,; 0y, 01-1),

leL

(N
where Lcg is the log-softmax cross-entropy loss for
seq2seq learning, L denotes the set of MixLoRA
layers in DSI’s decoder, h'~! denotes the previous
decoder block output, R! denotes the router of I-th
MixLoRA layer, and o1, ag are hyperparameters.
During the pre-training stage on Dy, we do not
employ L. During continual indexing, if there is
expansion, we optimize only the expanded router
weights, new LoRAs, and the extended RQ docids
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vocabulary weights; otherwise, we only optimize
the extended RQ docids vocabulary weights (Sec-
tion 3.2). All other parameters are frozen.

4 Experiments

4.1 Experimental setting

Datasets. We evaluate on Natural Questions
(NQ320k) (Kwiatkowski et al., 2019) and MS-
MARCO Passage (MSMARCO) (Bajaj et al.,
2016). NQ320k is a small-scale GR bench-
mark (Sun et al., 2023; Kishore et al., 2023) with
320k query-document pairs from 108k documents,
while MSMARCO is a large-scale IR benchmark
with 8.8M passages and 503k queries, evaluated
on its 6.9k-query development set. Following prior
works (Kishore et al., 2023; Huynh et al., 2024), we
simulate dynamic corpora by splitting each dataset
into an initial corpus Dy (90% of documents) and
four incremental corpora D1-Dy (each 2.5%). Test
queries are partitioned accordingly. Further details
are in Appendix A.

Metrics. Following Zeng et al. (2024a,b), we
use Recall@10 (R@10) and MRR@10 (M@10) to
evaluate the retrieval performance on both datasets.
Following previous works (Mehta et al., 2023;
Huynh et al., 2024), we adopt Average Performance
(AP); Backward Transfer (BWT, aka Forgetting)
to measure the effect of indexing current corpus
on previous indexed corpora; and Forward Trans-
fer (FWT, aka Learning Performance) to measures
the model’s ability to index a new corpus. Let P ;
denote the retrieval performance of the model on
corpus D; after indexing corpus D;. With 0<i<¢,
the CL metrics are defined as follows:

t t

1 1

APtZE EOPt,z‘; FWTtZZ Elpz',z';
1= 1=

t—1
1

BWT; = —— max P . —P;).

-1 ;i'e{o,...,tl}( v Fea)

Baselines and model variants.

e Traditional IR models: (1) BM25 (Robertson
et al., 2009) is a strong sparse retrieval baseline.
(2) DPR (Karpukhin et al., 2020) is a popular
BERT-based dual-encoder.

* GR models: BASE uses RQ-based docids (Zeng
et al., 2024a) and is sequentially fine-tuned on
new corpora. This setup is equivalent to RQ-
based docid Ultron (Zhou et al., 2022).

* Continual Learning Generative Retrieval
(CLGR) models: we compare CLGR mod-
els in terms of the non-rehearsal CL strate-
gies which starts from a TS5 checkpoint pre-
trained on Dy. (1) DSI++ (Mehta et al.,,
2023) continually fine-tunes DSI with Sharpness-
Aware Minimization (Foret et al., 2020). (2)
CLEVER (Chen et al., 2023) continually fine-
tunes DSI with Elastic Weight Consolidation
regularization (EWC) (Kirkpatrick et al., 2017),
closely aligned with the CLEVER MLE(@) varjant
from the original work. (3) PromptDSI (Huynh
et al., 2024) uses prefix-tuning (Li and Liang,
2021) and neural topic embeddings. (4) Corpus-
Brain++ (Guo et al., 2024) continually fine-tunes
a set of adapters (Houlsby et al., 2019) to adapt to
new documents. (5) Naive Expansion: replaces
selected T5’s FFNs with 2-expert MixLoRAs, ex-
panding by one LoRA per layer for each new
corpus; uses the original MoE router and load
balancing loss.

* MixLoRA-DSI: starts from a 2-expert MixLoRA
architecture checkpoint pre-trained on Dy with
the proposed improved router, variants include:
(1) MixLoRA-DSI'PT starts from a normal T5
checkpoint pre-trained on Dy. (2) MixLoRA-
DSI-ExPand (oeg not expand any further during
continual indexing. (3) MixLoRA-DSI-O°P does
not employ energy-based dynamic expansion.

Further implementation details are in Appendix E.

4.2 Main Results

Table 1 (NQ320k) and Table 2 (MSMARCO) show
that even a non-learning baseline like BM25 suffers
from performance drift; while zero-shot retrieval
with DPR exhibits slight forgetting. Both highlight
that forgetting is unavoidable in dynamic corpora.

NQ320k. Both GR and non-PEFT CLGR models
fine-tune all parameters, exhibiting strong recency
bias (Smith et al., 2023), where models overfit
recent corpora and suffer catastrophic forgetting
on earlier ones. While CLEVER better preserves
performance on new corpora, it incurs substantial
memory costs (Section 4.3) and struggles to retain
Dy performance without rehearsal.

In contrast, PEFT-based CLGR methods prior-
itize retaining performance on the initial corpus
Dy by freezing the pre-trained backbone, often at
the expense of adaptability to new corpora. For
example, CorpusBrain++ achieves the lowest for-
getting (lowest BWT},), but lacks plasticity, result-

385



NQ320k (Recall@10/MRR@10)

Method Params.i Mo Do T D, T D2 T D3 T D4 T APy T BWT,y i FWT,4 T
Traditional IR models (For reference)

BM25 - 61.3/42.4 60.5/41.4 54.1/34.3 60.3/40.2 79.0/48.4 67.1/47.4 64.2/42.3 1.2/0.4 66.1/42.7
DPR - 70.4/51.7 69.6/50.7 68.3/47.0 66.2/49.6 67.7/48.5 70.8/52.9 68.5/49.7 0.9/0.9 68.7/50.1

Generative Retrieval (GR) models
BASE

2354M 83.0/70.4 18.3/2.5 33.3/5.6 45.6/11.2 67.7/40.8 90.6/83.7 51.1/28.8 47.7/66.3 91.0/84.9

Non PEFT-based Continual Learning Generative Retrieval (CLGR) models

DSI++
CLEVER(n=512)
CLEVER(n=1024)

2354M 83.0/70.4 29.7/5.6 41.7/10.1 48.5/17.5 45.9/66.1
2354M 83.0/70.4 31.0/6.1 56.3/26.4 57.4/30.3 74.2/49.8 85.9/81.6 61.0/38.9 35.0/53.6 90.6/84.8
235.4M 83.0/70.4 40.4/11.1 67.2/46.3 62.5/40.2 74.2/58.5 85.9/81.1 66.1/47.4 28.2/42.5 90.2/84.4

85.6/80.3 50.3/35.9 45.6/55.2 87.9/82.7

PEFT-based Continual Learning Generative Retrieval (CLGR) models

PromptDSI 4.8M
CorpusBrain++ 0.8M 83.0/70.4 6.6/1.9 8.7/32
Naive Expansion 1.6M
MixLoRA-DSI?T 1.2M
MixLoRA-DSI®¥™d 0.6 M
MixLoRA-DSI®®  1.6M
MixLoRA-DSI 0.9M

83.0/70.4 68.8/44.0 52.4/24.7 43.4/20.4 46.8/35.4 58.1/52.0 53.9/35.3
80.5/68.1 68.8/51.2 52.7/32.6 62.5/45.8 72.6/63.7 75.8/71.5 66.5/53.0 13.8/17.2 76.7/66.3
80.5/68.1 65.1/45.6 55.2/35.9 72.1/55.6 75.8/70.7 75.8/73.3 68.8/56.2 12.4/18.3 78.3/71.6
80.5/68.1 66.1/47.2 54.1/33.8 68.4/52.7 75.8/69.1 76.2/73.0 68.1/55.2 13.0/18.1 78.0/70.0

83.0/70.4 59.6/44.5 28.0/7.9 36.0/16.5 38.7/27.6 51.6/43.0 42.8/27.9 17.7/14.6 50.6/32.1

14.7/8.5 9.7/8.9 29.6/23.1 13.9/9.1 9.9/5.6 29.6/23.1

83.0/70.4 48.7/21.0 26.3/6.5 33.1/12.0 43.5/24.6 69.3/62.1 44.2/25.2 38.0/50.0 72.5/64.0

14.1/19.3 60.8/45.8

Table 1: Models performance after indexing NQ320k’s D, reported as {Recall@10}/{MRR@10}. Params. denotes
the number of trainable parameters. For PEFT-based CLGR models, we report only the PEFT components, as RQ
embeddings dominate the parameter count (i.e., 12.6 M). M shows Dy performance of the initial checkpoint F .
D; represents P, ; on D;’s test queries. n denotes the number of samples per corpus used to approximate Fisher
Information Matrix in CLEVER. Best/Second-best CLGR models are highlighted/underscored, except in M.

ing in poor AP, and FWT,;. MixLoRA-DSI*T
outperforms Naive Expansion, PromptDSI, and
CorpusBrain++ in terms of AP, demonstrating the
effectiveness of MixLoRA layers with improved
routers even without pre-training. Despite fine-
tuning fewer than 2 M parameters, MixLoRA-DSI
variants exceed CLEVER in AP while suffering
much less from forgetting. MixLoRA-DSIExpand
further highlights the importance of expansion for
incorporating novel information. With layer-wise
OOD-driven dynamic expansion, MixLoRA-DSI
achieves sublinear parameter growth: using just
60% of MixLoRA-DSI"?OP’s trainable parameters
while maintaining over 98% of AP, and FWT, and
better preserve performance on Dy.

MSMARCO. Scaling to MSMARCO presents
greater challenges due to its massive size. However,
the overall trend mirrors NQ320k: non-PEFT meth-
ods suffer from severe forgetting, with CLEVER
reducing this at the cost of substantial memory
overhead. Interestingly, CorpusBrain++ demon-
strates significant robustness to forgetting. We hy-
pothesize this is due to its continual fine-tuning
of adapters with massive amounts of new data,
which contrasts with MixLoRA-DSI’s freeze-and-
expand strategy. Our dynamic expansion strategy
remains effective at controlling parameter growth.
For MSMARCO, MixLoRA-DSI coincides with
the non-expansion variant, outperforms PromptDSI
and MixLoRA-DSI'9°P in terms of AP, ranking

second only to CLEVER(n=1024), while exhibit-
ing significantly lower forgetting. We attribute this
gap to full-model updates providing greater capac-
ity for memorizing large corpora.

4.3 Discussions

Memory comparison. In Table 3, we compare
the memory usage of CLGR models. CLEVER
incurs high memory costs in both storage and GPU
usage due to EWC regularization, which scales
with n (i.e., the number of prior samples used to
estimate parameter importance via log-likelihood
gradients). While a larger n helps mitigate forget-
ting, it significantly increases memory overhead.
CLEVER must also store previous model check-
points and their corresponding gradients. Corpus-
Brain++ is efficient during training, but its adapters
require high memory during inference. In contrast,
MixLoRA-DSI is slightly more memory-intensive
during training but significantly more efficient dur-
ing inference. It requires saving only the latest
model and a temporary copy during training to
compute Lxr (Eq. 6).

Ablation studies. Table 4 shows ablations of
MixLoRA-DSI. The RQ-based docid mask pro-
vides a strong performance boost in AP; (+8.0
Recall@10) but does not mitigate forgetting. In-
corporating RQ-based docid CL strategies further
enhances retrieval (+8.4 Recall@10) while signifi-
cantly reducing forgetting (-20.0 Recall@10). The
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MSMARCO (Recall@10/MRR@10)

Method Params.i Mo Do T D, T D2 T D3 T D4 T APy T BWT,4 i FWTy T
Traditional IR models (For reference)

BM25 - 39.8/19.1 38.4/18.2 39.1/19.0 38.8/19.4 32.8/13.5 40.3/19.3 37.9/17.9 1.0/0.5 38.4/18.1
DPR - 53.2/26.0 51.6/24.6 49.5/26.2 54.1/25.4 48.3/22.3 49.4/24.5 50.6/24.6 0.5/0.7 50.4/24.9
Generative Retrieval models

BASE 2354M 34.3/17.7 7.5/1.4 8225 7.7/1.2 22.4/59 87.7/69.1 26.7/16.0 53.6/55.2 78.3/70.8
Non PEFT-based Continual Learning Generative Retrieval (CLGR) models

DSI++ 2354M 34.3/17.7 7.6/1.6 65/1.7 6.1/0.8 17.8/49 90.3/68.0 25.7/15.4 59.1/50.9 82.6/65.7
CLEVER(n=512) 2354M 34.3/17.7 14.4/4.1 25.5/9.9 19.9/7.6 27.6/12.6 81.2/67.6 33.7/20.4 45.1/43.2 78.6/64.2

CLEVER(n=1024) 2354M 34.3/17.7 18.7/6.2 41.3/23.0 29.6/13.8 31.6/13.0

70.1/60.2 38.3/23.2 33.1/36.0 72.4/60.6

PEFT-based Continual Learning Generative Retrieval (CLGR) models

PromptDSI 101.5M 34.3/17.7 17.6/7.5 185/8.6 12.8/5.1 14.4/5.1 39.0/34.3 20.4/12.1 32.0/31.3 48.9/42.0
Naive Expansion 1.6M 34.3/17.7 24.5/10.4 20.7/8.5 17.3/6.5 24.7/10.7 65.6/56.0 30.6/18.4 28.5/30.8 58.2/49.4
CorpusBrain++ 0.8M 34.3/17.7 28.9/15.4 30.4/15.0 28.6/11.7 28.7/15.6 24.3/40.9 28.2/19.7 3.8/4.4 30.1/24.6
MixLoRA-DSI** 1.2M  34.3/17.7 25.0/12.1 26.1/12.0 20.9/7.5 27.6/14.2 47.4/41.6 29.4/17.5 14.4/18.1 42.6/35.5
MixLoRA-DSI??  1.6M  34.0/17.8 27.9/13.6 29.9/13.4 25.5/10.8 33.3/17.7 58.4/44.5 35.0/20.0 16.6/19.8 51.9/40.3
MixLoRA-DSI 0.6M 34.0/17.8 28.1/13.6 31.0/13.5 29.1/11.4 34.5/18.2 59.1/46.3 36.4/20.6 16.5/20.4 53.5/41.7

Table 2: Models performance after indexing MSMARCO’s Dy. Refer to Table 1 for a detailed caption.

Method ‘EWC Train Inference Storage
DSI++ - 102 21.1 0.9
CLEVER(n=512) | 184 123  21.1 6.2
CLEVER(n=1024)| 32.4 123 21.1 6.2
PromptDSI - 63 18.4 0.9
CorpusBrain++ - 6.3 30.9 0.9
MixLoRA-DSI | - 81 180 0.9

Table 3: Memory footprints (GiB) during training and
inference measured with a batch size of 128; and stor-
age. CLEVER requires significant GPU memory to
approximate Fisher Information Matrix due to EWC,
and demands more storage.

improved router further increases overall perfor-
mance. Pre-training on Dy has the most substantial
impact on retrieval (+15.6 Recall@10), underscor-
ing the importance of a strong initialization. OOD-
driven expansion limits unnecessary growth while
preserving performance. Overall, all components
contribute to the strong stability-plasticity trade-off
of MixLoRA-DSIL

Token routing analysis. Figure 3 analyzes the
routing behavior of the original and improved
routers. Naive Expansion starts with 2-expert
MixLoRAs on D; and linearly adds new LoRAs
per corpus. However, its softmax router, with un-
normalized weights and inputs, induces competi-
tion, causing new tokens to be predominantly as-
signed to recently added experts. In contrast, our
improved router, guided by a novel auxiliary loss,
achieves a more balanced routing distribution while
still prioritizing newly added LoRAs (e.g., the Sth

Methods APy T BWT, |
Mask. CL. Rout. PT. OOD.R@10M@10 R@10M@10
X X X X X |362 207 331 387
v X X X X |442 252 358 49.7
v /V X X X |525 328 158 21.1
v vV Vv X X |532 346 125 153
v v VvV V X |688 562 124 183
v v Vv v VvV |681 552 13.0 18.1

Table 4: Ablation results on NQ320k for MixLoRA-
DSI’s design: RQ-based docid mask (Mask.), RQ-based
docid CL strategies (CL.), Improved router (Rout.), Pre-
training on Dy (PT.), and OOD-driven dynamic expan-
sion (OOD.). Please refer to Appendix B.2 for ablation
results on MSMARCO.

for D4). This demonstrates that our approach ef-
fectively preserves prior experts’ knowledge while
enabling new LoRAs to capture novel information.

Layer-wise OOD queries analysis. Table 5
presents the percentage of OOD queries. In the left-
half, MixLoRA-DSI, with five 2-expert MixLLoRA
layers in the decoder, expands only once before D1,
resulting in total 15 LoRAs, as pre-training on Dy
provides broad general knowledge. In contrast,
MixLoRA-DSIPT (right-half) starts from a pre-
trained T5 checkpoint, initializing all LoORAs and
routers from scratch with no prior energy scores
for OOD detection. Consequently, OOD estima-
tion begins only after indexing D;. As indexing
progresses, energy scores stabilize, reducing OOD
detections and slowing expansion, ensuring sublin-
ear parameter growth.
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Figure 3: Token routing analysis of the original MoE
routers (left) and our proposed improved routers (right)
when training on D; (Top row) and D4 (Bottom row).
Each cell indicates the percentage of tokens being routed
to a LoRA expert in a layer. Our improved routers
achieve balanced routing while the original router suf-
fers from recency bias.

Laver MixLoRA-DSI | MixLoRA-DST*T
YU \Dy, Dy D3 Dy|D; Dy D3 Dy
1 3.6 0.0 0.0 0.0] - 81.2 55.8 22.0
2 1.6 0.0 0.0 0.0] - 43.1 193 5.6
3 1.2 0.0 0.0 0.0 - 33.0 69 7.1
4 1.3 0.0 0.0 0.0| - 358 59 53
5 12.00.00.0 00| - 472 146 2.8
#LoRA| 10 15 15 15|10 18 19

Table 5: Percentage of layer-wise OOD queries for
MixLoRA-DSI and MixLoRA-DSI*T from Table 1 be-
fore training on each new corpus of NQ320k. -’ denotes
cases where OOD detection are inapplicable.

5 Related Work

Generative Retrieval (GR). Docids remain a
core research focus in GR (Bevilacqua et al., 2022;
Li et al., 2023; Sun et al., 2023; Zhang et al., 2024;
Zeng et al., 2024b; Liu et al., 2024). Recent works
improve GR through learning-to-rank (Li et al.,
2024; Zeng et al., 2024a) and multi-graded re-
trieval (Tang et al., 2024); however, these methods
are not designed for dynamic corpora. GR over
dynamic corpora is gaining traction (Mehta et al.,
2023; Chen et al., 2023; Guo et al., 2024), with
recent efforts addressing rehearsal-free CL (Huynh
etal., 2024) and temporal IR (Kim et al., 2024). We
note that related works such as IncDSI (Kishore
et al., 2023), which differs from autoregressive

GR, and L?R (Cai et al., 2023), a rehearsal-based
dense retrieval method, fall outside the scope of
this work. MixLoRA-DSI pushes dynamic corpora
GR towards task-agnostic, rehearsal-free, and scal-
able retrieval by leveraging RQ-based docids (Zeng
et al., 2024a), introducing PEFT, and employing a
dynamic expansion strategy. This challenges prior
works that primarily adopt atomic docids and eval-
uate on small-scale datasets.

Parameter-efficient Fine-tuning (PEFT). PEFT
introduces lightweight trainable components to
efficiently train large models. The three ma-
jor methods are Adapters (Houlsby et al., 2019),
Prompts (Lester et al., 2021; Li and Liang, 2021),
and LoRA (Hu et al., 2022). LoRA is recently
integrated into MoE (Shazeer et al., 2017; Fedus
et al., 2022), results in MixLoRA and its variants in
vision and NLP (Dou et al., 2024; Yu et al., 2024,
Wu et al., 2024). However, its application in IR
remains unexplored. We pioneer its use in dynamic
corpora GR, introducing IR-specific enhancements:
an improved router with novel auxiliary loss and
an energy-based dynamic expansion strategy to ad-
dress the challenges of dynamic corpora.

6 Conclusion

We introduce MixLoRA-DSI, the first dynamically
expandable framework for rehearsal-free GR over
dynamic corpora, which is task-agnostic, rehearsal-
free, and scalable. Our layer-wise OOD-driven
expansion strategy ensures sublinear parameter
growth, and the proposed cosine classifier with
novel auxiliary loss improves expert specialization
and balance routing. Integrating with CL strategies
for RQ-based docids, MixLoRA-DSI outperforms
prior GR methods in efficiency and robustness.

Limitations

Our work does not incorporate recent ranking op-
timization techniques (Li et al., 2024; Zeng et al.,
2024a), as state-of-the-art RQ-based docid meth-
ods often require multi-step training (Zeng et al.,
2024a,b), which may exacerbate forgetting in dy-
namic corpora. Consequently, all GR models lag
behind traditional IR on MSMARCO in this re-
alistic setting. Due to resource constraints, we
experiment only with T5-base. Although prior
work (Pradeep et al., 2023) suggests that GR per-
formance does not scale linearly with model size,
exploring larger models is left for future work. We
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also do not perform extensive hyperparameter tun-
ing, yet observe consistent gains from each compo-
nent. While we adopt a freeze-and-expand strategy,
CorpusBrain++ shows that continually fine-tuning
a fixed set of adapters yields strong robustness to
forgetting. This raises an open question about the
trade-off between dynamic expansion and param-
eter budget. We further acknowledge the need to
assess generalization across diverse retrieval tasks
(e.g., KILT (Petroni et al., 2021)) but defer this
to future work due to space constraints. Finally,
GR is not suitable for zero-shot retrieval, as index-
ing necessitates model updates. Addressing these
challenges offers promising directions for future
work.
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A Datasets

The detailed statistics of NQ320k (Kwiatkowski
et al., 2019) and MSMARCO (Bajaj et al., 2016)
are shown in Table 6 and 7, respectively. For re-
producibility, we adopt pseudo-queries provided
by previous works: MSMARCO uses 10 per doc-
ument (Zeng et al., 2024a), and NQ320k up to
15 (Kishore et al., 2023).

It is worth noting that MSMARCO contains 28
times more documents but only 2 times more an-
notated queries than NQ320k. To prevent data
leakage in the dynamic corpora setting, we ensure
that the splits (Dg-D,) do not contain information
from subsequent corpora, which results in fewer
annotated queries, further impacting the quality of
RQ-based docids construction.

B Additional results

B.1 Ablation on the choice of using RQ-based
document identifiers

While MixLoRA-DSI is compatible with any se-
mantic docid (i.e., docids derived from quantization
or hierarchical clustering over document embed-
dings (Zeng et al., 2024a,b)), generative retrieval
generally depends on high-quality docids, which
are typically fixed after construction. We provide
additional experiments on NQ320k to justify the
choice of RQ-based docid in Table 9.

We explored another popular semantic docid rep-
resentation, Product Quantization (PQ)-based do-
cids, used in prior work such as CLEVER (Chen
et al., 2023) and Ultron (Zhou et al., 2022). OnDy
, even with exact search via FAISS (Johnson et al.,

2019), PQ-based docids achieved only 13.0% Re-
call@10 and 6.9% MRR @10, compared to 76.6%
Recall@10 and 60.0% MRR @ 10 with RQ-based
docids. As a result, MixLoRA-DSI-PT with PQ-
based docids yields poor overall performance.

Another widely used docid in continual learn-
ing for generative retrieval is the atomic do-
cid, as adopted by DSI++ (Mehta et al.,
2023), IncDSI (Kishore et al., 2023), and
PromptDSI (Huynh et al., 2024). While atomic
docid is less prone to forgetting, they come with
a substantial memory cost: the vocabulary embed-
ding matrix grows linearly with the number of doc-
uments. For example, in MSMARCO, this would
require an approximately 25 GiB extended vocab-
ulary to store 8.8 million unique document em-
beddings. This makes atomic docid impractical
for large-scale applications, especially given our
goal of efficiency and sub-linear parameter growth.
In contrast, both PQ- and RQ-based docids use a
fixed-size extended vocabulary, which adds min-
imal memory overhead and still manages a good
stability-plasticity trade-off.

B.2 Ablation studies on MSMARCO

We provide the ablation study on MS MARCO
in Table 10. The results demonstrate that each
proposed component contributes to the overall
stability-plasticity tradeoff, leading to the improved
performance of MixLLoRA-DSI, similar to the find-
ings on NQ320k in Table 4.

B.3 Ablation studies on the auxiliary router
loss

Table 13 provides a breakdown of the contribution
of each term in the auxiliary loss:

Regarding NQ320k, using both terms achieves
significantly lower BWT (i.e., less forgetting) while
still improving AP (Average Performance) com-
pared to not using any. In contrast, using only one
term improves AP at the cost of exacerbating BWT
(i.e., more forgetting). For MSMARCO, using both
terms also achieves significantly lower BWT with
only a minor impact on AP. In contrast, using only
one term either decreases AP or increases BWT. In
conclusion, both loss terms in the proposed aux-
iliary loss contribute meaningfully to achieving a
balance stability—plasticity trade-off.
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NQ320k

Split Document Annotated Queries Train Pseudo Queries  Test Queries
Do 9,8743 276,493 1,480,538 6,998
D, 2,743 - 41,132 357
Do 2,743 - 41,136 136
Ds 2,743 - 41,138 62
Dy 2,743 - 41,141 277

Table 6: The NQ320k dataset statistics used in our study.
MSMARCO

Split Document Annotated Queries Train Pseudo Queries  Test Queries
Do 7,957,640 452,746 79,576,202 6,247
D, 221,045 - 2,210,445 184
Do 221,045 - 2,210,445 196
Ds 221,045 - 2,210,447 174
Dy 221,048 - 2,210,471 154

Table 7: The MSMARCO dataset statistics used in our study.

B.4 Ablation studies on optimization
objective’s hyperparameters

We conduct experiments to study the impact of
different o (i.e., the auxiliary router loss) and as
(i.e., KL divergence to regularize the updates to the
RQ embeddings) combinations in Equation (7) on
NQ320k.

In practical continual learning settings, preserv-
ing past knowledge (lower BWT) is often as critical
as learning new knowledge (higher AP). The results
show a trade-off between AP (Table 11) and BWT
(Table 12): generally, a larger a slightly boosts
AP performance but lowers BWT, while a larger
a2 negatively impacts AP but reduces BWT. Our
default choice of &y = 1.0 and oy = 0.1 strikes
a balance between the two metrics, achieving the
best AP while maintaining relatively low BWT on
both Recall@10 and MRR@10.

B.5 Additional results on LongEval

As requested by the reviewers during the rebuttal
and due to limited computational resources and
time constraints, we conducted experiments on
the LongEval Challenge (Fink et al., 2025) using
3 training epochs for selected methods. Follow-
ing the DSI++ benchmark setup, we selected four
timesteps (October 2022 to January 2023) to sim-
ulate a continual learning scenario. We could not
use the latest LongEval 2025 test set, as it had not
been released during the rebuttal period, nor could
we access the 2024 test set.

Details of the dataset used in our experiments
are summarized in Table 8. Each new split contains

only newly added unique documents. The anno-
tated queries are divided into an 80-20 train-test
split, with only the annotated training queries from
2022-10 used to construct the RQ-based docids.
We compare our proposed methods against
CLEVER, the strongest continual learning baseline
for generative retrieval, in Table 14. Our findings
on LongEval are consistent with trends observed on
NQ320k and MSMARCO. Despite being rehearsal-
free, MixLoRA-DSI*T achieves competitive per-
formance relative to CLEVER (n = 512) with EWC
regularization. Furthermore, pre-training the ex-
perts substantially boosts MixLoRA-DSI’s perfor-
mance, yielding the best results in this setup.

C More details about residual
quantization-based docids

We adopt Residual Quantization (RQ)-based do-
cid (Zeng et al., 2024a). RQ-based docid is the
first docid that is effective for large-scale standard
IR datasets (Bajaj et al., 2016). while most GR
works have only shown competitive performance
on smaller-scale benchmarks (Pradeep et al., 2023).
For each document d € D, we obtain its document
embedding by treating the pre-trained backbone of
DSI as a dense encoder:

eq = Decoder(<bos>; Encoder(d)) € RY™, (8)

After obtaining the set of document embeddings
Ep ={eq,,--.,eqp }, we train RQ with M code-
books, each containing K centroids (i.e., code-
words), where the m-th codebook is defined as
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LongEval

Split Document  Annotated Queries  Train Pseudo Queries  Test Queries
Do (2022-10) 2,137,584 9,005 8,790,469 1,003
D1 (2022-11) 49,628 - 248,140 1,127
Do (2022-12) 468,940 - 2,344,700 1,128
D3 (2023-01) 35,777 - 178,885 1,163

Table 8: The LongEval dataset statistics used in our study.

Docid variant AP T

BWT | Extended vocab size |

Recall@10 MRR@10 Recall@10 MRR@10 MiB
Atomic 44.4 24.1 0.0 0.0 318
PQ-based 34 1.6 1.0 1.5 48
RQ-based 53.2 34.6 12.6 15.5 48

Table 9: MixLoRA-DSIFT with different docid variants on Dy of NQ320k.

Methods
Mask. CL. Rout. PT. OOD.

AP, 1 BWT, |
R@I0M@I0R@10M@10

294 175 144 18.1
306 184 285 3038
343 200 173 20.1
345 197 150 179
357 202 169 203
364 206 165 204

DN N N N
NSNS N X% %
NN N X % %
NN X X XX
N X X X X X

Table 10: Ablation results on MSMARCO for

BWT | a3=005 | as=01 | ay=05
Metrics [R@10 M@10|R@10 M@10[R@10 M@10
ap =005 153 210 [ 133 206 | 129 152
ap=0.1|183 262|128 177 | 80 50
a;=05|176 280 | 13.0 181 | 99 72

Table 12: Forgetting (BWT) of MixLoRA-DSI on
NQ320k under different combinations of a1 and a.

MixLoRA-DSI’s design: RQ-based docid mask (Mask.), Methods APy 1 BWTy |
RQ-based docid CL strategies (CL.), Improved router First term Second term R@1I0 M@10R@10M@10
(Rout.), Pre-training on Dy (PT.), and, OOD-driven dy- X X 362 207 331 387
namic expansion (OOD.). v X 442 252 358 497
X v 525 328 158 21.1
AP | a3=005 | a2=01 | az=05 v v 68.1 552 130 181
Metrics |R@10 M@10|R@10 M@10[R@10 M@10 ) o
Table 13: Ablation results on the contribution of each
ar =0.05/ 652 50.8 | 66.7 523 | 59.5 40.6 term in the proposed auxiliary router loss (Eq. 3).
a;r=0.1 649 502 | 670 523|597 408
a; =05 | 664 51.8 | 681 552|619 453

Table 11: Average performance (AP) of MixLoRA-DSI
on NQ320k under different combinations of «;; and as.

C™ = {cx}f, € RI™E  We further de-
note the k-th centroid in the m-th codebook as
C™[k] € RY™ The RQ codebooks are optimized
to approximate the document embeddings:

M
eam Y CMiml, im€[LK]. (9
m=1

The trained RQ codebooks is used to gener-
ate an RQ code of length M for each docu-
ment d. The learned RQ centroids are concate-
nated to the DSI’s vocabulary weights W,cqp €

RUImXIVI with length |V| for subsequent opti-
mization: Wrq = {Wyoean; C';...;CM} €
RAMX(VI+M+K) "where {-; -} is concatenation.

D MixLoRA: Mixture of LoRA Experts

In this section, we elaborate the our implementa-
tion of MixLoRA in MixLoRA-DSI. We extend
the MoE formulation in Section 2.2 by introducing
LoRAs as experts, namely MixLoRA. We replace
selected Feed-Forward Network (FFN) layers of
DSI with MixLoRA. Consider a T5-based (Raffel
et al., 2020) DSI model, the Feed-Forward Net-
work (FFN) is a two-layer Multi-Layer Perceptron
(MLP) that processes an input z. For simplicity,
we omit dropout and activation functions without
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LongEval (Recall@10/MRR@10)

Method Do T D, T D2 T D3 T AP3 T BWTs3; l, FWT; T
CLEVER(n=512) 5.7/32 6.8/42 62/45 99/85 7.1/51 20/49 8.9/8.3
CLEVER(n=1024) 6.4/50 8.6/7.4 6.8/59 95/9.1 7.8/68 13/27 9.1/8.5
MixLoRA-DSI?T  6.4/6.7 84/85 7.0/75 93/94 73/60 11/1.8 82/6.4

MixLoRA-DSI

10.5/11.5 11.1/11.5 10.

2/10.9 11.7/11.6 10.9/11.4 1.4/2.2 11.8/12.4

Table 14: Models’ performance after indexing LongEval’s Ds.

loss of generality:

FEN(z) = x + Wou(Win(LN(x))), 10)
where LN(-) denotes layer normalization (Ba,
2016); Wi, and Wy, are the input and output
weight matrix, respectively. In MixLoRA, each
layer of the FFN is adapted with a correspond-
ing set of LoRAs?, while keeping the original
layer weight frozen. Let Ly, = {Aiin ?;1 and
Low = {A!,}N | denote the sets of N LoRAs
with N > 2 for adapting W, and Wy, respec-
tively. The output of adapting W, is:

N
2 = Win(LN(2)) + > Topk(pi(x)) Ay (),

i=1
(11
The final output of MixLLoRA is computed as:

MixLoRA(x) =

12)

Af)ut(x/)'

N
2+ Wou(a') + Y Topk(p;())
=1

By sharing the gate values across both MLP layers,
we avoid the need for another router.

E Implementation details

All experiments are conducted on a single NVIDIA
A100 80GB GPU, using the AdamW opti-
mizer (Loshchilov and Hutter, 2017) with a weight
decay of 0.01 and learning rate of 1le~3. We use
linear learning rate schedule with 10% warm-up
steps, and gradient norm clipping of 1.0. We use
T5-base (Raffel et al., 2020) as the backbone for
all generative retrieval (GR) models, initializing
pre-trained checkpoints from Huggingface (Wolf
et al., 2020). The maximum input sequence length
is 256. For constrained beam search inference, we
use a beam size of 10 and decode for up to 8 steps.

The initial checkpoint is prepared following the
first two steps of RIPOR’s implementation (Zeng

2Compared to Yu et al. (2024), our formulation uses two
unique sets of LoRAs for each FEN layer

et al., 2024a) docid initialization and Seq2Seq pre-
training. We construct RQ-based docids using RQ
codebooks with M = 8 and K = 2048 centroids
per codebook. The initial checkpoint M| is trained
with a batch size of 1024 and a learning rate of
0.001. Training runs for 20K steps on NQ320k and
250K steps on MSMARCO.

E.1 Traditional IR Models

* BM25: We use FAISS (Johnson et al., 2019)
to index Dy and retrieve documents using

Pyserini’s BM25 implementation (Lin et al.,
2021).

DPR: We train a BERT-based dual-encoder
DPR (Devlin et al., 2019; Karpukhin et al.,
2020) on Dg and use it for indexing and re-
trieval on new corpora with FAISS. The im-
plementation follows Gao et al. (2021), using
the BERT-base checkpoint from Huggingface.

E.2 Generative Retrieval Models

We evaluate various GR models in our rehearsal-
free dynamic corpus setting. During continual in-
dexing, we train all models with with a learning rate
of 0.001. We use a batch size of 128 and 512 for
NQ320k and MSMARCUO, respectively. Starting
from M, GR and Non PEFT-based CLGR mod-
els are trained for 5 epochs on NQ320k and MS-
MARCO; PEFT-based CLGR methods and PEFT
are trained for 10 epochs on NQ320k and 5 epochs
on MSMARCO.

* BASE: We reproduce using the code
from Zeng et al. (2024b,a).

* DSI++: We exclude generative replay, as it
requires training an additional model on Dy,
violating the rehearsal-free constraint. Since
the source code is unavailable, we implement
SAM (Foret et al., 2020) using an open-source
repository>.

3https://github.com/davda54/sam
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* CLEVER: We experiment with previous sam-
ple sizes n = 512 and n = 1024 for EWC
regularization. We implement EWC based on
open-source materials®.

e CorpusBrain++: We employ bottleneck
adapters® to all encoder and decoder blocks of
T5. The reduction factor is set to 96 to match
the rank-8 LoRAs used in MixLoRA-DSI.

¢ PromptDSI: since the source code is not re-
leased, we implement it according to the paper.
Neural topic embeddings are obtained from
BERTopic (Grootendorst, 2022), using My as
the encoder to prevent data leakage during
continual indexing.

E.3 MixLoRA-DSI

For continual indexing, we use LoRAs with rank
8, a dropout rate of 0.05, and a scaling factor of
16. We build on an open-source MoE implemen-
tation®. We find a; = 1,a9 = 0.1 to be robust
(Appendix B.4). Regarding slow-learner in the
RQ-based docids embeddings, we scale down the
gradient of concatenated RQ token weights by a
factor of 100.

Following insights from prior PEFT stud-
ies (Wang et al., 2022; Huynh et al., 2024), we
apply MixLoRA to the first five layers of the de-
coder, as it is responsible for autoregressive de-
coding. By default, MixLoRA employs a top-2
router, initializing with two unique sets of LoRAs,
discussed in Appendix D. The token-wise energy
score OOD thresholds 7 are set to the average ex-
ponential moving average of energy scores.

For NQ320k, all pre-trained MixLoRA-DSI vari-
ants use a batch size of 32, while other variants
use a batch size of 128. All models are trained for
10 epochs. The layer-wise OOD query threshold
d is set to 1% for pre-trained variants and 5% for
MixLoRA-DSIFT.

For MSMARCO, MixLoRA-DSI variants use a
batch size of 512 and are trained for 5 epochs. The
layer-wise OOD query threshold 9 is set to 0.01%
for pre-trained variants and 10% for MixLoRA-
DSIPT.

The naive expansion baseline follows the same
setup as MixLoRA-DSI but without pre-training
*https://github.com/ContinualAI/colab/blob/
master/notebooks/intro_to_continual_learning.

ipynb

5https://docs.adapterhub.ml/methods.html#

bottleneck-adapters
®https://github.com/lucidrains/st-moe-pytorch

on Dy, expanding naively, and using the original
MOokE router with original load balancing loss.
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