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Abstract

Recent years have witnessed remarkable ad-
vances in Large Language Models (LLMs).
However, in the task of social relation recog-
nition, Large Language Models (LLMs) en-
counter significant challenges due to their
reliance on sequential training data, which
inherently restricts their capacity to effec-
tively model complex graph-structured rela-
tionships. To address this limitation, we pro-
pose a novel low-coupling method synergizing
multimodal temporal Knowledge Graphs and
Large Language Models (mtKG-LLM) for so-
cial relation reasoning. Specifically, we extract
multimodal information from the videos and
model the social networks as spatial Knowl-
edge Graphs (KGs) for each scene. Temporal
KGs are constructed based on spatial KGs and
updated along the timeline for long-term rea-
soning. Subsequently, we retrieve multi-scale
information from the graph-structured knowl-
edge for LLMs to recognize the underlying so-
cial relation. Extensive experiments demon-
strate that our method has achieved state-of-
the-art performance in social relation recog-
nition. Furthermore, our framework exhibits
effectiveness in bridging the gap between KGs
and LLMs. We release our code at https:
//github.com/HarryWgCN/mtKG-LLM.

1 Introduction

Social relation recognition is an emerging and es-
sential task in the field of natural language pro-
cessing and computer vision. It focuses on iden-
tifying and interpreting the social relations across
various data forms. As a combination of differ-
ent modalities, videos offer rich information from
both linguistic and visual aspects simultaneously,
allowing for a deeper understanding of semantic
content. Thus, social relation recognition in videos
has become a prominent research topic over the
past decade. This task involves extracting social
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Figure 1: An example of the social network in the social
relation recognition task.

relations between characters in the video, as shown
in Figure 1, and maintaining a social network along
the timeline. Beyond its direct applications in so-
cial network extraction and analysis, it serves as an
important foundation for other multimodal tasks,
such as video summarization and video question
answering. Therefore, recognizing social relations
in videos is both crucial and fundamental for multi-
modal information extraction.

In terms of data modeling in this task, previ-
ous works mainly utilized two types of methods to
model the videos. Some methods (Teng et al., 2022;
Dai et al., 2019; Kukleva et al., 2020; Xu et al.,
2021; Teng et al., 2022) utilize visual and language
encoders and perform reasoning on multimodal em-
beddings throughout the videos. Although these
encoding and multimodal aggregation algorithms
align with common patterns in Video Understand-
ing tasks, the latent feature space is relatively too
coarse for fine-grained and graph-structured so-
cial relations. Li et al. (2024) leverages LLMs for
efficient multimodal understanding, achieving a
breakthrough in this task. However, the exclusive
application of LLMs for sequential processing is
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still inadequate for the graph-structured nature of
social networks. (Dai et al., 2019; Liu et al., 2019;
Wu et al., 2021; Yan et al., 2021; Wang et al., 2023;
Lyu et al., 2024) model the scenes in the video
as graphs. Yet, conventional graph operations are
largely constrained to specific subgraphs due to
limited hops. These methods also exhibit weak
temporal reasoning capabilities due to inefficient
temporal modeling, imposing several limitations
on capturing complex temporal dynamics and long-
range dependencies.

Large language models have succeeded across
various fields in recent years, and Knowledge
Graph has been regarded as an important graph-
structured modeling method. As a result, there is
growing interest in the integration of LLMs and
KGs. Some methods (Wang et al., 2024; Huang
et al., 2022; Jiang et al., 2023b; Choudhary and
Reddy, 2023; Andrus et al., 2022; Luo et al., 2024,
2023; Chen et al., 2024a; Lee et al., 2024) render
specific entities in the Knowledge Graph accessi-
ble to LLMs while resulting in a loss of contextual
and structural features. Some methods (Chu et al.,
2024; Cui et al., 2024; Shu et al., 2024b) for mul-
timodal information extraction and mining exploit
hypergraphs for KG processing. However, these
structural operations are also constrained in sub-
graphs. In addition, summarizing the whole Knowl-
edge Graph as proposed by Li et al. (2024) is also
inappropriate, omitting critical details embedded
within the graph structure.

Inspired by these observations, we propose
a novel framework to synergize multimodal
temporal Knowledge Graphs and Large Language
Models (mtKG-LLM) for social relation recogni-
tion. Firstly, we leverage Multimodal Large Lan-
guage Models (MLLMs) to extract the multimodal
information from each video scene, constructing
spatial KGs. Secondly, we process each scene se-
quentially to update the temporal KGs along the
timeline, which allows for continuous temporal
reasoning of social relations. Thirdly, the tem-
poral KGs are partitioned into communities for
community-level contextual information. This ap-
proach preserves both global context and structural
features within the KGs, facilitating multi-scale
information retrieval for more reliable inference.
Eventually, for each scene, we retrieve clues includ-
ing detailed individual, interaction, and community-
level contextual information. We utilize LLM with-
out fine-tuning to recognize the social relations for
characters based on available information.

Our contributions are summarized as follows:

* To the best of our knowledge, we are the first
to utilize the combination of KGs and LLMs
for social relation recognition in videos.

* We propose the mtKG-LLM framework to
construct multimodal temporal Knowledge
Graphs and perform multi-scale information
retrieval for low-coupling and effective syn-
ergy with Large Language Models.

¢ Our method achieves state-of-the-art (SOTA)
performance with substantial improvements
on major datasets.

2 Related Work

2.1 Social Relation Recognition

Over the years, researchers have explored diverse
approaches to identify and classify social relations
in videos. Lv et al. (2018) contributes to the SRIV
dataset for further supervised learning and exploits
TSN (Wang et al., 2016) for relation reasoning.
Vicol et al. (2018) constructs the MovieGraphs
dataset. Liu et al. (2019) proposes the ViSR dataset
and MSTR model to extract relationships. Wu
and Krahenbuhl (2021) constructs the LVU dataset
for long-term video understanding. Some methods
(Kukleva et al., 2020; Teng et al., 2022; Xu et al.,
2021; Wuet al., 2021; Wang et al., 2023) utilize dif-
ferent modalities for more effective reasoning. Yet,
these solutions fail to simulate the graph structure
of social networks.

Subsequent works further explore the application
of multimodal GNNs. Dai et al. (2019) proposes
to fuse multimodal features via GNN. Yan et al.
(2021) proposes MRR to predict via triples. Wu
et al. (2021) models the video as heterogeneous
graphs and implements multimodal processing.
Wang et al. (2023) shifts graph operations for spa-
tial relation modeling and performs temporal rea-
soning through a cumulative transformer. Lyu et al.
(2024) proposes a hierarchical graph-based system
for relation prediction. Although these GNN-based
methods explicitly construct KGs, their spatial and
temporal modeling capabilities are limited.

The studies of language models provide inspi-
ration for Li et al. (2024) to introduce a vision
foundation model for image-based social relation
recognition. Nevertheless, the understanding and
reasoning ability of this framework is not compa-
rable with that of LLMs, and this framework only
processes images without temporal information.
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2.2 Multimodal and Temporal KGs

The development of knowledge graphs has under-
gone several key stages, evolving from early man-
ually constructed ontologies to large-scale, auto-
matically generated graphs of different types and
forms (Jiang et al., 2023c). In recent years, the
construction and inference of multimodal knowl-
edge graphs (MMKGs) have enhanced the integra-
tion and understanding of diverse data modalities
(Zhu et al., 2022). Addressing the dynamic na-
ture of real-world data, Chen et al. (2023) designs
the MSPT framework to balance existing knowl-
edge with new information. Lee et al. (2024) em-
ploys a relation graph attention network and a cross-
modal alignment module to enhance multimodal
reasoning. Song et al. (2024) combines conven-
tional knowledge engineering with LLMs to enrich
scene understanding for real-world agents. These
advancements highlights the growing importance
in integrating and reasoning over complex multi-
modal data.

Temporal Knowledge Graphs (TKGs) have be-
come a pivotal area of research, addressing the dy-
namic nature of real-world facts by incorporating
temporal information into knowledge graphs. Lin
et al. (2019) introduces an approach to temporal re-
lation extraction using pretrained language models.
Yan and Tang (2022) captures the temporal nature
of events via KGs, allowing for the representation
of chronological sequences, durations, and tempo-
ral overlaps. Liu et al. (2024c¢) introduce a dynamic
hypergraph embedding approach for TKG reason-
ing, capturing high-order interactions between enti-
ties over time. These studies collectively advance
the understanding and application of temporal dy-
namics in knowledge graphs, contributing to more
accurate temporal inference models.

2.3 Unifying KGs and LLMs

Researchers have explored capabilities of LLMs
in processing graph-structured data. KG related
researches can be categorized into three types
(Pan et al., 2024): KG-enhanced LLMs, LLMs-
augmented KGs, and Synergized LLMs and KGs.

KG-enhanced LLLMs mainly focus on exposing
Knowledge Graph information to LLMs. Wang
et al. (2024), Huang et al. (2022), Jiang et al.
(2023b) and Andrus et al. (2022) propose to provide
LLMs with entity retrieval. Choudhary and Reddy
(2023) and Tang et al. (2024) further retrieve neigh-
bor entities within 3-hops. Lee et al. (2024) en-

codes specific sub-graphs as input tokens of LLMs.
In these methods, the receptive field of LLMs is
restricted to sub-graphs, ignoring contextual infor-
mation. Chu et al. (2024), Cui et al. (2024), and
Shu et al. (2024b) construct hypergraphs for LLM-
based KG processing, while GraphRAG (Edge
et al., 2024) proposes a community-wise multi-
scale information retrieval. These studies motivate
us to implement contextual information extraction
at a moderate granularity, i.e., community level.

As for LLMs-augmented KGs, existing meth-
ods mainly utilize LL.Ms to construct Knowledge
Graphs of higher qualities. Chen et al. (2024a)
models the queries and facts as triples based on
LLMs. Xu et al. (2024) and Wei et al. (2024)
optimizes the entity and relation descriptions us-
ing LLMs. Shu et al. (2024a) improves link pre-
diction tasks by guiding the LLM with relevant
graph-structured knowledge and fine-tuning LLMs
on knowledge graph-related tasks. Additionally,
Chakraborty (2024) demonstrates the strong poten-
tial of LLMs in multi-hop reasoning over knowl-
edge graphs, enhancing complex information re-
trieval and understanding that covers multiple enti-
ties and relations.

Luo et al. (2023) and Chen et al. (2024a) explore
efficient integrations of LLMs and KGs without
fine-tuning. As the entities and relations of KGs
are generated by LLMs, the representation spaces
will be largely aligned. Along this way, leveraging
LLMs to understand and process such information
is rational, inspiring us to construct a low-coupling
and effective integration of KGs and LLMs.

3 Preliminaries

This section defines various mathematical notations
for relevant concepts and properties.

1.V e {V07 VD> VYI? V37 VDT» ‘/IT> VCM7 VS}’
where Vc, VD, V[, VB, VDT, ‘/}T, VCM, and
Vs represent the set of character, individual,
interaction, background, temporal individual,
temporal interaction, community, and social
relation entities respectively.

2. Vo = {v},vZ, ..., v}, where v}, represents
the i*" character entity in the KG.

1,2 21
3. Vs ={vg",vg, ...,

sents the social relation for vg and UJC.

n,m 2,
vg""'}, where v’ repre-

4. E = {(v*,r%,v7)}. Bach edge in the KG
represents the association between entities.
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Figure 2: An overview of the mtKG-LLM framework. To provide a clearer representation, character entities, and
temporal individual entities are integrated. In the visual depiction, dashed circles and solid circles represent Vp and
Vpr. Additionally, V7, Vg, and Vi are triangles color-coded in blue, orange, and green, respectively.

5. G = {V,E}, where G is the Knowledge
Graph with entities and edges.

It is worth noting that other definitions name the
link in KGs as relations or relationships. To avoid
confusion with social relations, we use the term
edge as a substitute.

4 Method

4.1 Overview

Figure 2 demonstrates the overall framework of
our proposed mtKG-LLM framework. Firstly, the
Multimodal Knowledge Graph Extraction module
models the scenes as multimodal spatial KGs. Sec-
ondly, the Knowledge Graph Temporal Update
module constructs temporal KGs along the time-
line. Thirdly, the Community Summary module
summarizes communities in the temporal KGs. Fi-
nally, social relations are recognized via LLM with
multi-scale KG information.

4.2 Multimodal Knowledge Graph Extraction

The Multimodal Knowledge Graph Extraction mod-
ule constructs multimodal spatial KGs for each
scene in the video. At the first step, we sample the
frames within the scene as the visual content. The
linguistic content consists of the conversations. We
employ a Multimodal Large Language Model to
directly extract the multimodal information, corre-

visual content

Individual :>

linguistic SUFITEED E individual

content ‘|:: O A
Interaction »@]
Summarize interaction O A ‘,~’

Figure 3: Multimodal Knowledge Graph Extraction. To
provide a clearer representation, character entities, and
individual entities are integrated.

[: g | ]
Summarize cEelehn O O

sponding to the background entities Vg, individ-
ual entities Vp, and interaction entities V7. Subse-
quently, we construct the spatial KG of each scene
as shown in Figure 3, linking each viD € Vpto
corresponding v, € Vi, and each vl € V to v,
and vé. The background entity vp € Vp is shared
across all character pairs since all interactions oc-
cur in the same scene. The multimodal spatial KG
construction is defined in Equation 1.

V ={Ve,Vp, V1, VB} )]

It is worth noting that, our proposed frame-
work mainly focuses on general videos that are
not always covered by existing external knowledge
sources. Due to this reason, instead of relying
on exterior knowledge databases, our framework
autonomously extracts relevant information. Al-
though the datasets include movies that are famous
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Structure
Figure 4: Knowledge Graph Temporal Update

(possibly in authorized KGs), we avoid using exte-
rior validated knowledge to enhance the generaliz-
ability of our proposed method to general videos.

4.3 Knowledge Graph Temporal Update

The update procedure of the temporal KGs is illus-
trated in Figure 4. The KG is updated regarding
entities and structures. Each temporal KG con-
tains information from the previous temporal KG
as long-term memory and the current spatial KG as
short-term memory, shown in Figure 2. The spatial
KG for the first scene is essentially a temporal KG
due to the absence of prior information.

Firstly, for characters that appear in both the
previous temporal KG and the current spatial KG,
the previous temporal entities Vpr and Vi and
current entities Vp, V7, and Vg are summarized
as updated Vpr and Vit via LLMs according to
Equation 2 and Equation 3. These update opera-
tions endow temporal entities Vpr and Vi with
updated temporal features based on current infor-
mation. Thirdly, the non-overlapping structures
(i.e., entities and edges) that are not involved in the
update process are preserved in the temporal KG.
This step maintains previous and current structural
knowledge as contextual information.

VDT = Summ(VDT, VD) (2)

Vir = Summ(Vip, Vi, Vi) 3)

4.4 Community Summary

In this module, we summarize the temporal Knowl-
edge Graph at the community level for global con-
textual information retrieval as shown in Figure 5.
In light of the clustering nature of social relations,
we partition the whole KG into communities to
preserve both global features and structural infor-
mation simultaneously. Within each community,
character entities exhibit stronger links to other
character entities in the same community. This

queries I;J> I;J> T
=

O O
O © it (@}
o O
O
= o)

O
O

Social Relation

Recognition social relation

Community =
Summarize community
summary

Figure 5: Community Summary and Social Relation
Recognition.

is to maximize Modularity (Newman and Girvan,
2004), defined in Equation 4. e, is the actual num-
ber of edges in the community. cK? is the fraction
of the sum of the degrees of the entities, and m
denotes the total number of edges in the network.

1 K?
H= Y (e—nat) @
Compared to the LLM-generated weight intro-
duced by Edge et al. (2024), we calculate the
number of interactions between characters as the
weight of the edge for community detection. With
communities detected, we generate summaries
for each community via LLMs based on the en-
tities involved. The community summary infor-
mation is denoted as Equation 5 where COM is
the set of communities detected. Along this way,
community-level summaries form the global con-
text with structure-related information preserved.

Vour = {summ(Vp, Vi), c € COM}  (5)

4.5 Social Relation Recognition

With all KGs generated as above, we retrieve rele-
vant information for social relation inference. Re-
garding queries of a specific relation, we retrieve
the corresponding entities from Vpr and V77 in the
temporal KGs constructed in the Knowledge Graph
Temporal Update module. In addition, we gather
all community entities Vs constructed in the
Community Summary module as supplementary
contextual information. These encompass multi-
scale knowledge in the KG. Eventually, social re-
lations are recognized via LLMs as demonstrated
in Figure 5 based on the knowledge retrieved. The
LLMs are not fine-tuned on the datasets to lower
the coupling between KGs and LLMs for a low
hardware resource setting. The recognition can be
formulated as follows:
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vg’ = Rec(Vpr, vy, vir, Vom) (6)
5 Experiments

5.1 Settings
5.1.1 Dataset

We evaluate our framework on the following four
video datasets: MovieGraphs (Vicol et al., 2018)
dataset, HLVU (Curtis et al., 2020) dataset, ViSR
(Liu et al., 2019) dataset and LVU (Wu and Kra-
henbuhl, 2021) dataset. Details of each dataset are
provided in Appendix A. It is worth noting that,
in order to evaluate the temporal reasoning perfor-
mance on MovieGraphs dataset, we split the sam-
ples in an ordered manner. We assign and shuffle
clips that come from the same movie to the same
split to avoid data leakage. In addition, clips are
processed in order with respect to the timeline.

5.1.2 Evaluation Protocol

Our framework recognizes the social relation re-
garding the scene-level pair-wise relation queries
and video-level single-label queries. We calculate
the accuracy of queries in each category as well
as the average accuracy for MovieGraphs dataset
and the overall mean average precision (mAP) for
ViSR and LVU datasets. To follow the conventional
settings in DVU challenge, we evaluate the perfor-
mance on the HLVU dataset via recall metrics.

5.1.3 Baseline Methods

For experiments on MovieGraphs dataset, baseline
methods include GCN (Kipf and Welling, 2016),
PGCN (Liu et al., 2019), MSTR (Liu et al., 2019),
LIReC (Kukleva et al., 2020), MRR (Yan et al.,
2021), PMFL (Teng et al., 2022), OD-GCN (Hu
et al., 2023) and SGCAT-CT (Wang et al., 2023).
HLVU baselines involve GCN (Kipf and Welling,
2016), Multimodal (Yu et al., 2020), Graph-based
(Lu et al., 2020), Joint Learning (Zhang et al.,
2021) and SGCAT-CT (Wang et al., 2023). ViSR
baselines include GCN (Kipf and Welling, 2016),
TSN (Wang et al., 2016), PGCN (Liu et al., 2019),
MSTR (Liu et al., 2019), HC-GCN (Wu et al.,
2021) and SGCAT-CT (Wang et al., 2023). LVU
experiment is conducted on OT (Wu and Krahen-
buhl, 2021), OT++ (Xiao et al., 2022), VideoBERT
(Sun et al., 2019), STAN-Large (Fish et al., 2022)
and SGCAT-CT (Wang et al., 2023). Details of the
baselines are provided in Appendix B

5.1.4 Implementation Details

Videos and clips are decomposed into scenes ac-
cording to the similarity of consecutive frames
with a threshold of 0.6. Within scenes, we sam-
ple frames at a rate of 2 frames per second. We
employ pre-trained Faster R-CNN (Girshick, 2015)
and ResNet18 (He et al., 2016) for character de-
tection. Conversations are extracted via available
subtitle info or Netease Jianwai. We prompt the
LLMs to generate major relations for major relation
recognition tasks. To avoid the impact of different
multimodal processing, we employ the same GPT-
40-2024-11-20 model (Hurst et al., 2024) for mul-
timodal information extraction. The community
detection algorithm is Leiden (Traag et al., 2019).
All LLM invocations are completed through
APIs. The specific versions of the LLMs are
as follows: GPT-4-0613 (Achiam et al., 2023),
Claude-3-5-sonnet-20240620 (Anthropic, 2024),
Gemini-1.5-pro-001 (Team et al., 2024), Llama3.1-
405b (Dubey et al., 2024), Doubao-1.5-pro-32k
(Bytedance, 2025), Qwen-max (Yang et al., 2024),
DeepSeek-V3-0324 (Liu et al., 2024a). The unified
prompt system is demonstrated in Appendix D.

5.2 Results and Analysis

Table 1 illustrates the experiment results of differ-
ent methods on MovieGraphs dataset. Our frame-
work with GPT4 as the LLM component exhibits
superior performance to existing methods in rec-
ognizing most social relations while scoring the
second highest accuracy in both "Leader-sub" and
"Opponent" relations. The overall mean accuracy
increases by 15% over the previous SOTA. Statis-
tics provide strong evidence for the superiority of
our proposed method.

Existing works struggle with recognizing similar
relations such as "Parent-offs", "Sibling", "Couple"
and "Friend". The accuracy varies significantly
across these relations. To some extent, characters
of these relations exhibit similar interactions and
character traits in comparable contexts. However,
determining clues for recognition are subtle and dis-
tributed along the timeline. Consequently, due to
limited training data, methods that mainly employ
coarse feature embeddings for reasoning fail to cap-
ture nuanced yet crucial details for distinguishing
between social relations. In contrast, our LLM-
powered multimodal KGs capture valuable clues
from both history temporal features and current
scene information, thus generating robust and dis-
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Top-1 Accuracy
Method |Leader-sub|Colleague|Service |Parent-offs|Sibling | Couple|Friend | Opponent | Average
GCN 0.295 0.365 | 0.132 0.325 0.280 | 0.167 | 0.391 | 0.158 0.264
PGCN 0.313 0.374 | 0.290 0.137 0.320 | 0.250 | 0.407 | 0.375 0.308
MSTR 0.409 0.392 | 0.342 0.407 0.434 | 0.326 | 0.373 | 0.357 0.380
LIReC 0.352 0.329 | 0.244 0.435 0.301 | 0.423 | 0.317 | 0.269 0.334
MRR 0.454 0.423 | 0.428 0.385 0.392 | 0.446 | 0.439 | 0.365 0.417
PMFL 0.363 0.484 | 0.485 0.333 0.161 | 0.368 | 0.440 | 0.386 0.401
OD-GCN 0.463 0.394 | 0.442 0.415 0.457 | 0.436 | 0.428 | 0.423 0.432
SGCAT-CT 0.387 0.573 | 0.415 0.382 0.459 | 0.406 | 0.509 | 0.570 | 0.463
mtKG-GPT4 0.43 0.656 | 0.534 0.547 0.554 | 0.519 | 0.576 | 0.429 0.531
Table 1: Experiment results on MovieGraphs dataset. The best results are highlighted.
Top-1 Accurac
Method _|Recall Nethod | mAP UM 5 [ sk | s
GCN 0.435

GCN 0.261 TSN-ST 10.432 GPT4 0.487 | 0.504 | 0.531

Multimodal | 0.178 PGCN 0.447 Doubao | 0.479 | 0.494 | 0.528

Graph-based | 0.258 MSTR 10478 Claude | 0.480 | 0.501 | 0.527

Joint Learning | 0.385 HC-GCN 10487 Llama 0.456 | 0.504 | 0.517

SGCAT-CT | 0.457 SGCAT-CT |0.501 Qwen 0.476 | 0.485 | 0.499

mtKG-GPT4 | 0.598 mtKG-GPT4 | 0.574 DeepSeek | 0.453 | 0.472 | 0.494

Gemini | 0.469 | 0.477 | 0.480

Table 2: Experiment re-

sults on HLVU dataset. Table 3: Experiment re-

sults on ViSR dataset.

Method | mAP
OB 0.531
OB++ 0.524
VideoBERT |0.528
STAN-Large | 0.563
SGCAT-CT |0.545
mtKG-GPT4|0.559

Table 4: Experiment results on LVU dataset.

criminative representations of the video. Therefore,
our framework maintains a stable and outstanding
recognition performance across similar relations.

Furthermore, the excellent performance of
mtKG-LLM in these relations is also related to
the clustering properties of relations. For instance,
characters in "Colleagues" relations are normally
working in the same place, while the company man-
ager holds "Leader-sub" relations with all members
of the colleague community. In addition, charac-
ters with "Parent-offs", "Sibling" and "Couple"
relations constitute family scenarios. Thus, the
community-level contextual information, which is
comprised of both global and structural features, is

Table 5: Ablation studies on MovieGraphs dataset.

crucial for recognizing such relations.

Contrary to being slightly behind for the
"Learder-sub" relation, our method is outperformed
by SGCAT by a significant amount for the "Op-
ponent” relation. A potential explanation for this
weakness is Covariance Shift. The definition of
opponent is not as unified as other relations. In
the vast training data of LL.Ms, the distribution of
data containing the concept of "Opponent" devi-
ates from the distribution of that in MovieGraphs
dataset. Therefore, since we do not fine-tune our
framework on the dataset, reasoning with LLMs po-
tentially introduces bias in recognizing "Opponent"
relations. Despite failing to take the leading posi-
tion, our method still surpasses all other baseline
methods, demonstrating its robustness.

The experiment on HLVU dataset further eval-
uates the capability of mtKG-LLM for pair-wise
scene-level reasoning. As shown in Table 2, mtKG-
LLM has improved the SOTA by 31%, validating
the effectiveness of our proposed method. Addi-
tionally, Table 3 and Table 4 illustrate encouraging
results of performing video-level major relation
recognition. These results collectively reinforce
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betrayal. With all the
good memory back
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Figure 6: An example processing the evolution of relations. The target characters are denoted in red and blue
temporal individual entities. The community entities are colored in yellow, covering relevant character entities. As
for clear representations, we only depict relevant temporal interaction entities in green.

the superiority of our framework in handling com-
plex social relation recognition tasks in videos.

5.3 Ablation Study

To verify the contribution of each part of the mtKG-
LLM framework, we conduct an ablation study
on MovieGraphs dataset. We divide the frame-
work into three parts: spatial KG construction (s),
temporal KG update (¢), and community summary
module (¢). These modules are added incremen-
tally to evaluate their individual impact. Owing
to our low-coupling architecture, we are able to
seamlessly switch between different LLMs, further
demonstrating the framework’s versatility and gen-
eral capability in synergizing with various LLMs
that demand no further adjustments.

As shown in Table 5, the addition of each module
contributes to significant increases in the accuracy.
The Knowledge Graph Temporal Update module
enhances the framework by incorporating tempo-
ral dynamics for relations that require long-term
memory. The Community Summary module fur-
ther empowers the framework with both global and
structural insights into the KGs. Combined with
target entities retrieved from temporal KGs, multi-

scale information is accessible for LLMs, facilitat-
ing more accurate reasoning. Notably, employing
spatial KG modeling inclusively outperforms most
methods, validating the effectiveness of the module
in capturing multimodal features.

In addition, to further verify the universality of
the proposed framework, we demonstrate the per-
formance under resource-constrained settings and
switch between alternative Multimodal LLMs.

We deploy a divers set of small-sized open-
source models, including Vicuna-7B-v1.5 (Zheng
et al., 2023), Qwen2.5-7B-Instruct (Team, 2024),
Vicuna-13B-v1.5 (Zheng et al., 2023), Mistral-8B-
Instruct-2410 (Jiang et al., 2023a), LLaMA-3.2-8B-
Instruct (Dubey et al., 2024), and Qwen2.5-14B-
Instruct (Team, 2024). The experimental results in
Table 6 indicate that part of the LLMs underper-
form prior works. We attribute this to the general
task solving nature of LLMs, which often trade off
task-specific capabilities for broader task general-
ization. Additionally, prior models were specifi-
cally trained on the target dataset, giving them a
distinct advantage. Nevertheless, the framework
retains encouraging performance and significant
flexibility. We view this as an opportunity for fu-
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ture work to incorporate fine-tuning or distillation
techniques to improve both performance and effi-
ciency in resource-constrained environments.

GPT40 + LLM Top-1 Accuracy
Qwen2.5-7B-Instruct 0.403
vicuna-7b-v1.5 0.420
Llama-3.2-8B-Instruct 0.428
Ministral-8B-Instruct-2410 0.432
Qwen2.5-14B-Instruct 0.463
Vicuna-13B-v1.5 0.468

Table 6: Ablation Study Regarding LLMs on
MovieGraphs dataset.

As for Multimodal LLM settings, we utilize dif-
ferent models including LLaVA-OneVision-72B
(Liu et al., 2024b), InternVL2.5-78B (Chen et al.,
2024b), GPT-40 (Hurst et al., 2024), Qwen2.5-VL-
72B (Bai et al., 2025), Doubao-1.5-vison-pro (Guo
et al., 2025) and Gemini-2-Pro (Google, 2024). As
shown in Table7, altering Multimodal LLMs intro-
duces performance variation. However, the model
consistently outperforms prior baselines by a sig-
nificant margin. This reveals the robustness of our
approach.

MLLM + GPT4 Top-1 Accuracy
LLaVA-OneVision-72B 0.503
InternVL2.5-78B 0.529
GPT-40 0.531
Qwen2.5-VL-72B 0.542
Doubao-1.5-vison-pro 0.548
Gemini-2-Pro 0.599

Table 7: Ablation Study Regarding MLLMs on
MovieGraphs dataset.

5.4 Efficiency Analysis

As multiple LLM API calls are conducted through-
out the video processing, we investigate the pro-
cessing speed and computational cost of the pro-
posed framework in comparison to previous neural
network-based methods. According to the time con-
sumption estimation in Appendix C, a 10-minute
(600-second) video with about 5 scenes would
roughly take 122.2 seconds for processing and re-
quire 5800 tokens. Time cost can be reduced to
12.2 seconds with a batch-size of 10 (greater batch-
size may exceed the capacity of the API service).
For comparison, we consider SGCAT-CT, a former
state-of-the-art method that includes both visual

and graph modules. On an RTX 3090 GPU with a
batch size of 16, SGCAT-CT processes a 10-minute
video in approximately 13 seconds.

Current approach is apparently more expensive
than previous works, particularly for long videos.
However, there is a trade-off between flexibility,
performance, hardware requirements, cost, and in-
ference delay. Our framework demonstrates ca-
pability and flexibility in understanding complex
multimodal interactions. In addition, the use of
LLMs offers greater transparency and interpretabil-
ity compared to previous methods.

5.5 Case Study

We further conduct a case study depicted in Fig-
ure 6. The temporal KGs are displayed for each
scene. The temporally updated entities and commu-
nities are summarized in boxes with corresponding
colors. The reasoning for social relation recogni-
tion is attached at the bottom.

In the Indiana Jones movie, we focus on two
characters, Elsa and Indiana Jones. Their social re-
lations evolve from "Colleague" to "Couple", then
from "Couple" to "Opponent”, and finally from
"Opponent" to "Friend". The reasoning process
illustrated in the figure highlights the construction
of temporal KGs upon spatial KGs, complemented
by community summaries that provide contextual
information. These modules facilitate a reliable
inference of the transitions in social relations.

Cross-modal conflict is a typical issue as demon-
strated in the second scene in Figure 6. Our pro-
posed framework employs the powerful contex-
tual understanding ability of LLMs, while leverag-
ing both spatial and temporal information retrieved
from KGs, to address the conflicting details that
normally arise from a lack of context information.

6 Conclusion

In this paper, we propose the mtKG-LLM frame-
work for recognizing social relations in videos. We
implement spatial and temporal KGs via the Multi-
modal LLM to effectively capture the multimodal
features both spatially and temporally. Addition-
ally, we enhance LLM inference by incorporating
a multi-scale Knowledge Graph information ex-
traction mechanism, which expands the receptive
field of LLM towards the entire Knowledge Graph.
Comprehensive experiments demonstrate the effec-
tiveness of our proposed framework.
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Limitations

In our proposed framework, we adopt a non-
invasive approach to synergize temporal KGs and
LLMs. However, the low coupling pattern of the
framework limits the depth of collaboration be-
tween KGs and LLMs to some degree. Thus, ex-
ploring possible strategies to optimize LLMs for
efficient multi-scale Knowledge Graph processing
is a direction for future work.

Deploying Large Language Models (LLMs) via
APIs offers advantages in scalability and reduced
infrastructure costs, as the service provider man-
ages hardware and maintenance. However, this
approach introduces network latency and ongoing
usage expenses. Conversely, locally deploying tra-
ditional neural networks provides greater control
over data privacy and can minimize latency, but it
requires significant upfront investment in hardware
and entails maintenance responsibilities.

Ethical Considerations

This research leverages the generalization capabili-
ties of LLMs for social relation recognition tasks.
However, we also acknowledge that LL.Ms poten-
tially generate inaccurate results due to inherent
biases in training data and evaluation metrics. Bias
detection and debiasing algorithms are possible
solutions to mitigate this problem.
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A Additional Introduction of Datasets

The details of the datasets are as follows:

MovieGraphs dataset is comprised of 7,637
clips from 51 movies collected from IMDB for
long-term reasoning. A group of annotators went
through a training phase and a cross-checking
phase to ensure high-quality annotations. It in-
cludes multimodal annotations such as visual
scenes, character interactions, dialogue transcripts,
and situational attributes (e.g., emotions, relation-
ships). We follow the same label set as in prior
work (Yan et al., 2021) for pair-wise scene-level
annotations. This dataset provides the most com-
prehensive evaluation of our method given its fine
granularity and rich multimodal context.

HLVU dataset consists of 19 movies from public
websites such as Vimeo and the Internet Archive.
Movies are divided into scene segments. A group
of human assessors were recruited to provide scene-
level pair-wise labels via yEd (yWorks, 2019)
graphing tools. It features multimodal inputs, in-
cluding video frames, and subtitles, supporting
holistic video understanding tasks.

ViSR dataset contains more than 8,000 videos
from 200 movies which have a wide variety of
types such as adventure, family, comedy, drama,
and crime. Each video clip is labeled by at least
five annotators by maximum voting to guarantee
the quality. It provides video-level social relation
labels along with aligned audio that contains subti-
tles, enabling joint vision-language reasoning.

LVU is a long video understanding dataset
constructed on the publicly available MovieClips
dataset (YouTube, 2020), containing 30K videos
from 3K movies. It offers multimodal annotations
from the description associated with each video,
such as character identities, dialogue, and scene de-
scriptions, facilitating large-scale video-language
analysis.

4513


https://www.movieclips.com/
https://www.movieclips.com/
https://www.yworks.com/products/yed
https://www.yworks.com/products/yed

MovieGraphs and HLVU datasets are annotated
at character-pair level. ViSR and LVU datasets
(ViSR and LVU) primarily label major social re-
lations at the video level, leveraging multimodal
signals (visual, textual, and auditory) for compre-
hensive video understanding.

B Additional Introduction of Baselines

Existing works recognize social relations in dif-
ferent manners. We divide them into two groups,
scene-level pair-wise and video-level single-label.
We select approaches that are suitable or can be
modified to be suitable for corresponding objec-
tives. Some methods cannot be applied to other
datasets due to several reasons. Firstly, methods
(Kukleva et al., 2020; Yan et al., 2021; Teng et al.,
2022) with limited receptive fields cannot fully pro-
cess video-level datasets. In addition, approaches
(Wu and Krahenbuhl, 2021; Yu et al., 2020; Zhang
etal., 2021; Sun et al., 2022; Xiao et al., 2022; Fish
et al., 2022) for joint video understanding tasks
cannot process other datasets without video under-
standing annotations. Besides, some video-level
methods (Wu et al., 2021) performing video-level
aggregations cannot process scene-level data. Fur-
thermore, works (Xu et al., 2021; Lyu et al., 2024)
with different category mappings or other settings
are not involved. Due to the reason that we modify
the structure of MovieGraphs dataset for better tem-
poral reasoning and evaluation, some methods (Qin
etal., 2023; Dong et al., 2025; Lyu et al., 2024) that
either did not released the source code or replied to
contacts will not be included in the experiment.
As for scene-level pair-wise comparisons, we
conduct experiments on the MovieGraphs and
HLVU datasets. GCN (Kipf and Welling, 2016) is
a conventional graph convolution network. PGCN
(Liu et al., 2019) adopts multi-scale graph mod-
eling for social relation recognition. MSTR (Liu
etal., 2019) combines PGCN and TSN (Wang et al.,
2016) for spatial and temporal information aggrega-
tion. LIReC (Kukleva et al., 2020) presents a mul-
timodal architecture to extract contextual features.
MRR (Yan et al., 2021) proposes a multi-entity rep-
resentation method to predict relationships. PMFL
(Teng et al., 2022) adopts self-supervised learning
on transformers for better representation. Multi-
modal (Yu et al., 2020) proposes a multimodal fu-
sion method while Graph-based (Lu et al., 2020)
further adopts GNNs for data modeling. Joint
Learning (Zhang et al., 2021) applies joint learning

of interaction and relationship. OD-GCN mod-
els the videos at overall-level, distinctive-level and
global-level, enhancing multi-perspective represen-
tation. SGCAT (Wang et al., 2023) converts the
conventional character-centric modeling to novel
relation-centric modeling and employs a cumula-
tive transformer for temporal reasoning.

As for video-level single-label comparisons,
we conduct experiments on the ViSR and LVU
datasets. Apart from the previously mentioned
methods, HC-GCN (Wu et al., 2021) constructs
social graphs at different levels and performs aggre-
gations. Object Transformers (OT) (Wu and Kra-
henbuhl, 2021) adopts an object-centric design for
video understanding. OT++ (Xiao et al., 2022) sup-
plements (Wu and Krahenbuhl, 2021) with a self-
supervised pre-trained contextualizer. VideoBERT
(Sun et al., 2019) learns joint distributions over vi-
sual and linguistic data. STAN-Large (Fish et al.,
2022) designs a two-stream transformer architec-
ture to model static and contextual features.

C Efficiency Estimation

To estimate the delay and token usage of our frame-
work, we consider a video for L seconds and aver-
age token cost at each operation recorded during
experiments. Scenes typically last about 2 minutes
(120 seconds), so for a video of length L seconds,
the number of scenes is approximately ﬁ . For
each scene, the multimodal LLM call to construct
the knowledge graph uses 800 tokens with 22
seconds’ delay. Temporal update operations be-
tween scenes consume about 300 tokens each with
2 seconds’ delay, and about 400 tokens for commu-
nity summary with 2.4 seconds’ delay. The final
LLM call for social relation recognition requires
roughly 200 tokens with 1.8 seconds’ delay. Thus,
the total estimated token usage is approximately
155 %800+ (155 —1) x 30044004200 tokens. And
the delay is about 155 x 22+ (155 —1) x24+2.4+1.8
seconds.

In our framework, we employ a combination of
different LLM API services (both language-only
and multimodal), and the inference delay can vary
depending on the network environment, geographic
location, and backend load. Therefore, the reported
latency values are intended for qualitative analysis
only.
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D LLM Prompts

We use a unified prompt system for various op-
erations implemented via LLMs. Due to limited
space, the examples involved in the prompts are
omitted and will be accessible in the released code
after acceptance. The prompts of each operation
are shown below.

The background summary prompt is shown in
Figure 7. The individual summary prompt is shown
in Figure 8. The interaction summary prompt is
shown in Figure 9. The temporal update prompt
is shown in Figure 10. The community summary
prompt is shown in Figure 11. The social relation
recognition prompt is shown in Figure 12.
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You are a helpful assistant to summarize the background of the image.
What is the background of the image?

Figure 7: Prompt for background information extraction.

[TASK]

As an insightful assistant, craft a concise summary about a person depicted in a given
multimedia context. Use the visual and spoken cues provided to determine the individual’s likely
role, actions, and interaction within the scene. In your summary, explicitly mention discernible
demographics like approximate age and attire, and interpret the relationship or activity the
individual is involved in based on their apparel, age, and spoken words. Ensure your
descriptions remain unbiased, incorporating only observable or inferrable information to
enhance contextual awareness particularly for purposes such as aiding visually impaired users
or security monitoring. The output should follow the JSON format shown below.

[FORMAT]
Follow the following format:

[INPUT]

whole_image: The complete image containing the environment and multiple individuals possibly
image_of_person: A closer or isolated image of the specific individual to be summarized
words_spoken_by_the_person: Transcript or list of words that the individual has spoken
[OUTPUT]

{

"my_reasoning": "Your careful and step-by-step reasoning before you return the desired outputs
for the given inputs”,

"summary": "A concise description of the individual, including possible relations to others,
based on visual cues and spoken words. Details such as sex, age, and outfit are included."

}

[EXAMPLES]

For the given inputs, first generate your reasoning and then generate the outputs.

Figure 8: Prompt for individual information extraction.
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[TASK]

As a perceptive assistant, you are expected to synthesize both visual and textual information to
provide a concise and insightful summary of the interaction between two people depicted in the
dataset. Evaluate the setting, the appearance and positioning of individuals, and their
conversation to deduce their relationship, emotional state, and the purpose of their interaction.
Use context clues from the whole image, detailed images of each person, and the conversation
snippet provided. In the absence of a piece of information, use informed assumptions based on
available data to complete your summary effectively. Make sure your summary encapsulates the
essence of their interaction, elucidating on the underlying dynamics, possible intentions, and
roles of the people involved. Your narrative should be brief yet comprehensive, providing clear
insight into the nature of their interaction. The output should follow the JSON format below.

[FORMAT]
Follow the following format:

[INPUT]

whole_image: the entire image showing both people

image_of_first_person: image focusing on the first person

image_of_second_person: image focusing on the second person

conversation: recorded or text-based conversation between the two people

[OUTPUT]

{

"my_reasoning": "Your careful and step-by-step reasoning before you return the desired outputs
for the given inputs”,

"interaction_summary": "summary of the interaction between the two people based on the given
images and conversation"

}

[EXAMPLES]

For the given inputs, first generate your reasoning and then generate the outputs.

Figure 9: Prompt for interaction information extraction.
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[TASK]

As a narrative synthesis specialist, your task is to create cohesive summaries that seamlessly
bridge past conditions with current updates, focusing on progression and resolutions. For each
input:

1. Analyze the historical and current information provided.

2. Combine these details to illustrate a clear transition from the initial problem to the subsequent
improvements or solutions implemented.

3. Write a summary that integrates both the history and current updates, emphasizing the
effectiveness and results of the actions taken.

4. Provide your reasoning that led to this summary. Your narrative should serve as a benchmark
for clear communication in fields requiring regular updates, such as customer relationships,
academic research, and healthcare.

Each response should aim to engage and inform stakeholders by clearly demonstrating how
past challenges have been addressed, ensuring the narrative is valuable for real-world
applications and decision-making. Ensure your outputs adhere to the JSON structure provided,
featuring both your reasoning and the synthesized history. Your output should follow the JSON
format shown below.

[FORMAT]

[INPUT]
History_information: Previous contextual data provided by an expert
Current_information: Latest data or updates provided by an expert
[OUTPUT]
{

"my_reasoning": "Careful and step-by-step reasoning before returning the outputs for the
given inputs"

"New_history_information": "A summary that combines both the historical and current
information while emphasizing progress, maintaining chronological integrity and relevance for
decision-making"

}

[EXAMPLES]

For the given inputs, first generate your reasoning and then generate the outputs.

Figure 10: Prompt for temporal KG update.
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[TASK]

Your task is to synthesize and summarize the provided character profiles and their interpersonal
relationships into a concise, coherent key information summary. Focus on integrating both the
professional roles and the relationship dynamics in your summary. Ensure the clarity and
breadth of contextual details present, highlighting how each individual is related to others and
any professional roles or attributions that provide additional understanding of the group
dynamics. The output should follow the JSON format shown below.

For each input:

1. Begin by identifying each character's role or profession from the character information.

2. Extract and simplify the relationship data from the relations description.

3. Integrate both sets of information into a clear and succinct summary that outlines both the
relationships and professional roles, emphasizing interactions that provide insight into the
group’s social or professional structure. Ensure the output is well-organized and easy to
comprehend.

[FORMAT]
Follow the following format:

[INPUT]
character_information: The list of descriptions providing details about individual characters
within the social group
relation_information: The list of descriptions that detail the relationships between the characters
in the social group
[OUTPUT]
{
"my_reasoning": "Your careful and step-by-step reasoning before you return the desired outputs
for the given inputs”,

"key_information_summary": "A summary that highlights the key information relevant for
recognizing relationships within the social group"

}

[EXAMPLES]

For the given inputs, first generate your reasoning and then generate the outputs.

Figure 11: Prompt for community summary extraction.
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[TASK]

Analyze the relationship information provided, which includes details about how the individuals
are connected (‘edge_info'), personal data of both individuals (‘individual_info_1",
‘individual_info_2'), and a brief context of their interaction (‘context_summary'). From this,
determine and select the most accurate social relationship category, provided in the list under
(‘relation_list'). Your response should clearly state the chosen category as it directly correlates
to the context and details provided. Skip any personal comments, focusing only on identifying
and delivering the exact social relationship type. The output should be in the JSON format
shown below.

[FORMAT]
Follow the following format:

[INPUT]
edge_info: The information regarding the connection or interaction between the two individuals
individual_info_1: The information of the first individual
individual_info_2: The information of the second individual
context_summary: A brief summary providing the context of the relationship between the two
individuals
relation_list: List of potential social relationships that can be used to describe the relationship
between the individuals
[OUTPUT]
{

"reasoning": "Your careful and step-by-step reasoning before you return the desired outputs
for the given inputs. "

"relation": "The social relationship chosen from the relation_list."

}

[EXAMPLES]

For the given inputs, first generate your reasoning and then generate the outputs.

Figure 12: Prompt for social relation recognition.
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