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Abstract

Legal Case Retrieval (LCR), which retrieves
relevant cases from a query case, is a fun-
damental task for legal professionals in re-
search and decision-making. However, exist-
ing studies on LCR face two major limita-
tions. First, they are evaluated on relatively
small-scale retrieval corpora (e.g., 100-55K
cases) and use a narrow range of criminal
query types, which cannot sufficiently reflect
the complexity of real-world legal retrieval sce-
narios. Second, their reliance on embedding-
based or lexical matching methods often re-
sults in limited representations and legally ir-
relevant matches. To address these issues, we
present: (1) LEGAR BENCH, the first large-
scale Korean LCR benchmark, covering 411
diverse crime types in queries over 1.2M can-
didate cases; and (2) LEGALSEARCHLM, a
retrieval model that performs legal element
reasoning over the query case and directly
generates content containing those elements,
grounded in the target cases through con-
strained decoding. Experimental results show
that LEGALSEARCHLM outperforms baselines
by 6 — 20% on LEGAR BENCH, achieving
state-of-the-art performance. It also demon-
strates strong generalization to out-of-domain
cases, outperforming naive generative models
trained on in-domain data by 15%.

1 Introduction

Legal Al has increasingly gained attention from
legal professionals to raise the productivity of their
work. Among various legal applications, Legal
Case Retrieval (LCR) (Feng et al., 2024; Deng
etal., 2024b; Su et al., 2024; Deng et al., 2024a; Li
et al., 2023a; Xiao et al., 2021; Li et al., 2023b,c;
Zhang et al., 2023), which identifies relevant prece-
dents for a given case, plays a particularly crucial
role in maintaining judicial fairness and supporting
the decision-making process of legal experts.
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However, previous work on the legal case re-
trieval task has clear limitations. (1) Most evalua-
tions have been conducted in small-scale settings,
where a predefined set of candidate documents is
provided for each query and the queries do not suf-
ficiently reflect the diverse criminal case types (Ma
etal.,2021; Liet al., 2023b,c; Xiao et al., 2018; Li
et al., 2023d). (2) The tested retrieval models are
limited to embedding-based similarity and lexical
matching approaches, with the former struggling
to capture the rich semantics of legal literature
as it compresses complex documents into fixed-
size vectors, and the latter often leading to unfo-
cused matches due to a lack of semantic under-
standing (Wang et al., 2023; Magesh et al., 2024;
Kim et al., 2024).

To address the first, we present LEGAR BENCH
(Legal Case Retrieval Benchmark), the first large-
scale Korean LCR benchmark, comprising two
dataset versions tailored to different evaluation
needs: (1) LEGAR BENCHg;y,d4rq4 i designed for
comprehensive assessment across a broad range
of crime categories. The queries cover 411 dis-
tinct crime types and are evaluated over a retrieval
pool of 1.2M cases. To achieve this, we systemati-
cally construct the benchmark using crime types
based on statutory provisions, even further de-
tailed than official charge titles used in courts (e.g.,
defamation by fact disclosure — Article 307(1), or
false allegation — Article 307(2), both sharing the
charge title defamation) (Section 2.1). (2) LEGAR
BENCHg,,.r evaluates stricter relevance criteria
than LEGAR BENCHg44r4. It considers more
factual details and legal issues within the same
crime type that can affect the final judgment or
sentence, which is crucial for legal practitioners.
To enable this, we annotate the pool of 170K cases
across 160 crime types using 102 crime-specific
legal factors and 443 corresponding options (Sec-
tion 2.2).

To address the second, we shift our focus on the
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Language Crime types of query  Query case Retrieval pool Target case per query
COLIEE2024 English - 400 1,734 (per query) -
LeCaRD Chinese - 107 100 (per query) 10.33
LeCaRDv2 Chinese - 800 55,192 (per query) 20.89
LEGAR BENCHsandara Korean 411 411*N 1,226,814 200
LEGAR BENCHgsyicrer Korean 160 ~15,777 169,230 14.69

Table 1: Scale comparison of LCR benchmarks. LEGAR BENCH expands the retrieval pool and query coverage.
N indicates query set expandability via similar case groups.

LCR task from sequence-to-sequence matching to
generating the key legal elements that determine
relevance by proposing LEGALSEARcHLM. It di-
rectly generates important legal elements via con-
strained decoding and returns the documents that
contain them (Li et al., 2024; Kim et al., 2024; Li
et al., 2023e.f; Bevilacqua et al., 2022), mitigat-
ing the shortcomings of traditional retrievers like
BM25 and dense embeddings. Given the specificity
of the legal domain, we adopt diverse strategies
including first token-aware generation and self-
supervised fine-tuning (SSFT) (Section 3).

We evaluate LEGALSEARCHLM on LEGAR
BENCH, comparing it against strong baselines
including lexical matching and embedding-based
methods from both general-purpose and legal-
domain models. Our experimental results show
that LEGALSEARCHLM outperforms the best base-
line by 6% in precision. Our training strategy leads
to significantly better generalization, achieving a
15% improvement over generative retrieval mod-
els trained with naive identifiers on in-domain data
(Section 5).

In summary, our contributions are as follows.

¢ We introduce the first Korean LCR bench-
mark, LEGAR BENCH, which has the largest
and most diverse criminal cases.

* We present LEGALSEARCHLM that generates
legal elements that should be included in tar-
get case via first-token-aware decoding.

* Our LEGALSEARCHLM achieves state-of-the-
art performance on LEGAR BENCH, demon-
strating remarkable generalization ability on
unseen crime types.

2 LEGAR BENCH

In this section, we describe relevance criteria and

the construction process of LEGAR BENCH.
LEGAR BENCH features the most comprehen-

sive set of query and target cases (See Table 1),

#Crime types of queries

Categories
Standard Stricter
Traffic offenses 13 9
Fraud 21 8
Injury or Violence 31 19
Sexual crime 132 111
Defamation or Insult 8 6
Finance or Insurance 5 1
Drug 5 4
Murder 2 2
Theft or Robbery 38 -
Obstruction of Business 13 -
Destruction 5 -
Threat 11 -
Criminal trespass 15 -
Embezzlement or Breach of trust 15 -
Gambling 7 -
Negligent homicide and injury 6 -
Obstruction of right 5 -
Child abuse or School violence 10 -
Medical or Food drug 11 -
Corporation 3 -
Bribery 3 -
Car 2 -
Labor or Employment 11 -
Industrial or Serious accidents 4 -
Military duty or law 2 -
Consumer or Fair trade 1 -
Arrest or Detention 1 -
Intellectual property 3 -
IT or Privacy 2 -
Misdemeanor 1 -
Sexual norms 1 -
Tax, Administ, Const law 14 -
Other criminal offenses 10 -
Total 411 160

Table 2: Statistics of Crime Typology and Correspond-
ing Criminal Types. LEGAR BENCHg;4n44:¢ includes
411 query types across 33 crime categories, while
LEGAR BENCHgycrer covers 160 query types across
8 categories.

with relevance criteria rigorously defined by the
lawyers involved in the construction process. It of-
fers two dataset versions based on different evalu-
ation needs, LEGAR BENCHg;;,,44-0 and LEGAR
BENCHStricter'

2.1 LEGAR BENCHg;4ndara

LEGAR BENCHg;4n44rq 18 designed to provide a
comprehensive assessment of retrieving diverse
crime categories, and the enhancement of overall
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(Query) From September 2020 to March 2021, at the defendant’s residence in B Building, C Unit, Seobuk District, Cheonan, the defendant created a Telegram chat room
named "D." Over 95 transactions, the defendant received a total of 2,400,000 KRW in cultural gift certificates from buyers. The defendant then invited them to other chat
rooms, "E,""F," and "G", which contained 101 edited photos of female celebrities, with their faces inserted into explicit content without consent. The defendant also sent
250 similar photos directly to buyers. Through these actions, the defendant sold and distributed edited, sexually suggestive images for profit, using the internet without

the individuals’ consent.

(Standard) On June 15, 2021, at 01:57 AM, at the defendant’s residence in B
Apartment, C Unit, in Gyeongbuk Gunwi, the defendant, after posting a false
video sale advertisement on Telegram, was contacted by Officer E from the Jeju
Police Department. The defendant accepted an offer to sell the fake videos,
received 20,000 KRW via a bank transfer to an account under the defendant's
name, and sent 9 edited photos of women's bodies to Officer E via Telegram. The
photos were digitally altered to insert images of women's breasts or genitals. In
doing so, the defendant provided edited or fabricated material for profit, using the
internet to create sexually suggestive content without the consent.

(Stricter) From June 2023 to January 2024, the defendant operated a private
Telegram channel from their residence in Gangseo-gu, Seoul, advertising the sale
of "high-quality manipulated photos and videos." Through this platform, the
defendant received payments from multiple buyers into their H Bank account and
distributed approximately 320 manipulated images and videos, in which the
faces of ordinary women and celebrities were superimposed onto the nude
bodies of unidentified individuals. Engaging in this activity on approximately 110
occasions, the defendant accrued a total of 3,300,000 KRW. These materials
were repeatedly distributed online for profit, without the victims' consent.

1 (A) On July 23, 2022, the defendant used a program to create 8 manipulated images by combining a photo of the victim with nude images of an unknown woman froma |
' pornographic site. Later, on October 6, 2022, the defendant created a G account under the victim's name and posted the 8 manipulated images along with 24 other !
i personal photos, including family photos, making them public. By doing so, the defendant illegally manipulated and distributed the victim’s images against their will. ,

i (B) On May 24, 2024, the defendant filmed the victim, E (female, 45), performing a nude massage using a hidden camera. Between February and May 2024, the H
! defendant filmed 50 similar instances involving women, including sexual acts, without their consent. Later, on February 27, 2024, the defendant uploaded one videotoa !
1 site and sold it for 300 'wood' (approximately 44,715 KRW). Between February and September 2024, the defendant sold similar videos, earning a total of 73,742,488 KRW. 1

Figure 1: Examples of Relevance Cases. (Query) is a query case on distributing false images/videos for profit.
The indicates profit, the represents the creation of false images/videos, and the

denotes distribution—the three key legal elements of the crime. Both (Standard) and (Stricter)
satisfy the three elements, and (Stricter) additionally meets the requirements concerning the scale of distributed
images/videos (Red Highlight) and the total financial gains obtained (Purple Highlight). (A) and (B) are not target
cases, as (A) distributed a false image without intending to obtain financial gains, and (B) committed the offense

for financial gain through the unlawful filming of real footage, not the creation of false images.

CRIMINAL ACT

) Crimes against
Step 1. Sexual crime Labor or Employment ’ Theft or Robbery 33
reputation
2 _— Defamation Defamationthrough | | Defamation through
printed materials radio
Defamation by Defamation by false
Step 3.

disclosure of facts allegation

Figure 2: Examples of the construction process for each
step in LEGAR BENCHgyn44:0- Step 1 defines major
crime categories based on Korean Criminal Act. Step 2
refines these categories using charge titles, and Step 3
further specifies them based on statutory provisions.

system performance.

2.1.1 Definition of Standard Relevance

We define standard relevance based on the charge
title and statutory provision, where the former
refers to the formal name of the offense, and the lat-
ter indicates the specific statutory article applicable
to that charge. For example, as shown in Figure 1
on sexual crime, for the query case (Query) on dis-

tributing false sexual images/videos for profit, the
standard target case (Standard) satisfies the three
statutory elements: 1. creation of false sexual im-
ages/videos, 2. intent for profit, and 3. distribution.
Cases like (A), which are not for profit, or (B),
which concern illegal sexual video filming rather
than false sexual image creation, cannot be con-
sidered target cases, since they are distinct crimes
governed by different laws.

2.1.2 Data Construction

To ensure comprehensive coverage of the diverse
and complex legal literature, we employ a top-
down approach, systematically categorizing crimes
based on Korean Criminal Act.

Step 1: Construction of Crime Typology. We
establish a crime typology to categorize various
types of crimes in criminal cases. As shown in Step
1 of Figure 2, we define major categories based
on the structure of the Korean Criminal Act, such
as sexual crimes, labor or employment offenses,
crimes against reputation, and theft or robbery. Ap-
pendix 5 lists a total of 33 crime categories.
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Step 5. Insult

Common Criminal Voluntary

Insanif
Surrender y

Diminished C: i
Factors iminished Capacity

Victim-Targeted - Relationship with
; Number of Victims ) 2. Thi n

Crime Factors Victim
3. Nor rbal Insult

n-ver
4. Online Insult

Social Reputation
Harm

Factors of Insult Medium Type -| Victim Specificity

Figure 3: Examples of the construction process of
LEGAR BENCHgycr.r- Each crime type (e.g., Insult)
includes specifically defined factors (in boxes filled with
sky blue) and sub-factors (in boxes outlined in black).
Cases are annotated by mapping all sub-factors to corre-
sponding predefined options.

Step 2: Assignment of Charge Titles. We con-
struct the set of crime charge titles that can oc-
cur within each crime category. A charge title is
the official name used in legal documents, such as
indictments or complaints, to describe a specific
offense. As shown in Figure 2, crimes against rep-
utation can be expanded into related charge titles
(sub-categories), such as defamation, defamation
through printed materials, defamation through ra-
dio, insults, etc. While charge titles are determined
by statutory provisions that apply, there is no one-
to-one correspondence between these two because
some charge titles correspond to multiple provi-
sions with subtle differences. This ambiguity is
resolved by further refinement in the next step.

Step 3: Refinement from Statutory Provisions.
To better reflect the subtle difference of the body
of the crime between provisions grouped within
the same charge title, we refine charge titles to the
level of individual statutory provisions when such
refinement is both possible and meaningful. Figure
2 shows how defamation can be divided according
to distinct laws, such as defamation by disclosure
of facts and defamation by allegation of false facts.
Finally, the standard similar groups are formed by
combining the results of Step 2 and Step 3, as
shown in the skyblue-bordered box of Figure 2.
As a result, LEGAR BENCH ;u544ra contains 411
similar groups across 33 categories.

Step 4: Case Mapping. We automatically pro-
cess 1.2M (1,226,814) criminal cases, mapping
them to their respective groups based on the charge

title and statutory provisions annotated for each
group. This process successfully maps 1M cases
(1,052,506), which account for 85.79% of our
total criminal cases, enabling evaluation on the
majority of criminal cases through our LEGAR
BENCH, Standard-

2.2 LEGAR BENCHgycter

2.2.1 Definition of Stricter Relevance

For stricter case similarity, we expand the scope
from facts to include claims, reasoning, sentencing
factors, and conclusions sections from the case,
aiming to provide a more comprehensive view of
the process of judges. Stricter relevance further re-
quires factual details that do not affect the type
of charge, but might affect the final judgment or
the sentence. Examples include the severity of the
crime, the relationship between the defendant and
the victim, situational information, and arguments
made by defendants. For instance, while making
only a few fake images and selling them for 20
dollars is ruled under the same crime with making
hundreds of fake videos with thousands of dollars
of profit, the stricter factual relevance between the
two cases is low (See the red and purple highlights
in Figure 1). Also, if two assault defendants make
the same claim of self-defense but only one of them
is accepted by the judge, these two cases should
also be distinguished. Five legal experts have an-
notated these important factors that determine the
stricter relevance between cases (Appendix C.1).

2.3 Dataset Construction

Step 5: Define Detailed Factors. We construct
LEGAR BENCHg; ¢, starting from 160 simi-
lar groups across 8 crime categories in LEGAR
BENCHg;44arq- First, we define sets of factors to
be further considered for each group in the stan-
dard set. Figure 3 shows that the standard group
“Insult” is associated with Common Criminal Fac-
tors, Victim-Targeted Crime Factors, and Factors
of Insult. Next, we identify detailed sub-factors
and create options for each of them. Finally, based
on the defined factors, sub-factors, and options for
each standard group, we annotate the cases belong-
ing to each standard group using GPT-40. The full
list of sub-factors is shown in Table 7.

Step 6: Case Grouping. As a result of Step 5,
we obtain (sub-factor, option) pairs for each case
across all sub-factors required for each standard
group. The following grouping algorithm is then
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applied to find cases with the highest factual rele-
vance. We created one stricter group for each stan-
dard group, resulting in 160 queries (See Table 1
for details).

Algorithm 1 Stricter Relevance Group

1: Input: case_data, subfactor-option pair_list

2: Qutput: grouped_cases

3: for each case in case_data do

4: key = generate_key(subfactor-option
pair_list)

5 group[key].append(case)

6: end for

7: if any group has 2 or more cases then

8:  return the group

9: end if

10: for r = number of subfactors to 1 do

11:  for each case in case_data do

12: key = generate_key(subfactor-option
pair_list[:r])

13: group[key].append(case)

14:  end for

15:  if any group has 2 or more cases then

16: return the group

17:  endif

18: end for

19: return None

3 LEGALSEARCHLM

Previous approaches to LCR rely on either
embedding-based or lexical matching meth-
ods (Magesh et al., 2024). However, embedding
models often lose important details by compress-
ing lengthy legal texts into single vectors, while
lexical methods struggle to distinguish legally im-
portant information from noise. To better reflect
how legal experts assess relevance—focusing on
specific legal elements that constitute the crime,
rather than subtle details like dates, geographic
names, or place names—there is a need for a more
sophisticated retrieval approach.

In this work, we introduce LEGALSEARCHLM,
which addresses the pitfalls of sequence-to-
sequence matching by adopting the generative
retrieval paradigm (Bevilacqua et al., 2022; Li
et al., 2023f,e; Kim et al., 2024). Given a query
case, LEGALSEARCHLM generates relevant legal el-
ements as keys for the target documents. By mod-
eling retrieval as language modeling, it effectively
mitigates the fixed-dimension embeddings’ infor-
mation loss problem and the lexical match’s lack

of deep semantic understanding, which are both
crucial in LCR.

3.1 Training

Extracting legal elements. We define legal ele-
ments are atomic facts that can influence the final
judgment. As proven effective by Min et al. (2023);
Chen et al. (2024a); Cai et al. (2024), we extract
legally valid elements by prompting an LLM.

However, naively training the model using ex-
tracted legal elements is insufficient for success-
ful retrieval. This is especially true at inference
time, where the decoding process is constrained
by a predefined FM-index that forces the model to
generate sequences appearing exactly in the cor-
pus. In this framework, early decoding decisions
are highly critical; for instance, generating “dates”
or “locations” of the crime as the first token may
unintentionally steer the decoding process toward
irrelevant paths. This has the unintended effect of
filtering based on information unrelated to legal
relevance, thereby discarding documents that may
contain key legal elements while overemphasizing
those that happen to include the specific date or
location.

To address this problem, we construct synthetic
examples that begin with legally informative to-
kens from legal elements using few-shot LLMs.
Figure 4 illustrates the generation of first-token-
aware legal elements at inference time.

Data collection. As LeGaLSEarcHLM formu-
lates LCR as legal elements generation, it needs
finetuning to generate appropriate legal elements
given the query case. However, as relevance an-
notation in the legal domain is costly, training the
model on a large set of query-target pairs is not
feasible.

As a solution, we construct a training dataset
in a self-supervised manner (Lewis et al., 2020).
Specifically, we use query case as inputs and le-
gal elements from the query case as outputs. This
approach provides the following three benefits:

* Less noise and cost-effectiveness: It re-
duces noise compared to using an existing
retriever’s results as gold query-target pairs
(e.g., BM25) (Li et al., 2023a).

* Balanced training on long-tail crimes: It
enables better sampling of rare case types than
citation-based approaches.
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s N
(Query doc) From September 2020 to March —>
2021, at the defendant’s residence in B SearchLM
Building, C Unit, Seobuk District, Cheonan,
the defendant created a Telegram chat room
named "D." Over 95 transactions, the from
defendant received a total of 2,400,000 KRW. Zi’f’:l”;::;
in cultural gift certificates from buyers. The Cheonan
defendant then invited them to other chat -
rooms, "E," "F," and "G", which contained 101 videos
edited photos of female celebrities, with their edited

. N L . false

faces inserted into explicit content without
consent. The defendant also sent 250 similar the
photos directly to buyers. Through these an offer
actions, the defendant sold and distributed allowance
edited, sexually suggestive images for profit, a
using the internet without the individuals’ edited
consent. the

(Generated content)

accepted an offer to sell the fake videos,
received 20,000 KRW

sent edited photos of women'’s bodies

filmed
provided
accepted
sent

provided edited or fabricated material for profit

(Target doc) ... (omitted) ... Officer E from
the Jeju Police Department. The defendant
accepted an offer to sell the fake videos,
received 20,000 KRW via a bank transfer to
an account under the defendant's name.
defendant sent edited photos of women'’s
bodies to Officer E via Telegram. The photos
were digitally altered to insert images of
women's breasts or genitals. In doing so, the
defendant provided edited or fabricated
material for profit, ... (omitted) ...

to
or
material

to tak
to sell
to call

photos
vedios

Figure 4: Inference process of LEGALSEARCHLM. Given a Query doc as input, LEGALSEARCHLM generates key
legal elements expected to appear in the Target doc via core-first-token-aware constrained decoding over a prefix-
indexed corpus (Generated content). Since the generated content is grounded in the corpus, it can be linked back

to its source document, enabling retrieval.

e Better generalization: The model learns to
reason over legal elements from a query case,
aligning with inference-time conditions with-
out relying on memorization.

3.2 Inference

During inference, LEGALSEARCHLM performs
constrained beam decoding over the document in-
dex, ensuring that the generated content always
exists in a document within the corpus (See Fig-
ure 4). For constrained decoding, we employ an
FM-index based on the Burrows-Wheeler Trans-
form (BWT) (Ferragina and Manzini, 2000). It en-
ables efficient exact pattern matching via backward
search in time linear to the pattern length. Detailed
explanations on the FM-index are in Appendix A.1.
The specific generation process is as follows.

Let x1,x9,...,x, denote a generated token se-
quence obtained via constrained beam search. At
each decoding step ¢, we maintain a beam of par-
tial sequences {:c(<1t) , x(<2t) yeees mg)}, where each
hypothesis is extended based on the previously
generated tokens :c(i,)f The candidate set C (:ng)
represents the valid next tokens for the i-th hypoth-
esis, constrained by FM-index. This ensures that all

generated sequences present within the corpus.

(4)

xry = argglea‘ic P(x | [BOS])
fori=1,...,B (1)

xgi) € Top-k {P(x | xg) ’ x € C(a:g)}
fort > 2 ()

In our retrieval process, LEGALSEARCHLM cap-
tures key legal elements from the query case that
are expected to appear in the target case, and begins
generation with informative initial tokens to guide
decoding toward relevant parts of the corpus.

4 Experimental Setup

4.1 Baselines

We evaluate a range of baselines, including tra-
ditional lexical matching and embedding-based
methods trained on general or legal domains.

Lexical matching. (1) BM25, a strong base-
line in the legal domain (Rosa et al., 2021),
widely adopted by production-level legal RAG sys-
tems (Magesh et al., 2024).

General dual-encoders. (1) CoNTRIEVER (Izac-
ard et al., 2022), a dual-encoder model designed
as a general-purpose retriever. We further adapt
this model by training it on our legal corpus.
(2) ME5 (Wang et al., 2024b), an open-source
multilingual ES (Wang et al., 2024a) embedding
model that has achieved state-of-the-art retrieval
performance. (3) OPENAI-EMBEDDING !, a widely
used commercial embedding model from OpenAl
(text-embedding-3-small).

Legal dual-encoders. (1) Samer (Li et al.,
2023a), which achieves strong performance in
the LCR task of the COLIEE 2023 competition
(Goebel et al., 2024). Compared to CONTRIEVER,

1https ://platform.openai.com/docs/guides/
embeddings/embedding-models
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LEGAR BENCHjsadard (P@5)

LEGAR BENCHjg;,citer (P@5)

Criminal Category LegalSearchLM BM25 Contriever SAILER Hybrid

mE5 OpenAI-Embedding LegalSearchLM BM25 Contriever SAILER

Fraud 0.74 0.53 0.57 0.64 0.66  0.63 0.65 0.33 0.33 0.03 0.24
Injury or Violence 0.62 0.50 0.42 0.66 0.68 0.57 0.56 0.35 0.35 0.01 0.23
Sexual crime 0.62 0.49 0.40 0.65 0.66  0.51 0.53 0.37 0.37 0.02 0.32
Finance or Insurance 0.72 0.56 0.60 0.64 0.68  0.68 0.76 0.32 0.32 0 0.20
Defamation or Insult 0.83 0.58 0.48 0.78 0.78 0.68 0.70 0.33 0.33 0 0.22
Drug 0.80 0.52 0.76 0.84 0.84  0.88 0.84 0.34 0.33 0 0.10
Murder 0.50 0.50 0.30 0.50 050  0.30 0.30 0.39 0.39 0 0.35
Traffic offenses 0.47 0.33 0.33 0.94 094 082 0.89 0.34 0.34 0.02 0.12
Total 0.68 0.51 0.48 0.62 0.65 0.57 0.58 0.35 0.34 0.01 0.22

Table 3: Results on LEGAR BENCHjgyy,44 and LEGAR BENCHg;,icr.-- We present results for the 8 crime categories
shared by both evaluation sets, while the scores for the remaining 25 crime categories in LEGAR BENCHgy4444

are listed in Table B.1.

Performance breakdown by difficulty on LEGAR BENCH_stricter
= LegalSearchLM = BM25 = SAILER

0.40

Figure 5: Performance on LEGAR BENCHgy;c, by four
different difficulties, where N represents the number
of factors that should be matched. LEGALSEARCHLM
achieves the best performance across all difficulty levels,
demonstrating robustness in complex retrieval settings.

SAILER is pretrained using legal documents with
section-level training loss (e.g., fact, interpretation
(reasoning), and decision), enabling better legal
document understanding. (2) HyBrID, obtained by
averaging BM25 and SAILER scores.

S Results and Analysis

Performance on LEGAR BENCHg,d0rd- An
evaluation on the standard version, consisting of
411 various query types across 33 crime categories,
demonstrates that LEGALSEARCHLM outperforms
Contriever by 20%, BM25 by 17%, mES5 by 11%,
OpenAl-Embedding by 10%, SAILER by 6%, and
Hybrid by 3% (Table 3, bottom row). Specifically,
itoutperformed BM2S5 in 28 crime categories, Con-
triever across all categories, and SAILER in 21 cat-

egories. In Table 3, we provide the results for 8 out
of 33 criminal categories for brevity. Full results are
presented in Appendix B.1, where we also provide
a comparison with the reranked model, KELLER.

Performance on LEGAR BENCHgicrer. An
evaluation on the stricter version, which includes
15,777 diverse query types across 8 crime cate-
gories, further demonstrates LEGALSEARCHLM’s
effectiveness in handling complex legal knowl-
edge, achieving the highest performance in Ta-
ble 3. BM25 excels at capturing fine-grained de-
tails through exact lexical matching, leading to
stronger performance in LEGAR BENCHgicter
compared to embedding-based similarity search.
LecaLSEArRCHLM effectively captures both fine-
grained details and legal semantic understanding,
combining the strengths of both approaches. Fur-
ther analysis is provided below.

Advantages of LEGALSEARCHLM over existing
retrieval methods. Inthe LEGAL BENCHg;,icrer
setting, we analyze retrieval performance across
varying levels of retrieval difficulty, measured by
the number of sub-factors V.

As shown in Figure 5, The performance of
SAILER, an embedding-based retriever, relatively
sharply degrades in difficult problems compared
to LegalSearchLLM, indicating that information is
lost when vectorized. On the other hand, BM25,
a lexical matching method, demonstrates no sig-
nificant change by difficulty since it retrieves in a
way that captures overlapping keywords without
regard to legal element understanding. In contrast,
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Figure 6: Performance on out-of-distribution.
LegalSearchLM,; is trained on all test categories;
LegalSearchLMe 4/ crime On  sexual crimes only.
Naiveldentifiers,; is trained with random spans
within the query case as supervision. Performance
of LegalSearchLM;,yqi crime highlights its superior
generalization ability.

LecALSEARCHLM achieves the best performance
in all difficulties by combining the strength of lexi-
cal matching in capturing fine-grained details with
that of embedding-based retrieval in understanding
semantics.

Generalization ability of LEGALSEARCHLM to
unseen crime types. As legal professionals han-
dle diverse cases, the generalizability to unseen
criminal types is crucial in LCR. To evaluate this,
we train LEGALSEARCHLM only using sexual crime
data and test it on unseen domains (embezzle-
ment and breach of trust, traffic offenses, and la-
bor and employment). We compare the results
with a generative retrieval model trained on all
crimes but with naive identifiers. Figure 6 shows
that LEGALSEARCHLM trained on sexual crime out-
performs the model trained with naive identifiers
by 15.66%, despite the latter is trained using in-
domain data. Furthermore, the performance is al-
most on par with LEGALSEARCHLM trained on the
full data. This demonstrates that the ability to effec-
tively capture key legal elements is more beneficial
than training on various datasets without carefully
designed identifiers.

6 Related Works

6.1 Legal Case Retrieval Datasets

Legal Case Retrieval (LCR) is the task of retrieving
target cases relevant to a query case (Feng et al.,
2024; Ma et al., 2021). While some works define

relevant documents as one that is cited by the query
(Shao et al., 2020; Li et al., 2023c), we focus on
case similarity (Ma et al., 2021).

InLCR, obtaining large-scale datais challenging
as the annotation requires legal expertise. There-
fore, existing works often restrict the crime types
or the retrieval pool’s size (Li et al., 2023b; Ma
etal., 2021). In contrast, this work successfully au-
tomated the annotation process while maintaining
expert-level relevance judgments, eliminating the
need for compromising data size and diversity.

In contrast, LEGAR BENCHg;y,.q4:¢ has effec-
tively scaled the number of distinct crimes and
the number of documents in the retrieval pool by
using statutory provisions. Furthermore, LEGAR
BENCHg;,;;er can evaluate the relevance based
on expert-annotated legal factors on a large scale,
which was not possible before.

6.2 Legal Case Retrievers

Earlier works on LCR have directly applied
task-agnostic neural retrieval methods like cross-
encoders (Xiao et al., 2021). However, recent
works emphasize the specificity of the legal do-
main. For instance, SAILER (Li et al., 2023a) in-
corporates the document structure of legal cases
during the pretraining, improving the embedding
quality. KELLER and Elem4LCR first segment
the case into atomic legal elements, and ap-
ply element-wise embedding similarity (KELLER)
or cross-encoder scoring (Elem4LCR) between
cases to obtain a fine-grained similarity score.
LegalSearchLM proposes novel LCR-specific ad-
justments specialized for generative language mod-
els, while previous works resort to encoder-only
models.

6.3 Generative Retrieval

Generative Retrieval (GR) initially emerged from
GENRE (Cao et al., 2021), in which an encoder-
decoder model retrieves a document by generating
the title of the document from a given query.
Recent works explore identifiers based on spe-
cific document IDs (Tay et al., 2022; Mehta et al.,
2023; Wang et al., 2023; Chen et al., 2024b;
Zeng et al., 2023, 2024) or the document’s con-
tent, which contain richer, finer-grained informa-
tion. For instance, SEAL uses spans from the
body text (Bevilacqua et al., 2022), which was
also adopted by MINDER (Li et al., 2023f) and
LTRGR (Lietal.,2023e) that combine spans, titles,
and pseudo-queries. LEGALSEARCHLM is inspired
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by content identifiers and incorporates domain-
specific adaptations to better address legal retrieval
tasks.

7 Conclusion

Legal case retrieval is a crucial task for le-
gal practitioners, but resource scarcity and com-
plex relevance judgment have hindered its ap-
plication. To address these issues, we first con-
struct LEGAR BENCH, a novel large-scale LCR
dataset based on expert-defined relevance. LEGAR
BENCH comes with two subsets, one with broader
crime coverage and one with finer-grained rel-
evance labels, supporting diverse applications.
Next, we present LEGALSEARCHLM, the first gen-
erative retrieval model, that captures the core le-
gal elements relevant to the given query case.
LEGALSEARCHLM shows promising results in both
versions of LEGAR BENCH, proving the potential
of generative retrieval in LCR.

8 Limitations

In this dataset, we construct the largest benchmark
in the legal case retrieval task, LEGAR BENCH.
However, this dataset is restricted to the cases
and statutes from the Korean legal system, which
might limit its applicability beyond other jurisdic-
tions and to non-Korean speakers. Furthermore,
although legal experts were actively involved in
defining the relevance criteria in LEGAR BENCH,
they were not involved in the data point-wise verifi-
cation of case-to-case relevance. As a result, there
may be undetected noise in the dataset.
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A Inference Details

A.1 Background on FM-index

FM-index. The FM-index is a compressed full-
text index built on top of the Burrows—Wheeler
Transform (BWT). Given a text 1" terminated by
a unique sentinel (commonly “$”), the BWT is
obtained by generating all cyclic rotations of T,
sorting them lexicographically, and extracting the
last column of the resulting matrix.

Data structures. The FM-index augments the
BWT with two auxiliary structures. The array C
stores, for each character ¢, the number of charac-
ters in 1" that are lexicographically smaller than c.
The table Occ(c, 7) counts how many occurrences
of c appear in the BWT up to position ¢. Together,
these enable efficient navigation between the first
and last columns of the BWT.

Backward search. Pattern matching proceeds
right-to-left: we start with the entire text as a can-
didate range and, at each step, use C' and Occ to
restrict the range to suffixes consistent with the
processed part of the pattern. If the range becomes
empty, the pattern does not occur; otherwise, the
final range corresponds to all matches. This proce-
dure runs in time proportional to the pattern length.

Use in constrained decoding. In our setting, the
FM-index acts as a prefix-tree—like constraint over
the corpus, restricting decoding to continuations
that appear exactly in 7. As a result, early token
choices are critical, since they determine whether
a valid continuation path remains available.

B Result Details

B.1 Full results on LEGAR BENCHg;4,.40r0

We provide the complete results on LEGAR
BENCHg;4540:a across all 33 criminal categories
in Table 4. Keep in mind that KELLER, which
focuses on reranking, leverages passage-level re-
trieval and make multiple inferences per case us-
ing majority voting (MaxSum). This setup differs
from our model and other baselines, making direct
comparisons difficult. We include KELLER as a
reference of a reranked model. All results are from
single-run experiments.

C Benchmark Details

C.1 Collaboration with legal experts

Annotation of LEGAR BENCHgy,..r requires a
significant amount of legal expert annotation. For
instance, determining the critical factors that deter-
mine the applicability of a specific statute requires
extensive knowledge of criminal law, and deter-
mining the range of inherently continuous values
(e.g. severity of an injury) that are similarly treated
in practice requires strong expertise in practicing
criminal law.

For expert annotation, we hired five Korean
lawyers specialized in the Criminal Act to con-
struct our LEGAR BENCHg;4,40:« and LEGAR
BENCHg;ycrer- The lawyers were instructed to or-
ganize high-coverage categories that encompass
most criminal offenses and to label subcategories
of cases based on charge titles. Additionally, for the
stricter version, they listed relevant factors (fac-
tual details) for each specific charge in LEGAR
BENCHg4ndara- Lawyers spent a total 70 hours for
the annotation task, and the compensation was ap-
proximately $250/hour during the whole process.

C.2 Statistics of LEGAR BENCHgndard

Table 5 presents a criminal typology that includes
33 major categories of criminal offenses. Each cat-
egory is classified in detail based on charge ti-
tles and statutes. The number of standard groups
for each category is listed under #of Standard
Group, while the number of unique case docu-
ments mapped to each group is listed under #of
Cases. The total number of standard groups is 411,
including 1,052,506 unique cases, which consti-
tute 85.79% of the entire corpus (1,226,814 cases).
This figure underscores the broad coverage of our
benchmark across a wide range of types of criminal
offenses.

C.3 Statistics of LEGAR BENCHgicrer

Table 6 shows statistics of stricter groups in 8
criminal categories. The number of stricter groups
for each category is listed under #of Stricter
Group, while the number of unique case docu-
ments mapped to each group is listed under #of
Cases.

C.4 Total crime types in 33 categories for
query cases.

In Table 25.
In Table 8

Traffic offenses.

Sexual crime.
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LEGAR BENCHg;andara (Precision@5)

Criminal Category LegalSeachLM(Ours)  BM25 Contriever ~ SAILER M mES OpenAl-Embedding ~ KELLER*
[Total] [0.68] [0.51] [0.48] [0.62] 10.65] [0.57] [0.58] [0.70]
Traffic offenses 0.75 0.60 0.72 0.94 0.94 0.82 0.89 0.89
Fraud 0.74 0.53 0.57 0.64 0.66 0.63 0.65 0.90
Injury or Violence 0.62 0.50 0.42 0.66 0.68 0.57 0.56 0.70
Sexual crime 0.52 0.49 0.40 0.65 0.66 0.51 0.53 0.73
Theft or Robbery 0.65 0.48 0.41 0.60 0.63 0.48 0.47 0.69
Obstruction of Business 0.75 0.58 0.40 0.74 0.74 0.65 0.57 0.94
Embezzlement or Breach of trust 0.67 0.64 0.49 0.56 0.60 0.55 0.60 0.81
Destruction 0.64 0.64 0.48 0.72 0.68 0.48 0.60 0.92
Finance or Insurance 0.72 0.56 0.60 0.64 0.68 0.68 0.76 0.92
Threat 0.60 0.60 0.47 0.60 0.64 0.62 0.75 0.87
Defamation or Insult 0.83 0.58 0.48 0.78 0.78 0.68 0.70 0.80
Drug 0.80 0.52 0.76 0.84 0.84 0.88 0.84 0.80
Criminal trespass 0.73 0.63 0.51 0.80 0.80 0.65 0.63 0.89
Gambling 0.74 0.54 0.63 0.71 0.74 0.89 0.74 0.97
Negligent homicide and injury 0.37 0.27 0.30 0.57 0.57 0.43 0.40 0.50
Obstruction of right 0.80 0.52 0.52 0.52 0.56 0.40 0.52 0.92
Child abuse or School violence 0.64 0.48 0.38 0.50 0.52 0.62 0.50 0.54
Medical or Food drug 0.40 0.35 0.22 0.11 0.24 0.25 0.22 0.14
Murder 0.50 0.50 0.30 0.50 0.50 0.30 0.30 0.60
Corporation 0.47 0.33 0.33 0.33 0.47 0.33 0.27 0.40
Bribery 0.47 0.60 0.40 0.80 0.80 0.47 0.53 0.80
Car 0.80 0.60 0.60 0.60 0.60 0.60 0.70 1.00
Labor or Employment 0.53 0.51 0.40 0.58 0.64 0.56 0.53 0.55
Industrial or Serious accidents 0.45 0.45 0.20 0.40 0.50 0.50 0.30 0.25
Military duty or law 0.70 0.50 0.50 0.60 0.60 0.60 0.60 0.50
Consumer or Fair trade 1.00 0.60 0.80 0.40 0.40 0.60 0.40 0.40
Arrest or Detention 1.00 0.80 0.40 0.80 0.80 0.40 0.60 1.00
Intellectual property 0.60 0.33 0.67 0.80 0.80 0.80 0.73 0.73
IT or Privacy 1.00 0.60 0.80 1.00 1.00 0.80 0.60 1.00
Misdemeanor 0.40 0.20 0.20 0.40 0.40 0.40 0.20 0.40
Sexual norms 0.80 0.20 0.20 0.20 0.20 0.40 1.00 0
Tax, Administ, Const law 0.81 0.61 0.71 091 091 0.74 0.71 0.76
Other criminal offenses 0.72 0.58 0.42 0.70 0.74 0.66 0.70 0.88

Table 4: Full results of LegalSearchLM and the baselines on LEGAR BENCHgngarq across all 33 criminal
categories.

Fraud. In Table 9. Threat. In Table 17.

Injury and Violence. In Table 14. Crimes against Reputation. In Table 18.
Theft and Robbery. In Table 10. Drug. In Table 22.

Embezzlement. In Table 11. Gambling. In Table 23.

Destruction. In Table 12. Negligent homicide and injury. In Table 15.
Finance and Insurance. In Table 32. Obstruction of rights. In Table 21.
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Crime categories # of Standard group # of Cases

Traffic offenses 13 319,527
Fraud 21 181,703
Injury or Violence 31 146,764
Sexual crime 132 104,919
Theft or Robbery 38 74,772
Obstruction of Business 13 74,722
Embezzlement or Breach of trust 15 39,835
Destruction 5 39,595
Finance or Insurance 5 32,944
Threat 11 27,496
Defamation or Insult 8 27,278
Drug 5 26,066
Criminal trespass 15 24,856
Gambling 7 11,091
Negligent homicide and injury 6 7,384
Obstruction of right 5 6,749
Child abuse or School violence 10 5,756
Medical or Food drug 11 98
Murder 2 4,306
Corporation 3 1,195
Bribery 3 1,638
Car 2 20,882
Labor or Employment 11 12,647
Industrial or Serious accidents 4 198
Military duty or law 2 9,300
Consumer or Fair trade 1 128
Arrest or Detention 1 6
Intellectual property 3 3,927
IT or Privacy 2 2,311
Misdemeanor 1 6,476
Sexual norms 1 4,140
Tax, Administ, Const law 14 40,890
Other criminal offenses 10 23,211
Total 411 1,052,506

Table 5: Statistics of Crime typology and Standard
version of LEGAR BENCH. The total number of
cases is reported as a unique count, excluding dupli-
cates from cases classified under multiple categories
1,347,962 — 1,052, 506.

Crime categories # of Stricter group  # of Cases

Fraud 8 325
Injury or Violence 19 308

Sexual crime 111 1,061
Finance or Insurance 1 28
Defamation or Insult 6 253
Drug 4 37

Murder 2 8

Traffic offenses 9 330

Total 160 2,350

Table 6: Statistics of Stricter version of LEGAR
BENCH.

Crimes against children and School violence.
In Table 26.

Medical and Food drug. In Table 30.

Murder. In Table 13.

Corporation. In Table 27.

Bribery. In Table 37.

Labor and Employment. In Table 28.
Fair trade. In Table 31.

Arrest and Detention. In Table 16.
Other criminal offenses. In Table 24.
Car-related offenses. In Table 40.
Home invasion. In Table 20.

Industrial accident or Serious accident. In Ta-

ble 29.

Intellectual property rights. In Table 38.
IT or Privacy. In Table 36.

Military duty. In Table 39.
Misdemeanor. In Table 35.

Obstruction of business. In Table 19.

Sexual morality. In Table 34.

Tax or Administrative or Constitutional Law.
In Table 33.

C.5 Fulllist of the stricter relevance group

LEGAR BENCHg e, further divides LEGAR
BENCHg;,,44:4 categories based on different fac-
tual details of a criminal case that do not affect the
type of charge, but might affect the final judgment
(guilty or innocent) or the sentence e.g. information
about defendant/victims, methods, consequences,
and claims made in court. Also, it provides a com-
prehensive list of possible options for each fac-
tor. The options are primarily based on the official
sentencing guidelines from the Sentencing Com-
mission of the Supreme Court of Korea, and annual
crime statistics reports published by government/a-
cademic authorities including the Supreme Prose-
cutor’s Office and the Korean Institute of Crimi-
nology. However, these lists are often insufficient
to express existing cases, especially the defendant’s
claims (e.g., a defendant convicted of assault might
claim that the act was due to self-defense, plead-
ing for innocence). Identifying such factors heavily
relies on deep understanding and expertise in prac-
ticing law. Hence, the lawyers were instructed to
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add factors and options that are frequent and im-
portant in practice but not mentioned in the official
documents.

Previous work in identifying such factors in
the Korean Criminal Act Hwang et al. (2022) in-
cludes only 11 unique factors across 4 crime cate-
gories focusing only on facts, while this work adds
102 unique factors (including 39 defendant claims)
across 8§ categories.

C.6 Prompt template for LEGAR
BENCHg;,icrer annotation

The example annotation templates are shown on
the following page. The blue box presents the orig-
inal Korean version, and the pink box presents the
English version provided for reference.

D Implementation Details

All models are trained using 8 * A100 80GB GPUs.

LegalSearchLM. To develop our SearchLM
based on an autoregressive language model, we
take the mt5-base pretrained model (Xue et al.,
2021) and train it on 170K cases for a single epoch.
We create a training dataset with a maximum of 15
query case-element pairs and 5 element-element
pairs.

Contriever. We select Contriever as a represen-
tative model for retrieval in the general domain. We
perform unsupervised training on the bert-base-
multilingual-cased pretrained model with 170K
cases for 10 epochs. Following the results in their
work, we use the MoCo method during training
rather than in-batch.

SAILER. We implement SAILER as a repre-
sentative model for retrieval in the legal domain.
Following their paper, we pretrain the bert-base-
multilingual-cased model on facts, interpretations,
and decisions of 1.2M cases for a single epoch,
using the same configuration as in SAILER. The
pretrained model is then fine-tuned for a single
epoch with positive and negative samples, adjust-
ing the learning rate from the default 5e-6 to Se-5.
We retrieve 100 related cases using BM25 over
the 170K cases, selecting those with the same case
name as positive samples and others as negative.
To ensure comparability with other baselines, we
use 5 positive and 5 negative cases per query.

KELLER. We implement KELLER based on
the code from the official repository>. To prepare
the retrieval pool, we first process the same 1.2M
cases used in implementing SAILER. To further
separate cases into subfactual levels, we use GPT-
40. Each subfact is labeled with its criminal type
using either their subheadings or regular expres-
sions. This results in 1.1M cases.

For training, we use the same query cases from
SearchLM. Following the same process, we sepa-
rate and label each subfact, resulting in 143K cases.
We prepare ground truth document cases by match-
ing cases that include the same subfacts criminal
type as the query case. Among the matching cases,
we use the top 10 document cases based on BM25
scores. This results in total of 820k (query case,
document case) pairs. The model is trained on the
resulting dataset for 1 epoch under the same con-
dition with the original Keller paper (batch size:
128, learning rate: 1e-5, optimizer: AdamW).

E Licenses and intended use

Korean legal cases are not protected by the Ko-
rean Copyright Act. mT5 (Xue et al., 2021), the
base model of LEGALSEARCHLM, is disclosed with
Apache 2.0 license that permits free academic use.
Korean legal cases are fully anonymized when
disclosed by the Korean court. However, we do
not censor potentially offensive content, including
descriptions about violent and sexual crimes, as
they constitute the core content of legal cases.

3https://github.com/ChenlongDeng/KELLER
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The judgment provided as input concerns an offense in category d1 and specific crime type d2. Based on the classification criteria for each item below, provide the classification
number for each item. Provide a classification number for every item without omission. The answer must be written in a list format consisting of tuples of (item, classification
number), as in the Output example.

"d1": "Defamation and Insult",

"d2": "Defamation by False Facts",

"description":

<Criminal (Common)>

- Item: Voluntary surrender

- Item description: Whether the defendant voluntarily surrendered after the offense

- Classification criteria:

1. The defendant voluntarily surrendered 2. The defendant did not voluntarily surrender

- Item: Diminished capacity

- Item description: Whether the defendant was in a state of diminished capacity at the time of the offense

- Classification criteria:

1. The issue is addressed and recognized (including cases where the facts state ’in a state of diminished capacity...”) 2. The issue is addressed but not recognized 3. The issue is
not addressed

- Item: Insanity

- Item description: Whether the defendant was insane at the time of the offense

- Classification criteria:

1. The issue is addressed and recognized (including cases where the facts state ’in a state of insanity...”) 2. The issue is addressed but not recognized 3. The issue is not addressed

<Victim-Related Offense>

- Item: Number of victims

- Item description: Number of victims

- Classification criteria:

1. 1 victim 2. 2 victims 3. 3 or more victims

- Item: Relationship with the victim

- Item description: Relationship between the defendant and the victim

- Classification criteria:

1. Romantic partner 2. Spouses 3. The victim is the defendant’s parent 4. The victim is the defendant’s child 5. Relative within the fifth degree of kinship 6. Friend/acquaintance
7. The victim is the defendant’s supervisee/ward (teacher/student, employer/employee, etc.) 8. Coworker 9. One-off encounter (club, random chat, etc.) 10. Offense against
unspecified persons (the perpetrator and victim are strangers)

<Defamation>

- Item: Type of defamatory statement

- Item description: The type of statement at issue for defamation

- Classification criteria:

1. Prior criminal record 2. Facts concerning professional reputation (corruption, serious professional negligence, evaluation of job ability, etc.) 3. Allegations related to criminal
conduct, etc. 4. Romantic/family/private life, etc. 5. Other

- Item: Medium of defamation

- Item description: The medium of the defamatory act

- Classification criteria:

1. Everyday private conversation 2. Public speech/discussion (e.g., lecture, debate) 3. Publicly posted documents (posters, notices, etc.) 4. Information network — internet news
and other public media 5. Information network — interpersonal channels such as SNS, communities, chat, games, YouTube, etc. 6. Publications — newspapers, magazines, etc. 7.
Publications — books, academic papers, etc. 8. Publications — TV/radio, etc.

- Item: Type of victim

- Item description: Whether the victim is a natural person or a legal entity

- Classification criteria:

1. Natural person 2. Legal entity 3. Unincorporated association (the public, etc.)

- Item: Statement of specific facts

- Item description: When it is at issue whether specific facts were stated, which is required for defamation to be established
- Classification criteria:

1. The issue is addressed and recognized 2. The issue is addressed but not recognized 3. The issue is not addressed

- Item: Publicity / possibility of dissemination

- Item description: When it is at issue whether the requirement of publicity (recognizable by unspecified or many persons) is satisfied and whether there is a possibility of
dissemination to third parties

- Classification criteria:

1. The issue is addressed and recognized 2. The issue is addressed but not recognized 3. The issue is not addressed

- Item: Specificity of the victim

- Item description: Whether the victim is identifiable solely from the content of the defamatory statement

- Classification criteria:

1. The issue is addressed and recognized 2. The issue is addressed but not recognized 3. The issue is not addressed

- Item: Impairment of social reputation

- Item description: When it is at issue whether the content of the defamation harms the victim’s reputation and leads to impairment of social evaluation
- Classification criteria:

1. The issue is addressed and recognized 2. The issue is addressed but not recognized 3. The issue is not addressed

- Item: Public-interest / justifiable act (illegality exemption)

- Item description: When it is at issue whether the content of the defamation consists of true facts for the sole purpose of the public interest, thereby excluding illegality, or
constitutes a justifiable act as part of legitimate activities such as those of the press

- Classification criteria:

1. The issue is addressed and recognized 2. The issue is addressed but not recognized 3. The issue is not addressed

Output example: [('Relationship with the victim’, 6), ("Type of defamatory statement’, 2), ("Medium of defamation’, 5), ('Publicity / possibility of dissemination’,
1), CPublic-interest / justifiable act (illegality exemption)’, 3)]

Input: (omitted) example case corresponding to each d1-d2 pair
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Crime categories Factors(# Options)

Traffic offenses Traffic accident type(6), Traffic accident time(2), Automobile type(3), Road
type(4), Gross negligence type(18), Automobile accident insurance(3), Mal-
practice?(3), Hit-and-run type(3), Hit-and-run loss type(2), Aided vic-
tim?(3), Not aware of accident?(3), Blood alcohol level(3), Driving dis-
tance(4), Necessity?(3), Not driving?(3), Absorption phase?(3), Excessive
extrapolation?(3), Driving without license type(5), Not aware of license
suspension(3), Not aware of invalidation(3), Injury severity(8), Injury?(3),
Number of victims(3), Defendant-victim relation(10), Surrender(2), Defen-
dant feeble-minded?(3), Defendant insanity?(3), Reason not reaching con-
summation(4), Reached consummation?(3)

Fraud Fraud type(14), No intent for pecuniary advantage?(3), No intent to de-
fraud?(3), Profit(12), Defendant feeble-minded?(3), Defendant insanity?(3)

Injury or Violence Two-way assault(2), Motivation(7), Intent to injure?(3), Self-defense?(3),
Assault method(9), Injury severity(8), Injury?(3), Special crime type(2),
Number of accomplices(5), Dangerous weapon?(3), Time between injury
and death(4), Injury direct cause of death?(3), Surrender(2), Defendant
feeble-minded?(3), Defendant insanity?(3)

Sexual crime Sexual assault location(6), Victim age(4), Victim disability(2), Defen-
dant under influence(3), Victim under influence(3), Consent?(3), Inter-
course type(4), Incident act type(4), Incident act by blitz(2), Victim sex-
ual shame(3), Inability to resist cause(5), Aware of inability to resist?(3),
Aware of victim’s age under 13?7(3), Aware of victim’s age under 167(3),
Fraudulence/influence type(7), Victim under influence?(3), Covert pho-
tography filming/distribution type(7), Number of covert photography(4),
Profit(4), Obscene communication medium(4), Obscene communication
content(6), Object of sexual satisfaction(2), Reached the victim?(3), As-
sault/threat type(6), Assault method(9), Injury severity(8), Injury?(3), Spe-
cial crime type(2), Number of accomplices(5), Dangerous weapon?(3), Time
between injury and death(4), Injury direct cause of death?(3), No intent to
defraud?(3), Number of victims(3), Defendant-victim relation(10), Surren-
der(2), Defendant feeble-minded?(3), Defendant insanity?(3), Reason not
reaching consummation(4), Reached consummation?(3)

Finance or Insurance >

Insurance fraud type(5), No intent for pecuniary advantage?(3), No intent to
defraud?(3), Profit(12), Surrender(2), Defendant feeble-minded?(3), Defen-
dant insanity?(3), Reason not reaching consummation(4), Reached consum-

mation?(3)

Defamation or Insult Defamation content(5), Defamation medium(8), Insult content(4), Victim
type(3), Alleged facts?, Publicly alleged?(3), Can specify victim?(3), De-
faming the social status?(3), Justified(3), Number of victims(3), Defendant-
victim relation(10), Surrender(2), Defendant feeble-minded?(3), Defendant
insanity?(3)

Drug Drug type(14), Drug crime type(7), Defendant role(6), Narcotic handling
license(6), Drug quantity(6), Profit(12), Surrender(2), Defendant feeble-
minded?(3), Defendant insanity?(3)

Murder Motivation(7), Intent to kill?(3), Self-defense?(3), Assault method(9), In-
jury?(3), Number of victims(3), Defendant-victim relation(10), Surren-
der(2), Defendant feeble-minded?(3), Defendant insanity?(3), Reason not
reaching consummation(4), Reached consummation?(3)

Table 7: Factors for defining Stricter relevance. Each factor is presented with the number of options in parentheses.
Question mark(?) indicates that the factor represents a claim defendant makes in a court, which always has three
options (not mention, claimed but not taken, claimed and taken). As some factors only apply to certain standard
groups (e.g. Traffic accident type(6) only applies to traffic crimes involving accidents and not crimes like Driving
Under the Influence (without any traffic accident)) and not all combinations are possible (e.g. Killing Ascendant
(killing one’s own or any lineal ascendant of one’s spouse) cases can only take two options (parent, other family
members) out of 10 options (partners, friend, ...) provided for the Defendant-victim relation factor), the total number
of stricter groups is a magnitude smaller compared to all option numbers multiplied.
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Table 8: List of query case types for Sexual Crime
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Table 9: List of query case types for Fraud

Law Crime

P A347% el

P A34TZ, A351% A5 A7)

AR A34TE, A|352% A}7]m)Ze

P A347%, A|351%, A352% AL IES
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P A3472002, A|351% FEAFETAEA]
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J A348% FAH]

P A348 %, A351% AEEA
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B A48E, A|351%, A352% FEEA7E

P A348%0]2 WA R ol&
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Table 10: List of query case types for Theft and Robbery

Law Crime
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Table 11: List of query case types for Embezzlement

Law Crime

] A355% A15 23

3 A355% A1, A|359% Rt

e A|355% A2 i)

W A355% A28}, A|359% Hj el m] 4=

P A356% AR EH

AW A|356%, A359% ARAFE Y|
P A356% A
e A|356%, A|359% A Qe 4=
] A|357% A1 Hlj 1=

W A357% A 18}, A|359% vl Q1= m] 4=
A A|357% A2 v A

AW A357% A23, A359%

9 #3602 A 18}

@ A360Z A1, A359%

ERQAAR A S A DS ABAHE AB3Z, G A3S5ZE A, A356%
ERRAR AN F A5 UFEE A3ZE, FE A355% A2, Al356x
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Table 12: List of query case types for Destruction

Law

Crime

FH A366x

FH 2369, A|3663%

] A|369%, A371%

] A371%, A366%

P A371Z, A369%, A366%

Z Y Q5 A o T E A2z A23), FH A|366%
) Q)5 A o Tt A2x A|33), &

i) o> O
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2PN EA LB
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Table 13: List of query case types for Murder

Law Crime
9 A2S0E A1 A
] A254%, A250% A1 Qw5

Table 14: List of query case types for Injury and Violence

Law Crime

9 257 A1} ol

P A257F AN, A264% 57l

A A257% A3, A1} ol

P A1258% A 1F/A258% A2 30

e A|258%, A264% FEsAl

P A258% 202 A1}, A257% A|1F S35

P A|258%2]2, Al264% FEEST

FH A|258%2)2 A3}, A3}, A257% A1g Sasfin]

] A|258%2]2, Al264% FEESANu

3 A259% A1} A4

P A260% A1 E3

P A260% A1, A264% FEEF

P A261%, 4260 A 13} E423

P A261%, A264% FEETEY

P A262%, A260% A1, (H|259%, A|257% A|13}) P4

P A262%, A260% A1, (H|259%, A|257% A|13}) EPx)4¢

P A262%, A261X, (H|259%, A|257% A1) EEPA| A

P A262%, A261%, (A259%, A|257= A|13}) S5

Z Y5 A LA AIHE Al2x A2 Z 2395 A I AT HEHEY)
Z Y95 Hol| T E A2z A28 ZZ Y5 A AN ATHELHESLZ)
ZHY Q)T AH Ao LU E A2z A28 ZZ Y5 A A HE LT )
Z YA DA ANIHE A2x A2 Z Y5 A F o A HE L ESAT )
E2 Y95 A Hol| T HE A2z A|3%} Z2] 5 95 A Hol| THehH ESITHE P AR
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N
n
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Law Crime

Z Y5 A DA BRI E A2% A|3% Z Y5 A LA BRI ENTHE S Z A )

Z 3PS A DA UIUE A2% A|37 Z 395 A D o TP E LS A )

ZZ3Y A DA BN E A2x A|3F Z Y5 A DA BRI ETHE SN A )

Z Y5 A o T E Aldx A7 Z AP AT A L I EATH AT - &)
I A262%, A260% A2 EEZYAY

I A262%, H|260% A2 EEZYAA
FH A262%, A260% A|25F Z2 AL 2| A
B A262%, A260% A2 Z2A S| 2| AF
P A260% A28, A|264% AESE- L
G A260% A28, A264% A5 22213
A 2612, A260% A28+ ESZLEF)
By A2612, A2602 A28 sS4
P A260z A2 EXS L)
9 A260% A2 Z244

I A258% A3 Z&245)

Table 15: List of query case types for Negligent homicide and injury

Law Crime

F A266% AR

F9 A7 RSP

Y A268% AP T2 AL
P A268% FIHE2A

3 A268% el i b el
31 A268% FHE2F

Table 16: List of query case types for Arrest and Detention

Law Crime

P A276% A1 Az

A9 A276% A1 =

A 277 A1 FAE

P A277% A1g+ e

FH A2762 A13, A280% A 2u] 4=

P A276% A3, A280% xag=uils

FH A277% A1, A280% FA| ;0]

P A277x A1, A280% Faae

P A278% E5Ax

I A278% E4dE

I A278% E4SAE
o A278% ESUE

P A278%, A280% e FAIE
P A278%, A280% E4zdans
P A278 %, A280% Eszg g
P A|278%, A280% E4Sdans
P A279% S H

P A279% e

P A279% FETAE

P A279% eSS
P A279%, A280% A a4
P A|279%, A280% RaeEde=lle
P A279%, A280% FEe A L)
P A279%, A280% FESHEFNe
P A281% A1 A2 2]

P A281x A1 A

P A281% A1 FAZAS
e 281 A1 FHaEAY
Pu] A281% A1 A Z 2] A

o A281% A1 AEAA

P A281x A3 FA ZA) A
I A281x A1 FHFAAt
] A281x A1 ELESAE
9 A281% A1 G EEA| L
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o rsh rsh rsh rsﬂ rsL' rSL‘

Table 17: List of query case types for Threat

Law Crime

P A283% A1+ LY

PR A284% St

PR A285% st

3 A285%, A|284% AEESEE

P A286% Hutn] 4=

P A284x E4gtu]

W A285% el

W A285%, A|284% FEESGu

P 283 A2 E5FY

P A284%, A283% A2 E4E5EY

d A285%, AH|283% A2 FEEEFY

Z AP T A LTI E A2z A2, P A283% A1 Z Y5 A G TAHELTHEED
ZAY A Rl BEPHE A22 A2, D A283% A2 ZYQ) A R U H B IHES G
ZAYAS AL B E A2 A3, ) A283E A1F ZAYA S AP L E IR A )
Y95 A Wl T E A22 A3F D A1283% A2 295 A Wl B Y EIHES F A )

Table 18: List of query case types for Defamation and Insult

Law

Crime

P A307E A1

FH A307x A2%

R A309z, (H307% A|17H
R A3092, (H307% A17H
P A311%

L A307% A23h
, A307% A28

RGOl EZIAIAY R SR E A70x AT
BESAGOIFFAAAY R E TS B E A70% A27
BESAGOI§FAHUAY RS S AIHE A71 2 AT
FESAGOlFEZALY R S5 A E A74x A1 A2E

AR ABARE
CEEREE RS
ZwEoloayae

el e o ofarg o] A
ne

BRHEAYO| §E A EH S BLYE NI A A 52)
CEERNPDEE SRR D CEEREE |
HREAT] § WA R B TSI BN HEAT LS
ARENYOI S VYA B T PR BT ERE
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Table 19: List of query case types for Obstruction of business

Law Crime

P A314% A1 el

FH A314x A7} TR sy

P A314% A7 —.474101145&%3@53%6}1

F A3142 A1 FEAFES

P A314% A 13 F&AF2H

B A314x A1 FTEAFTE

P A314% AT &=

Y A314x A7} T&EdeY

P A314% A7 TEENRE

F A314x A1 FEAANTNBTEY

9 AB14Z A 1Y &7 B52H

B A314x A1 SRR ESFE

P A314% AT ST NAAL

Y A314% A7} ST NAY

F A314x A1 S Rkl
S5 8=184

3 A314% A1}

b

Table 20: List of query case types for Home invasion

Law Crime

F A319% A1 Z2AHY
9 A319% A1F Az2A
9 A319% A1 Hpa el
I A319% A2 EARS
P9 A320% S+F789
P9 A320% Eeizs49
B #3202 SRR
R A320x EsgsEe
© =T 5}
g A322% ZAA G5
I A322x AzE |

FH A322x%
P A322%
9 A320%, A322%

A9 A|320%, A322% Sz EAYS

B 320, H|322% SRS

3 A320%, A|322% SE4EAESHS

ZAYS ALl VY E A2x A2, I A319Z AT ZAYQ T AL VFYENHFALY)

ZAYNSALANDTHE A2z A2%, I A319% A2 ZAPSALANBTHENNEHAES

ZAYPSALANDLHE A2z A3, I A319X A ZAPYSALANDTHEATEF AL LA

ZAPSALANDTHE A2z A3, P A319% A2 ZAY A Lol B ESNHEAESAE)
Table 21: List of query case types for Obstruction of right

Law Crime

P A3232 AP

P A324% A1 7z

FH A324x A2% Extg

P A327% AR YRS

ZAYNSALANDLHE A2z A2%, P A4 A ZAYPNSALAN BT HEANE )

ZAYPNSALANDIHE A2z A3, P A324x% A ZAP AL A DI EA T2 )

Table 22: List of query case types for Drug

Law Crime

uperR ] o B E A2% A2% ufobRe] o P &9l eH(Hkep)

sfebs prelola g & AlsE 2 A5 ok phelofl 2 gk & 919kl Aok futof
sebs Brelol gl g A2z ABE sfobs Bl g 8 9IRHE)
upekR ] ol Bt E A5 02 A5% upekR k] of| Bt S 9 A Al mFor R

upebRHE] o B & Al2x Al4T upebRE] o Yt & 91 HkH(tuh)
sfebg el ol e & Az o2 Alse sfek g ghe] ol eheh il & 9iubel At bR o
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Table 23: List of query case types for Gambling

Law Crime

A A2462% A1 o

A A2a6% A2 et
Y A247% L e S
S A|247% eI RS

IUASZSH A47= A%

S RIAE S NS

o H
WAL A48 A3T, A263 AT VA LA S HTHEES)
AL EE 111481 A4z, H26% A2 AT FUAEAS AN =SNG S
At A g eeh AT A E o TehE St
Table 24: List of query case types for Other criminal offenses
Law Crime
i A145% =
FH A151% Heley
P A1z HRlw
9 #1522 A1 95
9 A 1563 ny
4 A164% A1, A165%, A166%, A167% uhs}
P Al164x A2, A6z AT ey
] Al164% A2, Alle4x A1 WEpA A
P AL702 Az}
P ATIZ AT st
A A174% Feidie
P9 A5z gt
P4 Allssz Uit F sy
FH A6z 7125
34 A8z AR

Table 25: List of query case types for Traffic offenses

Law Crime

AFAFLA LS A3z A, B A268% TFARLA S 1A A

WAL A S A3x ALY, PR Al268% TSAEILA 2 ] IR )

WAL A S WSALA ] S Sf et

EQR RS A BEHE A5O3 ANF AL EAR R S A S o B E N EF A AD

EQH RIS AT BHE AS5Z 013 A7 A2E EQH RIS AE G A B HENTH T2

ERY 7S AL Tl AT E A52910 ERH 7S AL Sl U E R AAELS)
ERHAEAE S BIHE A5 A 1% ERH RS A E B EHE AR A4h

EQH RS AT B E ASE 11 A17 ERH RS A E S B HE N A2

EQR RS A GBI E ASE 13 SRR E 7S A E Tl B ESINH o o] B e HA]AD
SRR AE T HHE A5x 913 EQH RS GBI ESNH o] B2 24
SRETH A4 EE2U SRR

EREEY A44Z A5 EEBEHINHE TR

=2 A% A4z A2e ER SRS

E2TEY Ad6E ERREAINHEEAB DI

w2y As4x Al1g & 2 SR QRN ARILF A 2 X))

Table 26: List of query case types for Child crime and School violence

Law Crime
oFEEA ATIE AN A2E, ANTE AL oF-&-E2] 1 919k (o535t )
oFEEAIH FEE A RS2 - D
oFEEAH oFFH AW ARt ForE 8t
oFEEAH oFE A AR (EEOE 7] - e
obE st 2 o) A Foll BFE I A4z A2 oFE 8o 2 0] A H ol BHE ) Slut (o5 St 21 A
opE et 2 oA AT WS A5E o E- 3t 2] o) A ' Fol Bt S W Sl oh g 3l 543l




Law Crime
oE st 2 oA E Tl BAEAY AT = ?ﬁ)ﬁ#ﬂi‘ﬂ}iﬂﬂ%%ﬂlﬂ WS SN OFE B A AL FAAS Joks
BN R HAdH S
St Z g gl Yo gty & St 2 2 of o) & of ek & 979t

Table 27: List of query case types for Corporation
Law Crime
BRBAEAY A8z A1 PAZAG AL G AU L S A E LN Fu D5
FRBAEA A8z A2 FAZAEAR G QD E T B E K AH RS
A AEA AR A ol e E et

Table 28: List of query case types for Labor and Employment

Law Crime
TRI1EW AN0TE, A7 TRIIZHINTFEAZZ T2
TRI1EH AN07E, ABZ TR NTHEY ) F 2D
ZR7|EW A072, A9z ZE7|EH ARSI A
ZEI)ZW A07Z, A23% A)23 ZE7|EHATEIALE AR
Z27)F9W A107Z, A40Z TR7|1EHLIRHEF ATl e F D)
27129 A109% A13}, A36x T2 AT EERAD
TRI1EH A109% A1, A43% TE7|EHATHA A
TR71EH A109% A1, A6z ZE7|EHATHEFAFBAD
SR71EH A092 A 17, Al5129]2 SRZEHATCHIA A
TE7|EW A109z A1, A52E A2% A2 TERI|IEHATCHI AT
TR71EW A109x A1, 562 TR7|EHAT ORI EAE)
TR71EH A109% A1, Al65x TE7|EH TR
TR71%H A109x Zﬂl** A2z TEZIEHATIHEE]FAD
ZR7)EW A1092 A1, 762293 A|6F ZE7|EHATE N A FA LA 22D
TE7IEH A110Z AT, A10Z R B BT CA I DA EAS)

TE7|1EH A110Z AT, Al22x A|1%
22729 A110Z 4135, A262
227129 A1102 A15, A50%

SR7)1EH AN0Z A2, Al5122]2 A|2%

ZR71EH AN0ZE AT, Al52% A2 AllS

TE7)EY A110ZE AT, A53% A1gk
TR7|1EH A110x A1, A53% A25¢
TR27]1EH A110x 4135, A53% A43¢
227129 A110F A 13, A53% A|73
Z271%9 A110Z2 A1, A54%
ZE271%9 A110Z A3, A55%
L2719 A110Z A1S, A59% A2
TR7]1EH A110x 4135, A60x A13}¢
TR27]1EH A110x 4135, A60x A2%
227129 A110Z A|13, A60Z A43
L2719 A0 A5, AJ60x A5
227129 A110Z 413, A69%
T271EH A110E A1S, A70x A1g
Z271F9W A110Z 413, A70Z A2+
ZE7)1FH A110Z A3, AT1Z
227129 A110ZR A5, A74%
Z271%9 A110Z2 A5, A75%
TE7)EY A0 AT, Al104% A28
TE7)EFH A110Z A23, AS3Z A5
2a72d A114% 13, A6
ZE7)FH A14Z A3, A17Z
22719 A114Z A3, A20%
227 A4 AS, A1
TR71EH A4 AS, A22% A28
227129 A114% A3, A61x A18}
2a72d 114z 415, 672 433
2271%9 A114Z A1S, 70X A33
2279 A114Z A3, AT3Z
S27)1EH A4 AS, A|74x A6

of

L ol ol

ol ol of

‘:l

T2 EHATCIAA T IFA)
g b R LI G T S
TRZIEHATHEZEAZD

TL271EHARHF A AT
S27]EH ARG AAIZAT)
TLE27)1EH AR AR AIRh
TR27]1FH LR AR AIRh
TR27]1EHSRH AR AT
T271FH A AR AIRh
S27)EHARHEAAIZAT)
TR EHATFLEAD)
TE7]EH RN EFAAIZIAE)
TRZ|EHIAAARFFFAF
27120 ARFFFHAF)
L271EHLAHAAFFFAF
SL271EHLAHAAFFFIAF
S27)1EH LRk dE =2 A7
TRZ|EHIRI IR FYTR)
TRZ|EHIRI IR FYTR)
TR71EHIARA T ER)
TE27]1EH SR YAE R D)
T27]EH RSO AIZHA )
S27]1EHARHE A SFA)
TE7]EH SR EFAAIZIAE)
TR27]1EHSIRH A5 TAS)
TR271EHIARHEEZAYAD
TL271EH RN FFA)
27| AR A AZAD)
TLE27)EH AR AAZTZA)
TR27]EHSIRHEEA S 2 FA])
TR7|EHIHEERAAHIE)
T271EHIR ORI R R YT 24
L2710 FHAD)
T27]EH RN PAIE B T)




Law

Crime

27|12 A114% A1, A94x

27129 A114ZF A5, A95%

L2719 A6z A1}, A76x2]2

Z2a71&9 A116% zﬂzoP A5, A41%
TE7)EY Al16X A23 A25, Al42%
Z27)EH A116% A2 A28, A48%
S271E9H A6z A28} A28, A|74x A7}
TRIIEH A6z A2 A2s, A74x A9
22719 A6z A2 A28, A|7639]3 A23
TR7|1EH A16% A23 A2, 476223 A4
TR7|1EH A16x A23 A235, A76x2]3 A5
TR71EH A16x A23 A235, A76x2]3 A7}
T271E9 Al116x A28 A2S, A91x
T271E9 Al116x A28 A25, A|93%
22719 A6z A2 A3S, A|5139]2 A5
Qx]:!—o:]tn

A AdaH

L= 25 A88%, A4l

=28 A|89x, A37xX

=23 A|89%, A|38%

L2 A|89%, Al42%

L5 25 A89F, Al42%0]2

A A90x, Al44x

A A90Z, A|77E

45 A90Z, A81%

Sh AI91%, A38%

A AIE, A4

S A91ZE, A4z

A A9ILE, A43x

A A91Z, A46%

A A91x, Al63x

FH A92x, AIB1IE

A A93Z, ATx

S A93%, Al21%, AB1IR

i A6z 11]145

A A96x, A27%

3 A|96%, Al46%

S A96%, A13%, A28ZA28, A31% A2%

TR AT AT ERD)
2R/ PREFAAATTA)
,j_iy] HB}-(ZIZT—LH _L]E'c?:]‘ )
2RI PHEEAGRA)
2RI EPHAFARRE)
2R THRAFHIA)
2RISR )
2RI PR F)

ﬁ

TEZEH TN FATIA2A)

ZEZ|ZHATE G A FA LA 22D

2271 EH AN FD LTI 22D

TE7|EH TGN F DT 2A)
TEZ|EHHAFEE)

TE7IEHATF DT D)

TE71EH AR k)

TEAE A Fo| 2R et

A g o1t

LT 2R I T A 2 AR Y 2 Y I A A=)

52 L S TA TR AN (e T 2 Fobd Aol 2l A o] Y 95 A))
e 2R T AR AN (e T2 F A 2ok %)
TR LT EAZ I ATE A B AT AFA)

L E R T UAZ Y AR B4R A Dol i Y o F 9141 gh
e 2L S EAZ YA AT BN A DA F LT EAD)
e 2R T UAZ Y AR T2 A Y AFA)

L o L e v e R € RS Bo))

5 R T TAZ AN (e T2 F A =k %)
TR T ARG H AT I BAATFZA)

e R T UA R A AR E YT 2= A)
52 e s TA 2 A A -84 Rh

L e B R Rl B

s 2 T TA A ARG A A A 2l Y AFA)

LEE R LT TAZ YA E o ES)
EEXFREFEAZRGYAT T2 TR o)

e R LT UAZ AR EE D)

L2 YY e B TA T H R A F R R])
e T TAZ R AN RAZ)

La o LS e B e R LIk B E )

5 R s EAR A E (o)

Table 29: List of query case types for Industrial accident and Serious accident

Law

Crime

AFJOrAH A167%, A38% A1,2,35, A|16632]2
ArAQHAY A|167%, A39Z A1+

ArAPAH A 167%, A63%

AFIQHAY A 1682, A38% A1,2,3%

ArdetAd A|168%, A39% A|13k

JobAH A168%, AI51%

At A168%, Al54x A1

QJorA A168%, A117% A|13F

At A168 %, A118% A1}
<!
o]
]

-
F

o

F

o o

QPR Al168%, Al122% A1
SHAY Al168%, #1572 A|33¢

o

¥

2“]—

?l—

118% xﬂ4 L A|119Z Al4d}, A131% A 18+
H A170%, A|l41F 4|35}
HA170Zx, A5632A|3%
H A70%, ASTEA1S
W A 170%, A|153%
WA 171Z, A125Z4)63}, A|132Z24)14%}

[e)
il

[e)

H
H
Hl
H
H
H
B
H

[e)

2 r_>.i r_>.i r_>.i r_& 2 ér

o]
Aot
qgr
o
o3
]

o
At

ohaly A 169, A4S A15), A6 A5, As3z% A1, AsTE

W A 1722, A64% A 13 A7E, A64Z A 13 A8T, A64Z A2

AT E A SR

il

AFQIQPE A ] uH

BAR AN GF A 7)

B QQRHATGF 2] E2])

BAYRL G AR LA ETEAD

HAHLTCFS7si A @22 A=)
HZH QR Ao A A7)

B HE A=A

B AR 1

Q2

B

RN R o 2R o 2o R o 2R
r? 2 2 ol rl r? r? o ol o
e o

2Ry r_>t R )

22

[
2

4 2 S B A 334
BAYAHG AN TR A L)
B A AL A WA R)
HAY A AZEEF )
HARPEA ] P)
BRSNS 27 2]

R R Do SR 2o o]
r? r? 2 o ol l
AN A I oA R

[ ) r_>.i RS

B

R EERE O
SRS g S g
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Table 30: List of query case types for Medical or Food drug

Law

Crime

SRR A1932 Al
oFAR] #1932 Al
OFAR A1932 Al
OFAR A1932 Al
OFAHY A|932 Al
kA A93% A1
OFAR A1932 Al
oFAR] #1932 Al
QAR #1932 Al
OFAPY A1932 A1

I AT, A6 A3

K

F AT, A20Z A1
S A3T, A23x AT

FAUZ, A31E AT, A2F, A3, A4, A9F

FASE, A2z A1
FATZ, Aldaz A1

F A10%, A61% A1 AT
S A0S, 612 A1g Al2S
g A10E, Aol AH2g

g A0, A66Z

oAby A94Z A1 A%, A24Z A2
opAby A4 A1 AISE O, A4TZ A2
opab A94Z% A|15 A5 04, A4TZ A6

OFAM] A|942 A1
OFAH] A|942 A1
OFARH A|94% Al
OFAHY A|952 Al
OFAMY A|952 Al
OFAM A|95% A1
OFAM A|952 A1

AJEQ B A4z AT A1, A4z
uEHmm A4z AT A3E, A37Z A1F

o189 A95Z AlS, AlTZ A4t
mnﬂm@ A95Z AT, A% A47¢
AlZ O A|95% A28 0)2, A|37% A5

AlZ QA 4|96 %,
A Z O A|97%
Al Z A A97F
AlZ A A97F

AEA A9TE
AESN A98E

AS1Z, Al52%
Az,

A43, A36zx

A|37x A4

A63, A44z A1
A75, A75% A1E
AN, Ald4z A3

3} 2185, A|50% A13};
FA9S, Al62x
F A9G, A66%, A|62F

AT, A21% A1

S A8, A47% A3, A4, AT
3 A0S, A|60Z
3 A0S, A|68%

AP SIRH(SFATR 5] o o

SAEERIC S EEE)

oAb 9P 5] o] oF B 2A))

SPAPA 911317k AL 2 m] o] )

SpAbH SRR )7 R A Ol RS S

AR 91k ) A Aol of| ) o] el 5

A RLIGED DS

oAb 91uH(R 5] 7} 2 A w0 o ol )

SFALH SNkl FE G AR TS

ShAP SRSl okol )

AP SIRH R 9)

AP IRH A A H 0] 5 A1 B

SAERICRERRESEY

OFAFH o]uH (A I 0] 9] O] A} A 0| A] o] Sk )

SFAPAISHCR Sl gl s of E kol 5)

obAbY glRtCHal gla el ol E w5

SFAPE SRK(F T 015714

AP QIRHCR-EA A SR w2 A7) 0 91

SPAPA SR A A A )

OFA}H] Quk( o] ek E W} AFa T 11 )

ARSI 4 B 52wl 5)

A Z Q| QUH RS 785 H)
EENH A B E LA B H RO BT 2R F )

/u ﬁ_Al\Hl:g_AB}(7]:rLU]—9—7]i1POﬂ_\4—OP7]—i—EJ )

A Z A QN A A 8755 7S 2, A1 0L))

]I 0| AW oluh(Z ] Abu Bl 2], & OF A} m] 2]-£)

Al Z A UHES] 7L FA TG A S)

AE SRR 71291

AE I AN GRS ERA SN

Al ngmg%u}(cﬁgﬂﬂma%u})

Al ﬂHAﬂ\:ﬂHB}(z‘jﬂl oﬂ_vqol-ﬂ)

Table 31: List of query case types for Fair trade

Law

S A6,

dl

AR A

[

dl

S A6x,

of

gl

737 A6z,

[

dl

A Aoz,

Of

ofl ofd

o

| o of

oJo

ZA2%

F

o

of

AN A28,
AN A2z,
A A23%,

off off ofl

ol

7 A9,
FAA N AH20z,
AN A21 %,
AN A4z,
FTRANE A25=,
FTRANE ANTZ,

S A26%,

S A27=,

A5Z AN AT, A124Z AP ALS

6%, 5% A1 A2Z,

A5z A1 A3z,
A5E A1 A4S,

A5z A1 A5z,

Al124% A1 A7
Al124% A1 A8
A124% A1 A3

A1302 A1 Al
A124z A1} A7
AN242 A18 A3

A

1242 A1 A 15

A124z A1 AT

A124% G A1S

A1242 A} A 1S

A1242 AN A6T

e
e
el

A18%, Al124% Al
A130% A1} A4S,

A 130 A|13 A48,

folfok }0“

ZAAGNH A3Z, A9Z, A124% AT} A2E
A24z A A55

F Ald4s, A126% AT, A126

A37E A1 ATS
A3z AN ATS

A3TE AN AT

S A0 AL AL, Al124% A1 A9T

Crime

SATFALE A AN R B A T AN A A S 8 A9l A 8
A9)

= AFADEAA RN BEE SN A 9§ A9 Z 157
A49)

EGARZ A A B E ARG A A 2] A A A E
welagl)

SR ALZ 7 A A ol T HHE 1A A Hl A 2] 9 -8 - G AIRE
9]

= AR B AN B LE AR AR AR
AR £ ] o] o] o] 4 S <)
SATAARZ AN NI BN CAAA

SRTFALTAE A Aol B E K o§% %
A9
ERTFAL T AN AN BFHE
x 6]—_‘,]3}611_,4)
EHTFALZYA N B EE ST BB FA A9
SHTFADEH AN B BT HZA A G
SHFALZ YA NN B HE NG S H A AR S))
SHTFAL T YA NN B E AT A5 < SR 9))

B9 A

EHEELRE)
LAEPREEEE R

CEICEEES R

2ENFALS

EATA DA DL E A F LA ol A3l

W AAZ SR
= A7 A DA NN BE BN 95 015 LA TAA =
Slaraa9l)

SATFARZ AN A BE BN G ARG B AA )
SAHFAD A A NN BB NN EAZ A 9B S))

=T A DB A AN B B S uH T2 Aol T el 2 A 91
B)

EAFADT AR BT
A%

AENEG TSR A 474
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Law Crime

AN AH0E A1 AT A124% AL A9E EAAREAAR IR E AN PRI E B AN E AL R F AT
2295 99)

AU A0 A1 AT, 1242 A1 A9E SATFARZ AN A BE BT BB AN AR

AN A0 A1 AT, 1243 A1 A9% SAFARZ AN NI BN LT 5B AL DRI

AN A0 A1 AT, A124% A1 A9T ERAARZ AN DU EPCEFTF DA ADG)

AN A0 A1 A6 A124% A1 A9E EAFADZ AN BH BT EDN G FER AR
B))

FAANY A0% A1G ATE. A 1247 AN AT SAFARZ AN A BIE BN IFEFDN -GN ANE BT
elgg)

AN A0 A1 A8, A124% A1 A9T SHFALE AN BE BT H T EBS- AL TBS)

A7 A A0Z A1 A9 A124% A1 A9E EHAARZ AN DY B I T FDN AR LT FRI)

TAZNY ASIZ AIG ALE, A124Z AN AT ABEARE S ATAD B AR E RAIIATA R A9 g5
B

FAANE AS12 ANY A2, ASE, A2 =AU 3 AN A B B AL A F A B A GRS A T
B9

TAANE AS1E AN AT, AN25E ASE, A3, A52% EAFA DT AN N DL E P AIATAZA DAL BE 3
B))

FAANE ASIE ANY AU, ASE, A52% SAFARZH AN A BB AA T Y -2 AN Y
B)

FAANE AdSEANY AL SHTFALE A RN BE B QLB AN AN AED )

TAANY A5z AL A2 SHPALEYART PN ATET AT DA T

A A4z AL A3 S AW AN N BB NN ANB T AN 9P 2
A S)

A A A5z AN A4S, A125% A4z SAFANZ AN A B BN ANE T AN G H DA
Q19)

AN A5z AIY AT A125% AUE EHTFADZ AN N B E QBT AN A YD)

TAAN A5z AN A6, AN125% A4S EAAA D ZH AN A DY BN AR T AN YA N 9
g9

A Asz AL ATE SAFA R AN A B BN AN R T A AN 752477
29D

AN A4sE AIY AR A125% AUT EAFADZ AN N BEE QBT AN AL BE
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2

©O:
o

7 A5z AN A9, F EE2 AL 7HE, A1242 ANF A0 FHFARTEA AN AT HE TS AL A -G IAF A D39

&

o

FAA N A4S ANF AT, F HE2 AT UE, Al1242 ANF A0 FHFADRZ G A o] B E A RHEF B A DY - AP EETA

= =)

TR M A4Sz ANG AT, F FE2 AT o, A124x2 ANF A0 FHAA DA AN U E AT B A DY - T AU G A AP 9

°

TAANE A5 AN AT, F AE2 9T 2HE, A1242 AF A0 EHFAL T A B EHE G A DR - A N A 7L

= K]

TRA N A48Z, Al1242 A1 AT SHEFARTEA N N T EE AL 22 Y 9))

TRANE A1z, A1242 A1 A 105 SAFARTEA N AN B E A RHEF DA A 7 F 7o A%
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TAANE A1z A2, A124% A1 A135 SAFALTEA N AN BT EEAHEAA ZAZ YT Y9

FAA A A0z, A1262 A3E SR ALTAA NN BT EANHF A 2 F BG4I 949y o)

EAFIH EA| - B0 F A st T E9fHt

Table 32: List of query case types for Finance or Insurance

Law Crime

EA4FEANG RO R IYlo| g Tl U E ST EANG RO B aglo| g Gl &t

FEETANL LRGN BIEE S EARANE LR | B E S

A A3z, A3x002, A9F002, Al192 A 17 deds 4 SEAFEOI AR SN TIH BTN AL F Y

2w A5z 02 A5, Al19% A2 AT R EEIsSHF ol 8 T BIHEEHIF RS
HEAH ABE, ALLE A1, A19F A2 A28 HRESITEHTFOISAR T A BIHE(CIAEA TS
A A9=)3 A2, Al192 A27 A3 A5 E ST gl 8 AR S BIHEEI AP F LAY
B A A9Z019 A1, A28, A19F A2 Al4% HHASISELTEOI AR TN BIHE(H R Aol SAAAAH R

kR L))

A A9x019 H3%, A19% M28 A5 T HF 45 eSHF ol 8 AR T BIHEH Aol A MUY R
3RS

- A10E A1, AT, A19x A3F R A5l EEa ol 8 AR TABTHECI ST AR

HEAH A5Z )2 A4, A19F A4 A|LS HRATITEL T SAR T AN BT HECTTAHE AL

HEAH A7 A3, A19% A4 Al2% HATATELTFOI AR TN BT HEA FHH A8

A A9x)4 A7, 23, A9 A4} A4 HEA5 IS E T80l A T HANEERAT§ AN ZRE 9
AAGFRFA HESAB D

A A9Z )4 A3, A|19F A4} A|5T PR ESITEHTFOI AR T AT R EEHAT G AR A
FEH)

A A1) A1, A2, A19x A4 A6 HEAFIEEL T EAR T AN BT HEH R SABD

AR A2 02 A3, A|192 A4 ATs b R o e el - B U i = G i P R )




Law Crime

o A9 A6%, A 19 A4 A9E RIS IS RN E gl AR LN BTN BGE A=A H B
HEAP A S HAIRASE

AL AN B B ARSI A B B 51

AAE gAY AAFgAN Y

HAG e AP A IS B E b il e Fa T i b e EL A K

Table 33: List of query case types for Tax or Administrative or Constitutional Law

Law Crime

A=A AT AP SR
ZAEAEY ZAE A9 9Jut
27hEehy Z7hEoby ot
== ERER SRR
FR55Y FREEH S

A7 B4R A7) 5 AA I I
FHAAY FHAAG S
SRRk FA- 8 SR g
LEAYFARE Y A E S R N
A LA BT E A LA BT E I
FAZMABE FAZMABE S
27129 A7 2R 9t
Hrggeldddds Bz o B e 9
A YA U N2 S Fo A & A2 7 o) W Y 1] |2 T Sof| Tt el B 9 ut

Table 34: List of query case types for Sexual morality

Law Crime

] ApAsE Zagd

Table 35: List of query case types for Misdemeanor

Law Crime

AR AAATEE

Table 36: List of query case types for IT or Privacy offenses

Law Crime
AeldnE ey BRI
R A LRSS

Table 37: List of query case types for Bribery

Law Crime

Fu] 129z A1 HEeg

o A133x A1 23]

EAHF7LEAAS O ASHEE A2E, (FH A129F, A130%, A|132%) EAHIIIEAESo| T E I HH(HE)

Table 38: List of query case types for Intellectual property rights

Law Crime
R AFEISE
A2 e LEE:
=8y &gt
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Table 39: List of query case types for Military duty law

Law Crime
Rk v o oyt
=34 Sk Rkl

Table 40: List of query case types for Car-related law
Law Crime
ApE Akl g 2 AFE 2} AR A o] et
Asreld AEAFhe gl
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