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Abstract

Recent advancements in large language models
(LLMs) showcase varied multilingual capabili-
ties across tasks like translation, code genera-
tion, and reasoning. Previous assessments often
limited their scope to fundamental natural lan-
guage processing (NLP) or isolated capability-
specific tasks. To alleviate this drawback,
we aim to present a comprehensive multilin-
gual multitask benchmark. First, we introduce
P-MMEVAL, a large-scale benchmark cov-
ering fundamental and capability-specialized
datasets. Furthermore, P-MMEVAL delivers
consistent language coverage across various
datasets and provides parallel samples. Fi-
nally, we conduct extensive experiments on rep-
resentative multilingual model series to com-
pare performances across models and tasks,
explore the relationship between multilingual
performances and factors such as tasks, model
sizes, languages, and prompts, and examine
the effectiveness of knowledge transfer from
English to other languages. The resulting
insights are intended to offer valuable guid-
ance for future research. The dataset is avail-
able at https://huggingface.co/datasets/Qwen/P-
MMEval.

1 Introduction

In recent years, large language models (LLMs,
Brown et al., 2020; OpenAI, 2023; Touvron et al.,
2023; Bai et al., 2022, 2023) have raised sig-
nificant interest in the artificial intelligence (AI)
community. As most LLMs are English-centric,
when we focus on the performances of a specific
LLM, it generally refers to the evaluation results
on English benchmarks. For example, early re-
search focuses on reporting evaluation results on
fundamental natural language processing (NLP)
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benchmarks. i.e, how accurately the LLM under-
stands and generates text, including TRIVIAQA
(Joshi et al., 2017a), WINOGRANDE (Sakaguchi
et al., 2020), and HELLASWAG (Zellers et al.,
2019). Nowadays, researchers are more inter-
ested in capability-specialized benchmarks, i.e.,
how well LLM performs on a group of specific
task-solving problems, including GSM8K (Cobbe
et al., 2021) for mathematical reasoning, MMLU
(Hendrycks et al., 2021a) for knowledge acquisi-
tion, and HUMANEVAL (Chen et al., 2021) for
code generation. However, there is currently little
work on systematically evaluating the multilingual
capabilities of LLMs. When developing and iterat-
ing LLMs, giving accurate and parallel evaluation
results is crucial for identifying their multilingual
capabilities and quantifying their performance.

Building a benchmark with both inclusive task
coverage and strong linguistic parallelism is dif-
ficult. Measuring the multilingual abilities of a
specific LLM, or comparing the quality of gen-
erated multilingual responses from one LLM to
another, remains a big challenge in developing mul-
tilingual LLMs. Early work focuses on an iso-
lated evaluation pipeline for a specific task, or to
be more concrete, a specific perspective of LLM
abilities: MHELLASWAG (Dac Lai et al., 2023)
aims at collecting the multilingual understanding
abilities, XLSUM (Hasan et al., 2021) mainly fo-
cus on evaluating the quality of generated multilin-
gual text, HUMANEVAL-XL (Peng et al., 2024) is
used for quantify how well-executed the generated
code segments are, and MGSM (Shi et al., 2023)
is made for testifying the performance on arith-
metic reasoning. In modern research, for delivering
simpler aggregation and comprehensive evaluation
when judging model abilities, researchers collect
several popular isolated benchmark tasks and pro-
pose a united, large-scale multilingual benchmark
system like XTREME (Hu et al., 2020), XTREME-
R (Ruder et al., 2021), XGLUE (Liang et al., 2020),
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MEGA (Ahuja et al., 2023), and BUFFET (Asai
et al., 2024) for multi-task assessments. However,
these large-scale benchmarks 1) are tailored pre-
dominantly to fundamental NLP tasks and 2) in-
consistently cover multiple languages across their
selected datasets.

In this paper, our goal is to develop a compre-
hensive multilingual multitask benchmark. To this
end, we first include three datasets from funda-
mental NLP tasks covering both understanding and
generation. The second phase of our endeavor in-
volves a meticulous curation of the most intensely
studied capability-specialized tasks in contempo-
rary research including code generation, knowl-
edge comprehension, mathematical reasoning, log-
ical reasoning, and instruction following. Finally,
we construct a collection of datasets P-MMEVAL,
consisting of three fundamental NLP datasets and
five advanced capability-specialized datasets. To
maintain language coverage among all selected
datasets, we unify 10 languages considering the
cost and computational limitations via expert trans-
lation review to construct the missing multilingual
portions.

To summarize, our contributions are as follows:

• We develop a multilingual multi-task bench-
mark P-MMEVAL that includes both funda-
mental and capability-specialized tasks, which
ensures consistent language coverage across
various datasets and provides parallel samples
across different languages. This benchmark
facilitates a thorough assessment of multilin-
gual capabilities and enables unprecedented
fairness and consistency in evaluating cross-
lingual transfer capabilities.

• Our experiments offer a comprehensive analy-
sis of the multilingual capabilities of various
LLMs, showcasing performance across dif-
ferent prompts, models, languages, and tasks.
Our analyses underscore a significant bench-
mark sensitivity in evaluating multilingual ca-
pabilities, indicating that the “nativeness” of
the benchmark dramatically affects the ob-
served multilingual evaluation results.

• We introduce the cross-lingual accuracy con-
sistency ratio (CACR) to analyze the effec-
tiveness of knowledge transfer from English
to other languages across various target lan-
guages and task scenarios. Our analysis indi-
cates that, among the tested tasks, code knowl-

edge is the easiest to transfer, while logical
reasoning proves the most difficult. Regard-
ing specific languages, transfer is facilitated
by linguistic similarity.

2 Related Work

Isolated Fundamental NLP Benchmarks Al-
though diverse multilingual evaluation benchmarks
have been established, they focused on basic
language understanding and generation capabil-
ities of models. Notable work includes XNLI
(Conneau et al., 2018) for natural language in-
ference, XCOPA (Ponti et al., 2020), MHEL-
LASWAG (Dac Lai et al., 2023), and XWINOGRAD

(Tikhonov and Ryabinin, 2021) for commonsense
reasoning, PAWS-X (Yang et al., 2019) for para-
phrase identification, XL-WIC (Raganato et al.,
2020) for word sense disambiguation, as well as
the span extraction QA datasets including XQUAD
(Artetxe et al., 2020), MLQA (Lewis et al., 2020),
and TYDIQA-GOLDP (Joshi et al., 2017b). Ad-
ditional examples include XLSUM (Hasan et al.,
2021) for text summarization and FLORES-200
(Costa-jussà et al., 2022) for machine translation.
Each of those benchmarks is typically designed for
a specific task, solely focusing on one aspect of the
model’s capabilities.

Unified Fundamental NLP Benchmarks There
are also large-scale benchmarks that unify diverse
existing datasets, aiming at offering a comprehen-
sive evaluation of the model’s abilities from various
perspectives. For instance, XTREME (Hu et al.,
2020) comprises four tasks related to natural lan-
guage understanding (NLU). Its refined version,
XTREME-R (Ruder et al., 2021), optimizes the
specific datasets tailored for each task category
within XTREME. The XGLUE (Liang et al., 2020),
MEGA (Ahuja et al., 2023), and BUFFET (Asai
et al., 2024) benchmarks integrate various datasets
for both understanding and generation tasks.

Capability-specialized Multilingual Bench-
marks The advanced task-solving capabilities
of LLMs have garnered significant attention from
the research community. The six capabilities
that receive the most emphasis are mathematical
reasoning (Cobbe et al., 2021; Hendrycks et al.,
2021b), logical reasoning (Liu et al., 2020),
instruction following (Li et al., 2023), knowledge
comprehension (Hendrycks et al., 2021a), code
generation (Chen et al., 2021), and conversational

4810



Source Task Benchmarks # Examples Test sets Metric

Existing Generation FLORES-200 (Costa-jussà et al., 2022) 1012 × 10 Annotation BLEU

Extension

Understanding
XNLI (Conneau et al., 2018) 120 × 10 (3) Translation Acc
MHELLASWAG (Dac Lai et al., 2023) 120 × 10 (3) Translation Acc

Code generation HUMANEVAL-XL (Peng et al., 2024) 80 × 10 (3) × 12 Translation Pass@1

Mathematical reasoning MGSM (Shi et al., 2023) 250 × 10 (3) Translation Acc

Logic reasoning MLOGIQA (Liu et al., 2020) 80 × 10 (8) Translation Acc

Knowledge MMMLU (Hendrycks et al., 2021a) 400 × 10 (2) Translation Acc

Instruction following MIFEVAL (Zhou et al., 2023) 96 × 10 (9) Translation Acc

Table 1: An overview of the P-MMEVAL benchmark. In total, P-MMEVAL takes seven multilingual tasks into
consideration, which is built on eight benchmarks. “# Examples” denotes “the number of examples per language”
× “the number of involved languages” × “the number of programming languages” (special for HUMANEVAL-XL),
and the numbers of extended languages are in parentheses. “Test sets” section describes the nature of the test sets
(whether they are translations of English data or independently annotated).

abilities (Bai et al., 2024). Typical multilingual
benchmarks include MGSM (Shi et al., 2023) for
mathematical reasoning, the OpenAI multilingual
version of MMLU (MMMLU)1 for knowledge
comprehension, and HUMANEVAL-XL (Chen
et al., 2021) for code generation.

All the benchmarks mentioned above focus ei-
ther exclusively on fundamental NLP capabilities
or on advanced application abilities. Additionally,
there is inconsistent multilingual coverage across
various datasets within a single multi-task bench-
mark. The proposed benchmark P-MMEVAL in-
tegrates three fundamental NLP datasets and five
capability-specialized datasets, providing consis-
tent language coverage across all selected datasets.

3 P-MMEval

The overview of our proposed P-MMEVAL is
shown in Table 1.

3.1 Design Principles

Diversity in tasks First, the two key fundamen-
tal NLP tasks of generating and understanding are
covered. More critically, through in-depth analysis,
we identify and establish five kinds of core capabil-
ities of current LLMs, including code generation,
knowledge comprehension, mathematical reason-
ing, logical reasoning, and instruction following.

Diversity in languages To ensure that our bench-
mark can also help testify the cross-lingual trans-
ferability of LLMs, we unify 10 different lan-
guages spanning 7 language families, including
English (en), Chinese (zh), Arabic (ar), Spanish

1https://huggingface.co/datasets/openai/MMMLU

(es), Japanese (ja), Korean (ko), Thai (th), French
(fr), Portuguese (pt), and Vietnamese (vi).

3.2 Fundamental NLP Dataset Curation
In light of the diversity of fundamental NLP
datasets, we meticulously select three datasets
widely employed in research (Ahuja et al., 2023;
Asai et al., 2024; Liang et al., 2020), spanning
across the two major categories of understanding
and generation. Below, we briefly summarize these
three datasets.

i) XNLI: The natural language inference (NLI)
dataset, XNLI (Conneau et al., 2018), involves
classifying whether a hypothesis is entailed, con-
tradicted, or unrelated to the premise.

ii) MHELLASWAG: The commonsense reason-
ing dataset MHELLASWAG (Zellers et al., 2019)
consists of sentences or paragraphs, requiring mod-
els to predict the most likely option to complete the
sentence or paragraph ending.

iii) FLORES200: The multilingual machine
translation FLORES200 (Costa-jussà et al., 2022)
is an evaluation benchmark for low-resource and
multilingual machine translation.

3.3 Capability-specialized Dataset Curation
Besides the fundamental NLP tasks mentioned
above, we also select one dataset for each of the five
capability-specialized tasks. In detail, the involved
specialized capabilities in P-MMEVAL are:

• Code generation We utilize HUMANEVAL-
XL (Peng et al., 2024) dataset, which estab-
lishes connections between 23 natural lan-
guages (NLs) and 12 programming languages
(PLs).
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Dataset zh ar es ja ko th fr pt vi

XNLI - - - 22.50 11.67 - - 10.83 -
MHELLASWAG - - - 82.50 77.50 26.67 - - -

HUMANEVAL-XL - - - 42.50 23.75 31.25 - - -
MGSM - 9.20 - - 32.80 - - 5.60 27.20

MLOGIQA - 22.50 30.00 51.25 33.75 46.25 3.75 46.25 18.75
MMMLU - - - - - 26.00 13.50 - -
MIFEVAL 25.50 23.81 20.00 45.71 36.19 37.14 21.90 17.14 24.76

Table 2: The table presents the percentage of modifications made by professional translators to the machine
translation results. The symbol “-” indicates that there are samples in the corresponding language and no translation
construction is required.

• Mathematical reasoning We use the MGSM
(Shi et al., 2023) dataset, a multilingual ver-
sion translated from the monolingual GSM8K

dataset consisting of math word problems.

• Logical reasoning We keep the original
English and Chinese examples from origin
LOGIQA (Liu et al., 2020) dataset.

• Knowledge aqcuisition We create an “easy”
and “hard” evaluation sets, each containing
200 samples. The existing test sets are from
the OpenAI multilingual version of MMLU
(MMMLU).

• Instruction following We employ the English
IFEVAL (Liu et al., 2020) dataset, which con-
sists examples following pre-defined 25 types
of “verifiable instruction”.

3.4 Expansion of the Selected Datasets

To maintain consistency across all languages, we
extend the support of some benchmark datasets
on the missing languages by collecting human-
annotated translation results. The number of ex-
panded languages and samples for each dataset is
listed in the “#Example” column of Table 1. More
details of sampling are provided in Appendix Sec-
tion A.

We initially generate translated examples using
the advanced GPT-4O2 model. Subsequently, a
professional translation team conducts an exhaus-
tive review of the machine translation outputs, cor-
recting any errors, localizing vocabulary, and re-
moving instances that do not translate well across
languages. This meticulous process ensures both
high translation quality and cultural adaptability.

The modification rate by post-review is detailed
in Table 2. It is apparent that datasets contain trans-
lation errors to varying extents, with error rates

2gpt-4o-2024-05-13

peaking at 82.50%. This underscores the limita-
tions of using raw machine-generated translations
for dataset extension, highlighting the critical need
for human review to maintain translation fidelity.
Notably, among the most frequent errors are mis-
translations of proper nouns and inconsistencies in
terminology usage, followed by omissions. These
trends indicate that the model currently struggles
with specific domain terminology and maintaining
contextual coherence.

3.5 Instruction selection
We utilize English instructions from OPENCOM-
PASS (Contributors, 2023) and LM-EVALUATION-
HARNESS (Dac Lai et al., 2023). Among multiple
instructions, we select a suitable one and make uni-
form modifications to ensure consistency across
similar tasks. For zero-shot prompts, to increase
the success rate of answer extraction, we add a con-
straint at the end of the instruction to some tasks,
requiring the model to output the generated answers
in a fixed format. In addition, we translate English
instructions into multiple languages to construct
native instructions.

4 Experiments

This section focuses on the following aspects:
assessing the multilingual capabilities of differ-
ent models; examining the influence of various
prompts on multilingual performance; and compar-
ing model performance in different languages.

4.1 Multilingual Models
We evaluate the performance of several represen-
tative instruction-tuned models – (i) closed-source
models GPT-4O3 (OpenAI, 2023) and CLAUDE-
3.7-SONNET4, (ii) open-source models including
LLAMA3.1, LLAMA3.2 (Dubey et al., 2024),
QWEN2.5 (Yang et al., 2024), MISTRAL-NEMO,

3gpt-4o-2024-05-13
4claude-3-7-sonnet-20250219
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Model
Understanding

Code
generation

Mathematical
reasoning

Logic
reasoning

Knowledge
Instruction
following

Generation

XNLI MHELLASWAG HUMANEVAL-XL MGSM MLOGIQA MMMLU MIFEVAL FLORES-200

Open-source models (<7B)
LLAMA3.2-1B 31.67 24.49 37.71 12.08 27.12 27.80 35.42 29.30
LLAMA3.2-3B 30.67 23.74 37.42 11.64 25.62 26.85 34.90 36.85
QWEN2.5-0.5B 22.25 19.68 33.92 13.12 14.62 30.25 30.21 15.95
QWEN2.5-1.5B 46.58 36.35 48.59 35.20 35.12 42.02 44.37 21.37
QWEN2.5-3B 60.08 48.09 60.75 69.40 39.38 46.27 66.46 25.75
GEMMA2-2B 53.50 45.31 51.54 44.52 34.88 40.85 56.67 24.00

Open-source models (7-14B)
LLAMA3.1-8B 52.84 49.11 69.96 67.24 39.88 43.80 59.27 16.59
QWEN2.5-7B 67.17 62.92 71.88 81.08 45.88 49.83 77.71 32.76
GEMMA2-9B 57.92 65.62 69.96 81.28 41.50 49.23 79.17 36.48

MISTRAL-NEMO 54.25 55.73 57.38 76.52 41.75 44.88 60.00 33.65
QWEN2.5-14B 67.50 70.10 72.83 88.68 53.50 51.52 79.48 31.31

AYA-EXPANSE-8B 65.50 62.40 44.63 61.16 36.88 43.95 58.75 32.77

Open-source models (14-50B)
QWEN2.5-32B 68.33 76.38 75.88 90.88 57.38 52.27 83.33 32.13
GEMMA2-27B 68.00 64.12 76.67 85.28 50.50 49.42 81.35 42.23

AYA-EXPANSE-32B 70.25 75.70 56.38 86.40 53.75 48.33 64.27 34.11

Open-source models (>50B)
LLAMA3.1-70B 63.17 67.25 74.75 88.28 52.38 55.52 79.17 16.63
QWEN2.5-72B 71.42 75.95 76.00 91.00 58.38 52.67 87.60 41.55

MISTRAL-LARGE 69.58 69.04 77.17 90.48 53.50 51.85 83.23 43.40

Closed-source models
GPT-4O 69.17 81.04 77.05 91.60 56.75 55.77 85.21 46.32

CLAUDE-3.7-SONNET 76.13 81.67 89.49 93.55 67.13 59.00 79.17 48.18

Table 3: Evaluation results of different models on P-MMEVAL. We gather those models by referring to their sizes.
The scores in columns 2 to 9 are calculated as the arithmetic mean of the model’s scores across 10 languages on that
task. HUMANEVAL-XL score presents the arithmetic average score of three programming languages.

MISTRAL-LARGE, GEMMA2, and AYA EXPANSE

series (Dang et al., 2024).

4.2 Evaluation Settings

According to Zhao et al. (2021), the choice of
prompts significantly impacts the evaluation results
of LLMs and the model performance is sensitive
to minor variations in prompting. In this study, we
compare the evaluation results using the following
prompts. EN: Instructions in English + input in the
target language. Native: Instructions in the target
language + input in the target language. EN-Few-
Shot: Instructions in English + demonstrations in
the target language + input in the target language.

For MGSM, we employ Chain of Thought (CoT)
(Wei et al., 2022) reasoning, which guides the
model to think step-by-step before providing a fi-
nal answer. For the other datasets, direct answer-
ing is utilized, which requests the model to pro-
duce answers directly. The inference methods for
these datasets align with the most commonly used
settings. Notably, for MMMLU, we choose the
prompt template following OpenAI simple-evals

repository.5 Specifically, CoT reasoning exhibits a
significantly higher answer extraction failure rate
compared to direct answering on small-sized LLMs
(i.e., the number of parameters is less than 7B),
leading to poor performance. Thus, we employ a
direct answering prompt for small-sized LLMs.6

For the few-shot demonstrations, we primarily
sample demonstrations from the validation set. For
the missing multilingual portions, we utilize GPT-
4O to translate these demonstrations from English
into the missing languages.

4.3 Main Results

Table 3 presents an overview of the evaluation re-
sults. Detailed evaluation results on each task are
shown in Appendix Section F. Unless otherwise
noted, the standard EN prompt is applied to all
datasets except FLORES-200, HUMANEVAL-XL,
and MIFEVAL, where the Native prompt is re-
quired. The evaluation result on HUMANEVAL-XL
is the average score across three programming lan-
guages including Python, JavaScript, and Java. See

5https://github.com/openai/simple-evals
6The detailed evaluation prompts are illustrated in Ap-

pendix G.
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MMMLU MLOGIQA MGSM MHELLASWAG XNLI FLORES-200

Open-source models (<7B)
EN 36.03 29.46 30.99 32.94 40.79 14.22

Native 35.81 30.17 30.51 32.43 39.28 17.98
EN-Few-shot 37.84 34.31 31.89 37.65 48.93 18.02

Open-source models (7-14B)
EN 48.28 44.5 78.96 60.7 59.94 21.93

Native 47.6 44.53 74.47 57.1 59.07 29.72
EN-Few-shot 48.82 46.08 75.58 65.7 69.61 26.13

Open-source models (14-50B)
EN 51.22 53.94 88.08 70.25 68.17 16.88

Native 51.75 54.75 86.74 70.72 68.67 32.21
EN-Few-shot 51.98 55.57 87.12 77.71 75.55 27.36

Open-source models (>50B)
EN 53.81 54.75 89.92 70.75 68.06 32.7

Native 53.71 54.37 88.39 70.35 67.83 38.84
EN-Few-shot 55.17 56.91 89.64 78.43 77.5 41.13

Table 4: Comparison on P-MMEVAL using three different prompt settings. Each score presents the cross-model
arithmetic mean scores for a specific task, derived by averaging multiple models’ cross-lingual aggregated scores on
that task.

Appendix C for programming language evaluation
details. For the Flores-200 dataset, in addition to
reporting BLEU scores, we also provide COMET
scores measured by wmt22-comet-da (Rei et al.)
(see Appendix, Table 5).

First, the multilingual capabilities of models be-
come stronger as the model sizes increase (Kaplan
et al., 2020). One exception is that when the size
of LLAMA3.2 increases from 1B to 3B, there is
a slight decline in performance. The main reason
for this is that LLAMA3.2-1B and LLAMA3.2-
3B exhibit poor instruction-following capabilities,
leading to a higher failure rate in answer extraction
and, consequently, fluctuations in the final score.
As the model size increases, the improvements in
various multilingual tasks show significant differ-
ences. Evaluation results on the understanding and
capability-specialized tasks show significant im-
provement in understanding context, processing
semantic information, reasoning, and special abil-
ities, with increasing model sizes. For example,
for the QWEN2.5 series, the scores on the MGSM
dataset for the 0.5B and 72B models are 13.12 and
91.00, respectively. In contrast, the models’ per-
formance on generation tasks is relatively weaker
and shows slight improvement. Evaluations on
the FLORES-200 datasets indicate that, despite the
increase in model size, the generation capability
does not improve proportionally. This may reflect
the complexity of generating text that maintains
logical coherence and contextual relevance, where
increasing model sizes does not significantly en-

hance output quality.
In addition, QWEN2.5 demonstrates a strong

multilingual performance on understanding and
capability-specialized tasks, while GEMMA2 ex-
cels in generation tasks. Closed-source models
GPT-4O and CLAUDE-3.7-SONNET generally out-
perform open-source models. The biggest per-
formance gap between the best-performing open-
source model and CLAUDE-3.7-SONNET reaches
as high as 12.32% on the HUMANEVAL-XL task.

4.4 The Impact of Different Prompts on
Model Performance

We explore three different prompting strategies:
EN, Native, and EN-Few-Shot. Table 4 illustrates
the performance comparison of all evaluated open-
source models using different prompts. Overall,
except for the FLORES-200 task, the performance
differences between EN and Native prompts are
generally small across tasks. Meanwhile, the EN-
Few-shot prompt exhibits obvious improvements
compared to the EN prompt, with the highest score
increasing from 59.94% to 69.61%. Also, the few-
shot setting leads to a higher success rate in ex-
tracting answers. Specifically, for the three conven-
tional NLP tasks, the four model sizes demonstrate
obvious performance fluctuations under the EN-
Few-shot prompt compared to the EN prompt. For
the three capability-specialized tasks, larger models
(70B and above) are less sensitive to prompt varia-
tion and perform more consistently across EN and
EN-Few-shot prompts. On the other hand, smaller
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Figure 1: This figure illustrates the language-specific average performance ranking across multiple tasks.

models (below 7B) exhibit greater variability in
performance under these prompts. In addition, for
generation tasks, we observe that models always
generate responses in English when English instruc-
tions are used to describe the task for non-English
data. This may explain why model performance
with EN prompt on FLORES-200 is much lower
than with Native prompt.

4.5 Language-Specific Model Performance
Trends with Scale

We report the average performance rank per lan-
guage on P-MMEval across various model sizes,
excluding MMMLU, which is selected by mod-
els of different sizes, and FLORES-200, which ex-
cludes English performance. In addition, we do
not consider models smaller than 7B, as their per-
formance is often highly variable and sensitive to
prompt phrasing.

As shown in Fig. 1, model performance varies by
language, with English demonstrating the strongest
capabilities, followed by Spanish and Portuguese.
Thai has the poorest performance, followed by
Japanese. Model performance in Thai is notably
inferior to other languages, with a performance gap
of up to 6.64% compared to Japanese. The dis-
tribution of training data and similarity between
languages may explain these phenomena. Spanish
and Portuguese are not only highly similar to En-
glish, but also have abundant language resources,

reducing learning difficulty. In contrast, the Thai
language has limited data resources, and Japanese
belongs to an isolated language family.

Furthermore, we observe that in the Qwen se-
ries models (where Chinese data in the pre-training
dataset is second only to English), the performance
in Chinese is only mid-range, lagging behind Span-
ish and Portuguese. To investigate this apparent dis-
crepancy, Appendix Section D provides a detailed
comparison of multilingual capabilities assessed on
benchmarks originating from English versus those
from Chinese sources. This comparative analy-
sis reveals that the same underlying multilingual
ability of a model can yield disparate evaluation
outcomes and exhibit different performance distri-
butions when assessed using benchmarks derived
from different source languages. These findings un-
derscore a significant benchmark sensitivity in eval-
uating multilingual performance, indicating that the
“nativeness” or origin of the benchmark dramati-
cally affects the observed multilingual evaluation
results.

5 Analysis of Cross-Lingual Transfer
from English to Other Languages

To quantitatively evaluate the model’s cross-lingual
transfer success rate from English to target lan-
guages, we introduce the cross-lingual accuracy
consistency ratio (CACR), computed over parallel
multilingual test sets. This metric assesses the pro-

4815



(a) (b)

Figure 2: This figure shows the average CACR for each language. (a) presents results aggregated across the five
tasks originating from English, while (b) displays results for the task originating from Chinese.

CACRen−>tgt =
{x|x ∈ Den ∩Dtgt, f(xen) = ytrue ∧ f(xtgt) = ytrue}

{x|x ∈ Den, f(xen) = ytrue}
, (1)

portion of instances correctly predicted in English
that are also correctly predicted in the target lan-
guage. The metric is formally defined in Formula 1,
where Den and Dtgt denote aligned English and tar-
get language datasets, f(·) represents the model’s
prediction function.

5.1 Language-Specific Transfer Capabilities
and the Influence of Benchmark Origin

We first examine the transfer success to various
target languages based on benchmarks originating
from English, and then compare these findings with
results from a benchmark originating from Chinese
to understand the impact of the benchmark’s source
language.

5.1.1 Transfer Performance on English-origin
Benchmarks

This section analyzes the average CACR for each
language across the five tasks originating from
English (MGSM, MMMLU, HUMANEVAL-XL,
MHELLASWAG, and XNLI). We exclude the
FLORES-200 and IFEVAL datasets, as they are
not suitable for transfer analysis. In Fig. 2 (a), we
present the results of the Qwen2.5 series models,
while the results for all four model series are shown
in Fig. 6.

For all models, their CACR across all target
languages also tends to improve as model size in-
creases. This indicates that larger models typically
possess stronger semantic representation learning
and transfer capabilities.

In addition, the difficulty of transfer varies sig-
nificantly across different target languages, with
Romance languages like Spanish and Portuguese

showing better transfer from English, while lan-
guages like Arabic present greater challenges. Lin-
guistic characteristics (such as lexical and syntactic
similarity to English) and the coverage of the lan-
guage in pre-training data are among the factors
that likely influence transfer effectiveness. These
performance disparities also highlight the need for
more targeted optimization and data augmentation
for languages with low transfer success rates.

5.1.2 Impact of Benchmark Origin:
English-Origin vs. Chinese-Origin

To investigate the influence of the original language
of the benchmark on perceived transfer success,
we compare the CACR transfer results on English-
origin benchmarks with those on a task originat-
ing from Chinese (MLOGIQA). In Fig. 2 (b), we
present the Chinese-origin transfer results of the
Qwen2.5 series models, while the Chinese-origin
transfer results for all four model series are shown
in Fig. 7.

When the benchmark originates from Chinese
(Fig. 2 (b)), the CACR for transferring from En-
glish to Chinese is exceptionally high, often sur-
passing all other languages. In contrast, on English-
origin benchmarks (Fig. 2 (a)), the CACR for Chi-
nese, while respectable, is not as dominant. The
impact of benchmark origin extends beyond just
the Chinese language, leading to notable perfor-
mance shifts for other languages as well. For in-
stance, Portuguese, which demonstrates one of the
highest CACR on English-origin benchmarks, sees
its CACR drop to a mid-to-lower tier when the
benchmark originates from Chinese. These indi-
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Figure 3: This figure displays the average CACR transferring from English to all target languages, broken down by
task.

cate that the origin of the benchmark also affects
the observed transfer success.

5.2 Comparison of the Difficulty of Transfer
in Different Tasks

In Fig. 3, we report the average CACR for each
task across all the nine languages included in P-
MMEVAL. We exclude the FLORES-200 and IFE-
VAL datasets.

Model Scale Effect: For all model series, the
CACR generally shows an upward trend across all
six evaluated tasks as model size increases. How-
ever, this improvement becomes less pronounced
as the model size continues to grow.

Inter-task comparison: HUMANEVAL-XL (re-
lated to code generation/understanding) typically
exhibits the highest CACR across all four mod-
els and various sizes. MGSM (mathematical rea-
soning) and MMMLU (knowledge understanding)
are also consistently in the higher-performing tier,
closely following HUMANEVAL-XL. The transfer
performance of XNLI (natural language inference)
is typically at an upper-mid level. MHELLASWAG

(commonsense reasoning) generally performs at a
lower-mid level. MLOGIQA (logical reasoning)
is almost always at the lowest performance level
across all models and sizes, indicating that this type
of logical reasoning capability is the most challeng-
ing for cross-lingual transfer. This ranking of task

difficulty shows high consistency across different
model series.

Overall, increasing model size generally en-
hances the average cross-lingual transfer success
rate, but this is not consistently effective for all
models and all tasks, with QWEN2.5 showing trans-
fer saturation on certain tasks. There are significant
differences in the difficulty of cross-lingual trans-
fer across tasks: code understanding and genera-
tion, mathematical reasoning, and knowledge un-
derstanding are relatively easier to transfer, while
logical reasoning is the most challenging. This
task difficulty hierarchy is largely consistent across
different model series.

6 Conclusion

In this paper, we introduce a comprehensive multi-
lingual multitask benchmark, P-MMEVAL, which
covers both fundamental and capability-specialized
tasks, ensuring consistent language coverage and
providing parallel samples in multiple languages.
Furthermore, we conduct extensive experiments
on representative multilingual model series. These
findings provide valuable guidance for future re-
search, highlighting the importance of balanced
and comprehensive training data, effective prompt
engineering, and the need for targeted improve-
ments in specific language capabilities.
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Limitations

Through the above experiments and analyses, we
summarize the following limitations:

1) Language Coverage: P-MMEval currently
covers 10 languages. These 10 languages can
be grouped by resource level as follows: High-
resource (English, Chinese, Spanish, French, Por-
tuguese, Arabic, Japanese), Mid-resource (Korean),
Low-resource (Thai, Vietnamese). In terms of lan-
guage families, they cover seven major language
families: Indo-European: English, French, Span-
ish, Portuguese, Sino-Tibetan: Chinese, Japonic:
Japanese, Korean (isolate): Korean, Kra-Dai: Thai,
Austroasiatic: Vietnamese, and Afro-Asiatic: Ara-
bic. There is a need to include more languages to
better represent global linguistic diversity. Future
work will focus on expanding the language cover-
age to ensure a more comprehensive evaluation of
multilingual LLMs.

2) Task Diversity: P-MMEval includes eight rep-
resentative tasks, but the rapidly evolving field of
LLMs demands a broader range of tasks. Future
work will focus on expanding the benchmark to
cover open-ended generation tasks that reflect the
cultural and linguistic nuances of each language.
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A Sampling Process for Each Dataset in
P-MMEVAL

Specifically, since FLORES-200 already includes
data for 10 languages, no additional translation
was required. We retain the complete test set for
evaluation.

For HUMANEVAL-XL and MGSM, which con-
tain 80 and 250 examples per language, respec-
tively, we ensured comprehensive coverage by
translating the entire set for each language.

For single-task datasets XNLI, MHELLASWAG,
and MLOGIQA, with large available test data, we
follow established practices and select the first N
examples for translation. This approach aligns with
prior literature (Shi et al., 2023) and ensures consis-
tency while managing computational and resource
constraints.

For multi-task datasets such as MMMLU and
IFEVAL, we adopt different strategies.

For MMMLU, we sample data by utiliz-
ing diverse model evaluation results as a proxy.
Specifically, the performance of six diverse mod-
els (QWEN2.5-7B, QWEN2.5-72B, LLAMA3.1-
8B, LLAMA3.1-70B, MISTRAL-NEMO, and
MISTRAL-LARGE) is utilized as a proxy for se-
lecting “hard” and “easy” samples. Concretely,
we compile an “easy” subset comprising 6,335 in-
stances where all models excel, and a “hard” subset
consisting of 663 instances that challenge every
model. During the preliminary filtering process, all
examples from “medical_genetics” were removed
from the Hard pool. Subsequently, guided by anno-
tations from MMLU-REDUX (Gema et al., 2024),
we refine these subsets by discarding 798 erroneous
instances from the “easy” pool and 160 from the
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“hard” pool. During this refined process, all exam-
ples from certain tasks were removed from the Easy
and Hard pools (specifically, “abstract_algebra”,
“college_chemistry”, “college_computer_science”,
“college_mathematics”, and “college_physics”).
Thus, the final subsets do not exactly match the
original task distribution and cannot be considered
fully representative of the whole MMLU dataset.
Finally, we sample a subset comprising 200 “hard”
samples and 200 “easy” samples from each pool.

For IFEVAL, we select 10 examples per task
type, resulting in a total of 110 examples. During
the translation verification process, 14 examples
were removed due to quality issues, leaving a final
set of 96 examples.

Model COMET BLEU

LLaMA3.2-1B 81.16 29.30
LLaMA3.2-3B 80.58 36.85
Qwen2.5-0.5B 80.06 15.95
Qwen2.5-1.5B 85.17 21.37
Qwen2.5-3B 87.08 25.75
Gemma2-2B 86.45 24.00

LLaMA3.1-8B 87.16 16.59
Qwen2.5-7B 87.62 32.76
Gemma2-9B 88.40 36.48
Mistral-Nemo 87.75 33.65
Qwen2.5-14B 87.26 31.31
Aya-expanse-8B 87.42 32.77

Qwen2.5-32B 88.56 32.13
Gemma2-27B 88.83 42.23
Aya-expanse-32B 88.61 34.11

LLaMA3.1-70B 88.27 16.63
Qwen2.5-72B 88.88 41.55
Mistral-Large 88.76 43.40

Table 5: The table displays the comparison between
BLEU and COMET scores on the Flores-200 dataset.

B Evaluation of COMET Scores on the
Flores-200 Dataset

In addition to the BLEU scores, we also provide
COMET scores measured using the wmt22-comet-
da model, shown in Table 5. For all tested models,
the COMET scores are significantly higher than the
BLEU scores, indicating that COMET is a more
forgiving evaluation metric. Unlike BLEU, which
requires strict literal matching, COMET focuses
more on the semantics and fluency of the transla-
tion.

Additionally, COMET scores for all tested mod-
els are consistently high, generally ranging be-
tween 80 and 90, with negligible score differences
observed between some models of large size gaps.
This clustering of high scores and minimal varia-
tion indicates that COMET, in this specific evalua-
tion scenario, likely lacked sufficient discriminative
power to effectively measure nuanced performance
differences between the various models or sizes.
Consequently, we opt not to use COMET and con-
tinue to rely on BLEU as the primary evaluation
metric for translation results, which, despite its own
limitations, could still offer some relative perfor-
mance insights in this context.

Python JavaScript Java

LLAMA3.2-1B 92.13 9.38 11.63
LLAMA3.2-3B 91.50 9.75 11.00
QWEN2.5-0.5B 78.38 14.25 9.13
QWEN2.5-1.5B 81.63 35.88 28.25
QWEN2.5-3B 84.00 53.75 44.50
GEMMA2-2B 98.13 29.25 27.25

LLAMA3.1-8B 96.38 46.88 66.63
QWEN2.5-7B 86.75 68.00 60.88
GEMMA2-9B 98.75 54.63 56.50

MISTRAL-NEMO 93.25 39.63 39.25
QWEN2.5-14B 84.50 72.75 61.25

AYA-EXPANSE-8B 72.63 30.13 31.13

QWEN2.5-32B 89.38 73.13 65.13
GEMMA2-27B 99.63 63.75 66.63

AYA-EXPANSE-32B 96.25 39.00 33.88

LLAMA3.1-70B 98.75 63.38 62.13
QWEN2.5-72B 85.63 75.00 67.38

MISTRAL-LARGE 88.63 73.88 69.00

GPT-4O 89.13 77.88 64.13
CLAUDE-3.7-SONNET 98.38 81.50 88.58

Table 6: The table presents the performance on three
programming languages of HumanEval-XL.

C Evaluation Results on Three
Programming Languages of
HumanEval-XL

Table 6 shows the evaluation results of all
tested models on three programming languages
of HumanEval-XL. Model performance in Python
greatly exceeds the performance in the other two
programming languages. For instance, Gemma2-
2B scores 98.13 in Python, compared to 29.25 in
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JavaScript and 27.25 in Java. Additionally, as the
model size increases, there is a noticeable improve-
ment in performance for both JavaScript and Java.

D Comparison of the Multilingual
Performance on Tasks originating from
English and Chinese

On English-sourced benchmarks (Fig. 4), the
model performs best in English, followed by ex-
cellent performance in Spanish and Portuguese
(fellow Indo-European languages), and only mod-
erate performance in Chinese. Conversely, on
Chinese-sourced benchmarks (Fig. 5), the model
performs best in Chinese. However, model per-
formance in English fluctuates. On some mod-
els, such as Gemma2, it is only at a medium level.
Especially Portuguese, on Gemma, Mistral, and
Qwen, the performance is below average. In addi-
tion, Japanese performance is among the lowest in
English-sourced benchmarks, surpassing only Thai.
However, performance improves to a mediocre
level for most models on Chinese-sourced bench-
marks. This difference may be due to lexical simi-
larities between Japanese and Chinese. We suggest
that when benchmarks are translated into other lan-
guages, the translation process itself, or inherent
linguistic and cultural nuances, might inadvertently
increase the difficulty for languages that are struc-
turally and culturally more distant from the native
languages.

E Analysis of Cross-Language Transfer
from English to Other Languages

Fig. 6 and Fig. 7 illustrate the average CACR for
each language on tasks originating from English
and Chinese, respectively.

F Evaluation Results on Each Task

Table 7 presents the evaluation results of differ-
ent models on FLORES-200. Table 8 presents the
evaluation results of different models on XNLI.
Table 9 presents the evaluation results of differ-
ent models on MHELLASWAG. Tables 10, 11,
12 present the evaluation results of different mod-
els on HUMANEVAL-XL Python, JavaScript, and
Java, respectively. Table 13 presents the evaluation
results of different models on MGSM. Table 14
presents the evaluation results of different models
on MLOGIQA. Table 15 presents the evaluation
results of different models on MMMLU. Table 16

presents the evaluation results of different models
on MIFEVAL.

G The Prompt Utilized for Each Dataset

The section presents the inference prompt utilized
for each dataset.
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Figure 4: This figure presents the average performance rank for each language on English-sourced tasks, with higher
ranks indicating better performance.

Figure 5: This figure shows the average performance rank for each language on Chinese-sourced tasks, with higher
ranks indicating better performance.
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Figure 6: This figure illustrates the average CACR for each language on English-sourced tasks.

Figure 7: This figure illustrates the average CACR for each language on the MLogiQA task originating from
Chinese.
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Flores-200 zh ar es ja ko th fr pt vi Avg

Gemma2-2B 25.08 5.44 24.01 22.24 0.52 41.17 36.49 36.80 24.27 24.00
Gemma2-9B 38.21 17.28 25.16 41.57 35.60 54.91 42.65 37.70 35.28 36.48
Gemma2-27B 44.19 23.28 28.59 46.76 40.83 59.54 47.94 48.43 40.53 42.23

LLaMA3.2-1B 9.23 0.84 18.04 14.11 1.71 32.89 24.44 27.41 20.66 16.59
LLaMA3.2-3B 10.51 0.90 17.52 13.33 1.48 33.05 24.53 27.36 21.00 16.63

LLaMA3.1-8B 20.17 9.87 24.30 29.43 19.90 45.08 39.70 41.67 33.56 29.30
LLaMA3.1-70B 17.21 21.55 27.18 39.73 30.95 56.75 48.60 48.59 41.11 36.85

Mistral-Nemo 35.82 7.32 27.01 36.23 27.84 46.99 46.01 45.31 30.28 33.65
Mistral-Large 45.51 24.38 28.82 47.22 43.59 58.28 51.57 51.33 39.94 43.40

Qwen2.5-0.5B 28.99 2.73 13.28 16.77 5.81 26.71 17.12 17.93 14.17 15.95
Qwen2.5-1.5B 36.87 6.41 18.31 27.35 5.13 32.72 25.10 18.87 21.60 21.37
Qwen2.5-3B 38.91 7.83 19.00 29.92 18.40 44.02 28.26 28.66 16.72 25.75
Qwen2.5-7B 41.22 11.42 24.62 34.46 26.26 45.20 39.25 41.39 31.06 32.76
Qwen2.5-14B 37.23 11.26 22.69 33.76 28.35 47.85 36.31 34.93 29.39 31.31
Qwen2.5-32B 37.21 12.60 21.65 34.27 30.32 50.79 37.46 33.85 30.98 32.13
Qwen2.5-72B 46.37 22.13 27.74 45.94 39.91 59.34 47.55 45.79 39.16 41.55

Table 7: Evaluation results of different models on FLORES-200.

XNLI en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 57.50 50.00 47.50 55.00 57.50 48.33 52.50 55.83 57.50 53.33 53.50
Gemma2-9B 64.17 50.83 60.83 56.67 62.50 60.00 53.33 53.33 60.83 56.67 57.92
Gemma2-27B 71.67 65.83 63.33 65.83 71.67 74.17 64.17 65.83 73.33 64.17 68.00

LLaMA3.2-1B 56.67 47.50 48.33 56.67 56.67 51.67 54.17 46.67 63.33 46.67 52.84
LLaMA3.2-3B 72.50 55.83 58.33 64.17 67.50 61.67 58.33 65.00 65.00 63.33 63.17

LLaMA3.1-8B 35.83 31.67 31.67 28.33 29.17 30.00 32.50 35.83 30.00 31.67 31.67
LLaMA3.1-70B 30.00 27.50 29.17 31.67 36.67 36.67 23.33 36.67 31.67 23.33 30.67

Mistral-Nemo 60.00 50.83 52.50 49.17 55.83 55.83 49.17 58.33 58.33 52.50 54.25
Mistral-Large 75.83 64.17 65.00 74.17 70.83 73.33 63.33 66.67 74.17 68.33 69.58

Qwen2.5-0.5B 10.83 14.17 27.50 17.50 22.50 18.33 23.33 48.33 14.17 25.83 22.25
Qwen2.5-1.5B 54.17 44.17 40.83 50.83 44.17 46.67 46.67 49.17 50.83 38.33 46.58
Qwen2.5-3B 70.00 57.50 54.17 65.00 67.50 62.50 52.50 55.83 60.83 55.00 60.08
Qwen2.5-7B 76.67 64.17 60.83 65.83 69.17 70.00 59.17 69.17 71.67 65.00 67.17
Qwen2.5-14B 80.83 59.17 63.33 70.00 67.50 70.00 61.67 65.00 78.33 59.17 67.50
Qwen2.5-32B 80.83 62.50 62.50 69.17 70.83 70.00 62.50 67.50 75.83 61.67 68.33
Qwen2.5-72B 82.50 70.00 64.17 73.33 74.17 75.83 61.67 68.33 75.00 69.17 71.42

Table 8: Evaluation results of different models on XNLI.
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MHellaSwag en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 57.50 50.00 37.93 47.06 41.67 40.83 45.83 45.69 46.55 40.00 45.31
Gemma2-9B 75.83 60.53 64.66 70.59 58.33 63.33 63.33 66.38 71.55 61.67 65.62
Gemma2-27B 75.83 65.79 63.79 63.03 59.17 54.17 65.00 64.66 67.24 62.50 64.12

LLaMA3.2-1B 55.83 48.25 42.24 52.94 48.33 49.17 47.50 52.59 51.72 42.50 49.11
LLaMA3.2-3B 84.17 64.91 60.34 73.95 61.67 61.67 55.83 73.28 74.14 62.50 67.25

LLaMA3.1-8B 23.33 24.56 27.59 26.05 25.83 21.67 24.17 25.00 25.00 21.67 24.49
LLaMA3.1-70B 22.50 24.56 27.59 16.81 25.00 20.83 25.00 29.31 25.00 20.83 23.74

Mistral-Nemo 65.00 57.89 49.14 56.30 55.00 49.17 49.17 61.21 57.76 56.67 55.73
Mistral-Large 75.00 67.54 62.93 77.31 67.50 67.50 58.33 79.31 73.28 61.67 69.04

Qwen2.5-0.5B 10.83 23.68 20.69 16.81 19.17 18.33 25.00 25.86 18.97 17.50 19.68
Qwen2.5-1.5B 35.83 41.23 34.48 38.66 30.00 36.67 35.00 37.07 37.07 37.50 36.35
Qwen2.5-3B 58.33 54.39 40.52 47.90 48.33 40.83 47.50 46.55 47.41 49.17 48.09
Qwen2.5-7B 74.17 60.53 57.76 63.87 60.00 58.33 60.00 68.97 68.10 57.50 62.92
Qwen2.5-14B 82.50 66.67 65.52 70.59 66.67 68.33 67.50 76.72 70.69 65.83 70.10
Qwen2.5-32B 90.83 72.81 72.41 81.51 65.00 75.00 70.83 82.76 81.03 71.67 76.38
Qwen2.5-72B 87.50 71.05 72.41 84.03 64.17 74.17 75.00 79.31 80.17 71.67 75.95

Table 9: Evaluation results of different models on MHELLASWAG.

Python en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 96.25 97.50 98.75 100.00 97.50 96.25 97.50 98.75 100.00 98.75 98.13
Gemma2-9B 98.75 98.75 96.25 100.00 98.75 96.25 98.75 100.00 100.00 100.00 98.75
Gemma2-27B 100.00 100.00 100.00 100.00 100.00 100.00 97.50 98.75 100.00 100.00 99.63

LLaMA3.2-1B 100.00 92.50 97.50 96.25 96.25 93.75 93.75 100.00 98.75 95.00 96.38
LLaMA3.2-3B 97.50 98.75 100.00 98.75 100.00 100.00 95.00 100.00 97.50 100.00 98.75

LLaMA3.1-8B 98.75 90.00 92.50 93.75 93.75 91.25 85.00 85.00 95.00 96.25 92.13
LLaMA3.1-70B 97.50 95.00 88.75 86.25 93.75 93.75 85.00 86.25 92.50 96.25 91.50

Mistral-Nemo 100.00 97.50 95.00 86.25 91.25 92.50 95.00 91.25 93.75 90.00 93.25
Mistral-Large 90.00 85.00 87.50 91.25 90.00 88.75 90.00 87.50 87.50 88.75 88.63

Qwen2.5-0.5B 80.00 71.25 88.75 72.50 81.25 81.25 83.75 75.00 72.50 77.50 78.38
Qwen2.5-1.5B 81.25 81.25 85.00 77.50 82.50 82.50 80.00 83.75 82.50 80.00 81.63
Qwen2.5-3B 87.50 81.25 81.25 80.00 91.25 87.50 83.75 81.25 86.25 80.00 84.00
Qwen2.5-7B 86.25 81.25 87.50 85.00 86.25 92.50 88.75 83.75 86.25 90.00 86.75
Qwen2.5-14B 85.00 81.25 80.00 85.00 86.25 86.25 87.50 85.00 85.00 83.75 84.50
Qwen2.5-32B 86.25 87.50 88.75 90.00 90.00 92.50 90.00 90.00 90.00 88.75 89.38
Qwen2.5-72B 83.75 81.25 86.25 85.00 86.25 88.75 90.00 85.00 83.75 86.25 85.63

Table 10: Evaluation results of different models on HUMANEVAL-XL-PYTHON.
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JavaScript en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 36.25 38.75 18.75 28.75 30.00 23.75 30.00 28.75 30.00 27.50 29.25
Gemma2-9B 57.50 51.25 52.50 61.25 52.50 51.25 53.75 57.50 56.25 52.50 54.63
Gemma2-27B 63.75 68.75 57.50 67.50 60.00 62.50 62.50 62.50 70.00 62.50 63.75

LLaMA3.2-1B 52.50 48.75 36.25 53.75 43.75 40.00 41.25 52.50 55.00 45.00 46.88
LLaMA3.2-3B 67.50 57.50 55.00 63.75 67.50 66.25 60.00 68.75 66.25 61.25 63.38

LLaMA3.1-8B 20.00 7.50 2.50 12.50 8.75 3.75 10.00 15.00 8.75 5.00 9.38
LLaMA3.1-70B 16.25 12.50 6.25 10.00 7.50 10.00 7.50 12.50 7.50 7.50 9.75

Mistral-Nemo 43.75 47.50 36.25 41.25 40.00 36.25 36.25 38.75 40.00 36.25 39.63
Mistral-Large 75.00 73.75 63.75 78.75 73.75 73.75 70.00 75.00 78.75 76.25 73.88

Qwen2.5-0.5B 26.25 13.75 6.25 15.00 16.25 15.00 16.25 16.25 11.25 6.25 14.25
Qwen2.5-1.5B 35.00 47.50 22.50 36.25 41.25 26.25 35.00 36.25 41.25 37.50 35.88
Qwen2.5-3B 53.75 58.75 42.50 57.50 52.50 56.25 51.25 58.75 53.75 52.50 53.75
Qwen2.5-7B 75.00 63.75 60.00 70.00 68.75 72.50 66.25 72.50 70.00 61.25 68.00
Qwen2.5-14B 71.25 75.00 68.75 68.75 70.00 76.25 66.25 76.25 81.25 73.75 72.75
Qwen2.5-32B 78.75 77.50 58.75 71.25 71.25 81.25 71.25 72.50 75.00 73.75 73.13
Qwen2.5-72B 76.25 71.25 70.00 76.25 78.75 75.00 75.00 73.75 78.75 75.00 75.00

Table 11: Evaluation results of different models on HUMANEVAL-XL-JAVASCRIPT.

Java en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 28.75 28.75 23.75 27.50 27.50 25.00 27.50 32.50 26.25 25.00 27.25
Gemma2-9B 57.50 56.25 48.75 62.50 51.25 53.75 60.00 60.00 57.50 57.50 56.50
Gemma2-27B 68.75 63.75 62.50 71.25 60.00 68.75 68.75 67.50 66.25 68.75 66.63

LLaMA3.2-1B 68.75 63.75 62.50 71.25 60.00 68.75 68.75 67.50 66.25 68.75 66.63
LLaMA3.2-3B 67.50 65.00 61.25 65.00 57.50 58.75 61.25 63.75 65.00 56.25 62.13

LLaMA3.1-8B 15.00 11.25 8.75 17.50 11.25 15.00 11.25 11.25 7.50 7.50 11.63
LLaMA3.1-70B 20.00 10.00 5.00 15.00 8.75 8.75 8.75 11.25 13.75 8.75 11.00

Mistral-Nemo 50.00 45.00 32.50 40.00 40.00 36.25 35.00 36.25 35.00 42.50 39.25
Mistral-Large 73.75 67.50 65.00 68.75 70.00 63.75 67.50 70.00 72.50 71.25 69.00

Qwen2.5-0.5B 11.25 11.25 11.25 6.25 5.00 15.00 8.75 11.25 5.00 6.25 9.13
Qwen2.5-1.5B 36.25 31.25 22.50 31.25 26.25 21.25 23.75 30.00 30.00 30.00 28.25
Qwen2.5-3B 53.75 52.50 38.75 43.75 46.25 42.50 46.25 40.00 42.50 38.75 44.50
Qwen2.5-7B 65.00 61.25 60.00 56.25 61.25 65.00 60.00 65.00 62.50 52.50 60.88
Qwen2.5-14B 63.75 61.25 56.25 57.50 60.00 63.75 66.25 61.25 62.50 60.00 61.25
Qwen2.5-32B 68.75 70.00 57.50 70.00 66.25 63.75 61.25 63.75 63.75 66.25 65.13
Qwen2.5-72B 72.50 65.00 63.75 63.75 67.50 71.25 71.25 62.50 68.75 67.50 67.38

Table 12: Evaluation results of different models on HUMANEVAL-XL-JAVA.
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MGSM en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 58.00 46.00 34.40 49.60 36.80 34.80 37.60 48.40 52.00 47.60 44.52
Gemma2-9B 89.20 74.80 78.80 85.60 75.60 77.20 80.40 84.40 86.40 80.40 81.28
Gemma2-27B 92.40 84.40 86.00 88.00 79.60 80.80 84.40 82.80 86.00 88.40 85.28

LLaMA3.2-1B 84.80 69.20 51.60 74.40 55.60 56.00 63.60 68.40 75.20 73.60 67.24
LLaMA3.2-3B 94.80 86.40 82.00 91.20 83.20 84.00 88.80 86.40 93.60 92.40 88.28

LLaMA3.1-8B 26.00 14.40 4.40 16.40 7.60 5.20 10.40 13.60 14.00 8.80 12.08
LLaMA3.1-70B 21.20 11.20 3.60 16.00 7.20 6.80 10.80 15.60 13.20 10.80 11.64

Mistral-Nemo 88.00 75.60 77.20 79.20 68.80 70.80 70.00 75.60 84.00 76.00 76.52
Mistral-Large 96.00 90.80 90.80 93.60 84.40 89.60 85.60 90.00 93.60 90.40 90.48

Qwen2.5-0.5B 36.40 24.80 3.60 15.20 7.60 5.60 3.20 13.20 10.40 11.20 13.12
Qwen2.5-1.5B 67.60 52.00 17.20 52.40 17.20 9.60 21.20 38.00 42.00 34.80 35.20
Qwen2.5-3B 83.60 71.20 62.40 73.60 59.60 59.20 62.80 73.20 77.20 71.20 69.40
Qwen2.5-7B 92.80 81.60 73.20 86.40 75.20 74.00 80.00 79.20 84.80 83.60 81.08
Qwen2.5-14B 93.60 89.60 86.40 92.00 83.60 84.00 86.00 88.00 91.60 92.00 88.68
Qwen2.5-32B 97.20 91.20 89.60 91.60 84.40 89.20 90.00 88.00 93.60 94.00 90.88
Qwen2.5-72B 95.20 91.20 90.00 92.00 86.80 88.00 92.00 87.20 93.20 94.40 91.00

Table 13: Evaluation results of different models on MGSM.

MLogiQA en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 38.75 35.00 35.00 40.00 32.50 31.25 28.75 37.50 37.50 32.50 34.88
Gemma2-9B 41.25 45.00 42.50 45.00 42.50 42.50 35.00 43.75 40.00 37.50 41.50
Gemma2-27B 47.50 56.25 51.25 50.00 50.00 55.00 50.00 48.75 46.25 50.00 50.50

LLaMA3.2-1B 36.25 47.50 42.50 36.25 42.50 45.00 42.50 32.50 38.75 35.00 39.88
LLaMA3.2-3B 57.50 60.00 56.25 50.00 43.75 52.50 56.25 48.75 48.75 50.00 52.38

LLaMA3.1-8B 25.00 28.75 26.25 26.25 26.25 25.00 23.75 28.75 33.75 27.50 27.12
LLaMA3.1-70B 28.75 22.50 21.25 20.00 30.00 30.00 22.50 22.50 31.25 27.50 25.62

Mistral-Nemo 48.75 52.50 37.50 38.75 35.00 45.00 37.50 37.50 42.50 42.50 41.75
Mistral-Large 53.75 63.75 52.50 58.75 55.00 51.25 40.00 56.25 53.75 50.00 53.50

Qwen2.5-0.5B 10.00 16.25 22.50 10.00 18.75 18.75 13.75 13.75 11.25 11.25 14.62
Qwen2.5-1.5B 41.25 45.00 23.75 33.75 41.25 36.25 37.50 33.75 27.50 31.25 35.12
Qwen2.5-3B 42.50 53.75 31.25 40.00 35.00 41.25 40.00 45.00 31.25 33.75 39.38
Qwen2.5-7B 55.00 57.50 46.25 45.00 46.25 41.25 36.25 43.75 43.75 43.75 45.88
Qwen2.5-14B 60.00 66.25 46.25 53.75 55.00 51.25 45.00 57.50 47.50 52.50 53.50
Qwen2.5-32B 65.00 67.50 58.75 63.75 56.25 53.75 43.75 57.50 52.50 55.00 57.38
Qwen2.5-72B 61.25 66.25 57.50 61.25 56.25 55.00 51.25 57.50 57.50 60.00 58.38

Table 14: Evaluation results of different models on MLOGIQA.
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MMMLU en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 47.00 43.25 36.25 41.75 37.25 36.75 35.75 45.00 44.25 41.25 40.85
Gemma2-9B 52.75 50.25 46.50 50.25 47.25 46.00 49.50 48.75 51.50 49.50 49.23
Gemma2-27B 51.00 51.50 47.50 50.75 45.75 48.75 48.00 51.75 51.50 47.75 49.42

LLaMA3.2-1B 48.75 43.75 40.50 46.75 43.25 45.25 39.25 46.50 44.25 39.75 43.80
LLaMA3.2-3B 56.00 56.50 53.75 55.75 54.00 55.00 55.75 57.00 57.00 54.50 55.52

LLaMA3.1-8B 35.00 32.75 24.00 28.50 24.75 25.75 29.00 25.50 27.00 25.75 27.80
LLaMA3.1-70B 27.00 25.50 25.25 25.25 30.50 27.25 26.25 27.00 26.75 27.75 26.85

Mistral-Nemo 46.50 45.25 40.75 48.75 43.50 44.25 41.25 46.75 47.00 44.75 44.88
Mistral-Large 53.25 53.25 49.00 54.00 53.00 53.00 46.50 54.25 53.75 48.50 51.85

Qwen2.5-0.5B 32.25 31.50 28.75 28.25 30.75 29.00 27.50 32.25 31.75 30.50 30.25
Qwen2.5-1.5B 47.25 46.00 36.00 44.00 38.00 39.25 36.50 47.25 45.00 41.00 42.02
Qwen2.5-3B 50.00 46.00 44.50 46.50 43.25 45.25 44.50 50.75 46.50 45.50 46.27
Qwen2.5-7B 49.75 51.50 50.00 49.75 50.75 50.75 48.25 49.75 50.75 47.00 49.83
Qwen2.5-14B 53.00 54.00 48.75 50.50 50.00 52.00 51.50 52.75 52.00 50.75 51.52
Qwen2.5-32B 51.50 53.50 51.50 51.25 53.25 53.25 51.50 53.00 53.75 50.25 52.27
Qwen2.5-72B 52.25 55.50 52.00 51.50 54.25 53.00 51.50 53.00 51.50 52.25 52.67

Table 15: Evaluation results of different models on MMMLU.

MIFEval en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 69.79 62.50 56.25 66.67 50.00 44.79 43.75 63.54 57.29 52.08 56.67
Gemma2-9B 90.62 81.25 77.08 86.46 63.54 87.50 59.38 83.33 86.46 76.04 79.17
Gemma2-27B 91.67 82.29 88.54 86.46 70.83 82.29 61.46 88.54 81.25 80.21 81.35

LLaMA3.2-1B 84.38 62.50 48.96 61.46 47.92 55.21 41.67 66.67 70.83 53.12 59.27
LLaMA3.2-3B 92.71 79.17 81.25 86.46 76.04 75.00 54.17 87.50 79.17 80.21 79.17

LLaMA3.1-8B 62.5 35.42 33.33 44.79 17.71 29.17 22.92 37.50 38.54 32.29 35.42
LLaMA3.1-70B 52.08 30.21 34.38 37.50 20.83 29.17 25.00 40.62 40.62 38.54 34.90

Mistral-Nemo 72.92 62.50 46.88 68.75 55.21 57.29 47.92 53.12 68.75 66.67 60.00
Mistral-Large 93.75 84.38 87.50 89.58 68.75 84.38 61.46 90.62 87.50 84.38 83.23

Qwen2.5-0.5B 42.71 32.29 25.00 33.33 20.83 31.25 27.08 31.25 32.29 26.04 30.21
Qwen2.5-1.5B 61.46 50.00 40.62 51.04 32.29 47.92 28.12 44.79 45.83 41.67 44.37
Qwen2.5-3B 80.21 78.12 64.58 75.00 60.42 56.25 50.00 65.62 71.88 62.50 66.46
Qwen2.5-7B 90.62 83.33 81.25 85.42 70.83 70.83 53.12 81.25 81.25 79.17 77.71
Qwen2.5-14B 90.62 87.50 80.21 83.33 69.79 77.08 61.46 81.25 84.38 79.17 79.48
Qwen2.5-32B 89.58 82.29 86.46 89.58 80.21 86.46 62.50 87.50 84.38 84.38 83.33
Qwen2.5-72B 91.67 88.54 95.83 91.67 84.38 88.54 62.50 89.58 90.62 92.71 87.60

Table 16: Evaluation results of different models on MIFEVAL.
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EN prompt for FLORES-200-en-x:
All: "Translate this sentence from English to {tgt_lang}.\n\n{src}\n"

Native prompt for FLORES-200-en-x:
zh: "将这个句子从英语翻译成中文。\n\n{src}"

th: "แปลประโยคน้ีจากภาษาอังกฤษเป็นภาษาไทย.\n\n{src}"

ar: "ةيبرعلا ىلإ ةيزيلجنإلا نم ةلمجلا هذه مجرت.\n\n{src}"

es: "Traduce esta oración del inglés al español.\n\n{src}"

ja: "この文を英語から日本語に翻訳してください。\n\n{src}"

ko: "이  문장을  영어에서  한국어로  번역하세요 .\n\n{src}"

fr: "Traduisez cette phrase de l'anglais en français.\n\n{src}"

pt: "Traduza esta frase do inglês para o português.\n\n{src}"

vi: "Dịch câu này từ tiếng Anh sang tiếng Việt.\n\n{src}"

EN prompt for FLORES-x-en:
All: "Translate this sentence from {src_lang} to English.\n\n{src}\n"
         

Figure 8: This figure presents the prompt for the Flores-200 dataset.
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EN prompt for MHELLASWAG:
All: "Input: {premise}\nOptions: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nPick the 
correct ending for the sentence from A, B, C, and D, and return it in the following JSON format:\n{'answer': 
'[choice]'}\nwhere [choice] must be one of A, B, C or D."

Native prompt for MHELLASWAG:
zh: "输入：{premise}\n选项：\nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\n从 A, B, C 或者 
D 中选出正确的句子结尾，并按照以下 JSON 格式返回：\n{'answer': '[choice]'}\n其中 [choice] 必须是 A, B, 
C 或者 D 其中之一。"

en: "Input: {premise}\nOptions: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nPick the correct 
ending for the sentence from A, B, C, and D, and return it in the following JSON format:\n{'answer': 
'[choice]'}\nwhere [choice] must be one of A, B, C or D."

vi: "Nhập: {premise}\nLựa chọn: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nChọn kết thúc 
đúng cho câu từ A, B, C và D, và trả về theo định dạng JSON sau:\n{'answer': '[choice]'}\nTrong đó [choice] phải 
là một trong các A, B, C hoặc D."

th: "ข้อมูลนําเข้: {premise}\nตัวเลือก: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\n
เลือกตอนจบที่ถูกต้องสําหรับประโยคจา A, B, C และ D แล้วส่งคืนในรูปแบบ JSON ดังต่อไปนี ้:\n{'answer': 
'[choice]'}\nโดย [choice] จะต้องเป็นหน่ึงใน A, B, C หรือ D."

ar: "لاخدإلا: {premise}\nتارايخلا: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nا ةياهنلا رتخا
 نوكي نأ بجي ثيحn{'answer': '[choice]'}\n\:يلاتلا JSON قيسنتب اهدعأو ،D و C و B و A نم ةلمجلل ةحيحصل
[choice] نم اًدحاو A وأ B وأ C وأ D."

es: "Entrada: {premise}\nOpciones: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nElija el final 
correcto para la oración de A, B, C y D, y devuélvalo en el siguiente formato JSON:\n{'answer': '[choice]'}\ndonde 
[choice] debe ser uno de A, B, C o D."

ja: "入力: {premise}\n選択肢: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nA、B、C、Dか
ら文の正しい結末を選び、次のJSON形式で返してください：\n{'answer': '[choice]'}\nここで、[choice]はA、
B、C、またはDのいずれかでなければなりません。"

ko: "입력 : {premise}\n옵션 : \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nA, B, C, D 중에서  
문장의  올바른  엔딩을  선택하고 , 다음  JSON 형식으로  반환하십시오 :\n{'answer': '[choice]'}\n여기서  [choice]
는  A, B, C 또는  D 중  하나여야  합니다 ."

fr: "Entrée : {premise}\nOptions : \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nChoisissez la 
fin correcte de la phrase parmi A, B, C et D, et renvoyez-la dans le format JSON suivant :\n{'answer': 
'[choice]'}\noù [choice] doit être l'un de A, B, C ou D."

pt: "Entrada: {premise}\nOpções: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nEscolha o 
final correto para a frase de A, B, C e D, e retorne-o no seguinte formato JSON:\n{'answer': '[choice]'}\nonde 
[choice] deve ser uma das opções A, B, C ou D."          

Figure 9: This figure presents the prompt for the MHellaSwag dataset.
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EN prompt for XNLI:
All: "Take the following as truth: {premise}\nThen the following statement: "{hypothesis}" is\nOptions: \nA. 
true\nB. inconclusive\nC. false\nSelect the correct option from A, B, and C, and return it in the following JSON 
format:\n{'answer': '[choice]'}\nwhere [choice] must be one of A, B, and C."

Native prompt for XNLI:
zh: "假设以下内容为真：{premise}\n考虑以下陈述：“{hypothesis}”\n该陈述是：\n选项：\nA. 真实的\nB. 
无法确定\nC. 虚假的\n从  A, B 或者  C 中选择正确的选项，并按以下JSON格式返回：\n{'answer': 
'[choice]'}\n其中 [choice] 必须是 A, B 或者 C 其中之一。"

en: "Take the following as truth: {premise}\nThen the following statement: "{hypothesis}" is\nOptions: \nA. 
true\nB. inconclusive\nC. false\nSelect the correct option from A, B, and C, and return it in the following JSON 
format:\n{'answer': '[choice]'}\nwhere [choice] must be one of A, B, and C."

th: "ให้ถือว่าเป็นความจริง: {premise}\nแล้วข้อความต่อไปนี้: "{hypothesis}" เป็น\nตัวเลือก: \nA. จริง\nB. 
ไม่แน่นอน\nC. เท็จ\nเลือกตัวเลือกที่ถูกต้องจาก A, B, และ C และส่งคืนในรูปแบบ JSON ดังต่อไปนี้:\n{'answer': 
'[choice]'}\nโดยท่ี [choice] ต้องเป็นหน่ึงใน A, B, และ C."

ar: "ةقيقحك يلي ام ربتعا: {premise}\nةيلاتلا ةلمجلا مث: "{hypothesis}" يه\nتارايخلا: \nA. ةحيحص\nB. اح ريغ
ي ثيحn{'answer': '[choice]'}\n\:يلاتلا JSON قيسنت يف هدعأو Cو Bو A نم حيحصلا رايخلا رتخاn\ةئطاخ .nC\ةمس
".C وأ B وأ A نم ادًحاو [choice] نوكي نأ بج

es: "Tome lo siguiente como verdad: {premise}\nEntonces la siguiente afirmación: "{hypothesis}" es\nOpciones: 
\nA. verdadera\nB. inconclusa\nC. falsa\nSeleccione la opción correcta de A, B y C, y devuélvala en el siguiente 
formato JSON:\n{'answer': '[choice]'}\ndonde [choice] debe ser una de A, B y C."

ja: "次の内容を真実とみなしてください：{premise}\n次の文："{hypothesis}" は\n選択肢：\nA. 真\nB. 不
確定\nC. 偽\nA、B、Cの中から正しい選択肢を選び、次のJSON形式で返してください：\n{'answer': 
'[choice]'}\nここで、[choice]はA、B、Cのいずれかでなければなりません。"

ko: "다음  내용을  진실로  간주하십시오 : {premise}\n그렇다면  다음  진술 : "{hypothesis}"는 \n옵션 : \nA. 사실
\nB. 결론을  내릴  수  없음 \nC. 거짓 \nA, B, C 중에서  올바른  옵션을  선택하고  다음  JSON 형식으로  반환하십
시오 :\n{'answer': '[choice]'}\n여기서  [choice]는  A, B 및  C 중  하나여야  합니다 ."

fr: "Prenez ce qui suit comme vérité : {premise}\nAlors, l'affirmation suivante : "{hypothesis}" est\nOptions : \nA. 
vraie\nB. inconclusive\nC. fausse\nSélectionnez l'option correcte parmi A, B et C, puis renvoyez-la dans le format 
JSON suivant :\n{'answer': '[choice]'}\noù [choice] doit être l'un de A, B et C."

pt: "Considere o seguinte como verdade: {premise}\nEntão, a seguinte afirmação: "{hypothesis}" é\nOpções: \nA. 
verdadeira\nB. inconclusiva\nC. falsa\nSelecione a opção correta de A, B e C e retorne-a no seguinte formato 
JSON:\n{'answer': '[choice]'}\nonde [choice] deve ser uma das opções A, B ou C."

vi: "Xem điều sau đây là đúng: {premise}\nVậy tuyên bố sau đây: "{hypothesis}" là\nCác lựa chọn: \nA. đúng\nB. 
không kết luận\nC. sai\nChọn lựa chọn đúng từ A, B và C, và trả lại nó theo định dạng JSON sau:\n{'answer': 
'[choice]'}\ntrong đó [choice] phải là một trong A, B và C."         

Figure 10: This figure presents the prompt for the XNLI dataset.
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Native prompt for MGSM:
en: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in 
the format of "The answer is ". Do not add anything other than the integer answer after "The answer is 
".\n\n{question}"

es: "Resuelve este problema matemático. Proporciona los pasos de razonamiento antes de dar la respuesta final en 
la última línea por sí misma en el formato de "La respuesta es ". No añadas nada más que la respuesta entera 
después de "La respuesta es ".\n\n{question}"

fr: "Résolvez ce problème de mathématiques. Donnez les étapes de raisonnement avant de fournir la réponse finale 
sur la dernière ligne elle-même dans le format de "La réponse est ". N'ajoutez rien d'autre que la réponse entière 
après "La réponse est ".\n\n{question}"

ja: "の数学の問題を解いてください。最終的な答えを出す前に、解答の推論過程を記述してください。
そして最後の行には "答えは " の形式で答えを記述し、その後には整数の答え以外何も追加しないでく
ださい。\n\n{question}"

th:  "แก้ปัญหาคณิตศาสตร์น้ี ให้ให้ข้ันตอนการใช้เหตุผลก่อนท่ีจะให้คําตอบสุดท้ายในบรรทัดสุดท้ายโดยอยู่ในรูปแบ 
"คําตอบคื " ไม่ควรเพ่ิมอะไรนอกจากคําตอบท่ีเป็นจํานวนเต็มหลังจ "คําตอบคื "\n\n{question}"

zh: "解决这个数学问题。在最后一行给出答案前，请提供推理步骤。最后一行应该以 "答案是 " 的形式独
立给出答案。在 "答案是 " 后不要添加除整数答案之外的任何内容。\n\n{question}"

ar: "دقت متي نأ بجي .لحلا تاوطخ ميدقت ىجري ،ريخألا رطسلا يف ةباجإلا ءاطعإ لبق .ةيضايرلا ةلأسملا هذه لحب مق
لا ددعلا ىوس " وه باوجلا" دعب ءيش يأ فِضُت ال ." وه باوجلا" لكش ىلع لقتسم لكشب ريخألا رطسلا يف ةباجإلا مي
"n\n{question}\.باجإلل حيحص

ko: "이  수학  문제를  해결하십시오 . 마지막  줄에  답을  제시하기  전에  추론  단계를  제공하십시오 . 마지막  줄
은  "답변은  " 형식으로  독립적으로  답을  제시해야  합니다 . "답변은  " 뒤에는  정수답  이외의  어떤  것도  추가
하지  마십시오 .\n\n{question}"

pt: "Resolva este problema matemático. Antes de dar a resposta na última linha, por favor, forneça os passos de 
raciocínio. A última linha deve apresentar a resposta de forma independente, começando com "A resposta é ". 
Após "A resposta é " não adicione nada além da resposta em número inteiro.\n\n{question}"

vi: "Giải quyết vấn đề toán học này. Trước khi đưa ra đáp án ở dòng cuối cùng, hãy cung cấp các bước lập luận. 
Dòng cuối cùng nên đưa ra đáp án dưới dạng "Câu trả lời là " một cách độc lập. Không thêm bất cứ nội dung nào 
ngoài đáp án là số nguyên sau "Câu trả lời là ".\n\n{question}"  

Figure 11: This figure presents the Native prompt for the MGSM dataset.
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EN prompt for MGSM:
en: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in 
the format of "The answer is ". Do not add anything other than the integer answer after "The answer is 
".\n\n{question}"

es: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the 
format of "La respuesta es ". Do not add anything other than the integer answer after "La respuesta es 
".\n\n{question}"

fr: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the 
format of "La réponse est ". Do not add anything other than the integer answer after "La réponse est 
".\n\n{question}"

ja: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the 
format of "答えは ". Do not add anything other than the integer answer after "答えは ".\n\n{question}"

th: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the 
format of "คําตอบคื ". Do not add anything other than the integer answer after "คําตอบคื ".\n\n{question}"

zh: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in 
the format of "答案是 ". Do not add anything other than the integer answer after "答案是 ".\n\n{question}"

ar: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in 
the format of "وه باوجلا ". Do not add anything other than the integer answer after "وه باوجلا ".\n\n{question}"

ko: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in 
the format of "답 변 은  ". Do not add anything other than the integer answer after "답 변 은  ".\n\n{question}"

pt: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the 
format of "A resposta é ". Do not add anything other than the integer answer after "A resposta é ".\n\n{question}"

vi: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the 
format of "Câu trả lời là ". Do not add anything other than the integer answer after "Câu trả lời là ".\n\n{question}"  

Figure 12: This figure presents the EN prompt for the MGSM dataset.
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EN prompt for MLOGIQA:
All: "Passage: {context}\nQuestion: {question}\nChoices:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. 
{option_d}\nPlease choose the most suitable one among A, B, C and D as the answer to this question, and return it 
in the following JSON format:\n{'answer': '[choice]'}\nwhere [choice] must be one of A, B, C and D."

Native prompt for MLOGIQA:
zh: "段落: {context}\n问题: {question}\n选择:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n
请在 A、B、C 和 D 中选择最合适的一个作为此问题的答案，并以以下 JSON 格式返回：\n{'answer': 
'[choice]'}\n其中 [choice] 必须是 A、B、C 和 D 中的一项。"

en: "Passage: {context}\nQuestion: {question}\nChoices:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. 
{option_d}\nPlease choose the most suitable one among A, B, C and D as the answer to this question, and return it 
in the following JSON format:\n{'answer': '[choice]'}\nwhere [choice] must be one of A, B, C and D."

vi: "Đoạn văn: {context}\nCâu hỏi: {question}\nLựa chọn:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. 
{option_d}\nVui lòng chọn câu trả lời phù hợp nhất trong số A, B, C và D cho câu hỏi này, và trả lại nó trong định 
dạng JSON sau:\n{'answer': '[choice]'}\ntrong đó [choice] phải là một trong A, B, C và D."

th: "ข้อความ: {context}\nคําถา: {question}\nตัวเลือก:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. 
{option_d}\nโปรดเลือกข้อที่เหมาะสมที่สุดจาก A, B, C และ D เป็นคําตอบของคําถามน และส่งคืนในรูปแบบ JSON 
ดังต่อไปน้ี:\n{'answer': '[choice]'}\nโดยท่ี [choice] จะต้องเป็นหน่ึงใน A, B, C และ D."

ar: "لاخدإلا: {premise}\nتارايخلا: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nا ةياهنلا رتخا
 نوكي نأ بجي ثيحn{'answer': '[choice]'}\n\:يلاتلا JSON قيسنتب اهدعأو ،D و C و B و A نم ةلمجلل ةحيحصل
[choice] نم اًدحاو A وأ B وأ C وأ D."

es: "Pasaje: {context}\nPregunta: {question}\nOpciones:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. 
{option_d}\nPor favor, elija la más adecuada entre A, B, C y D como respuesta a esta pregunta, y devuélvala en el 
siguiente formato JSON:\n{'answer': '[choice]'}\ndonde [choice] debe ser uno de A, B, C y D."

ja: "本文: {context}\n質問: {question}\n選択肢:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. 
{option_d}\nこの質問の答えとして A、B、C、D の中から最も適したものを選択し、次の JSON 形式で
返してください：\n{'answer': '[choice]'}\nここで [choice] は A、B、C、または D のいずれかでなければな
りません。"

ko: "구문 : {context}\n질문 : {question}\n선택 :\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n
이  질문의  답으로  A,  B,  C 및  D 중  가 장  적 합 한  것 을  선 택 하 고 ,  다 음  JSON 형 식 으 로  반 환 하 십 시
오 :\n{'answer': '[choice]'}\n여기서  [choice]는  A, B, C 및  D 중  하나여야  합니다 ."

fr: "Passage : {context}\nQuestion : {question}\nChoix :\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. 
{option_d}\nVeuillez choisir le plus approprié parmi A, B, C et D comme réponse à cette question, et le renvoyer 
dans le format JSON suivant :\n{'answer': '[choice]'}\noù [choice] doit être l'un de A, B, C ou D."

pt: "Passagem: {context}\nPergunta: {question}\nOpções:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. 
{option_d}\nPor favor, escolha a mais adequada entre A, B, C e D como resposta a esta pergunta, e retorne-a no 
seguinte formato JSON:\n{'answer': '[choice]'}\ndonde [choice] deve ser uma das opções A, B, C ou D."          

Figure 13: This figure presents the prompt for the MLogiQA dataset.
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EN prompt for MMMLU:
All: "The following is a multiple-choice question. Please choose the most suitable one among A, B, C and D as the 
answer to this question, and return it in the following JSON format:\n{'answer': '[choice]'}\nwhere [choice] must be 
one of A, B, C and D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

Native prompt for MMMLU:
zh: "以下是一个多项选择题。请在 A、B、C 和 D 中选择最合适的一个作为此问题的答案，并以以下 
JSON 格式返回：\n{'answer': '[choice]'}\n其中 [choice] 必须是 A、B、C 和 D 中的一项。\n\n{question}\nA. 
{option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

en: "The following is a multiple-choice question. Please choose the most suitable one among A, B, C and D as the 
answer to this question, and return it in the following JSON format:\n{'answer': '[choice]'}\nwhere [choice] must be 
one of A, B, C and D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

vi: "Dưới đây là một câu hỏi trắc nghiệm. Vui lòng chọn câu trả lời phù hợp nhất trong số A, B, C và D cho câu hỏi 
này, và trả lại nó trong định dạng JSON sau:\n{'answer': '[choice]'}\ntrong đó [choice] phải là một trong A, B, C và 
D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

th:  "ต่อไปนี ้ค ือค ําถามแบบเล ือกตอบหลายตัวเล ือ  โปรดเล ือกข้อท ี ่ เหมาะสมที ่ส ุดจาก  A, B, C และ  D 
เป ็นคําตอบของคําถามน และส่งคืนในรูปแบบ JSON ต่อไปนี ้:\n{'answer': '[choice]'}\nโดยที ่ [choice] 
จะต้องเป็นหนึ ่งใน A, B, C และ D。\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. 
{option_d}\n"

ar: "نيب نم بسنألا رايتخا ىجري .تارايخلا ددعتم لاؤس وه يلاتلا A و B و C و D لاب هتداعإو ،لاؤسلا اذه ىلع ةباجإك
n{'answer\:يلاتلا JSON قيسنت ' :  ' [choice] '}\nنوكي نأ بجي ثيح [choice] و دحا ً ا  و C و B و A نم 
D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

es: "Lo siguiente es una pregunta de opción múltiple. Por favor, elija la más adecuada entre A, B, C y D como 
respuesta a esta pregunta, y devuélvala en el siguiente formato JSON:\n{'answer': '[choice]'}\ndonde [choice] debe 
ser uno de A, B, C y D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

ja: "以下は選択式の質問です。この質問の答えとして A、B、C、D の中から最も適したものを選択し、
次の JSON 形式で返してください：\n{'answer': '[choice]'}\nここで [choice] は A、B、C、D のいずれかで
なければなりません。\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

ko: "다음은  객관식  질문입니다 . 이  질문의  답으로  A, B, C 및  D 중  가장  적합한  것을  선택하고  다음  JSON 
형식으로  반환하십시오 :\n{'answer': '[choice]'}\n여기서  [choice]는  A, B, C 및  D 중  하나여야  합니
다 .\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

fr: "Ce qui suit est une question à choix multiple. Veuillez choisir la plus appropriée parmi A, B, C et D comme 
réponse à cette question, et la renvoyer dans le format JSON suivant :\n{'answer': '[choice]'}\noù [choice] doit être 
l'un de A, B, C ou D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

pt: "O seguinte é uma questão de múltipla escolha. Por favor, escolha a mais adequada entre A, B, C e D como 
resposta a esta pergunta, e retorne-a no seguinte formato JSON:\n{'answer': '[choice]'}\ndonde [choice] deve ser 
uma das opções A, B, C ou D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"
      

Figure 14: This figure presents the prompt for the MMMLU dataset.
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