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Abstract

Existing studies have optimized retrieval-
augmented generation (RAG) across various
sub-tasks, such as query understanding and re-
trieval refinement, but integrating these opti-
mizations into a unified framework remains
challenging. To tackle this problem, this
work proposes RoleRAG, a unified RAG frame-
work that achieves efficient multi-task process-
ing through role-specific token optimization.
RoleRAG comprises six modules, each handling
a specific sub-task within the RAG process. Ad-
ditionally, we introduce a query graph to rep-
resent the decomposition of the query, which
can be dynamically resolved according to the
decomposing state. All modules are driven
by the same underlying LLM, distinguished
by task-specific role tokens that are individu-
ally optimized. This design allows RoleRAG to
dynamically activate different modules within
a single LLM instance, thereby streamlining
deployment and reducing resource consump-
tion. Experimental results on five open-domain
question-answering datasets demonstrate the
effectiveness, generalizability, and flexibility
of our framework.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable performance across a wide range of
tasks (Brown et al., 2020; OpenAI, 2023; Dubey
et al., 2024; DeepSeek-AI et al., 2024). While
their super power is driven by extensive parame-
ters and large-scale training data, they still face
challenges related to accuracy, reliability, and time-
liness. Retrieval-augmented generation (RAG) pro-
vides an effective solution to these problems (Kim
et al., 2024b; Asai et al., 2024; Chan et al., 2024).
By integrating an external retriever, the LLMs can
access relevant knowledge based on user input
queries, thus producing more accurate and reliable
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Figure 1: Comparison between existing studies and our
framework.

responses. This approach is particularly benefi-
cial for knowledge-intensive tasks, such as open-
domain question answering (Petroni et al., 2021).

In general, existing studies on optimizing RAG
framework can be roughly categorized into two
groups. The first group focuses on improving
specific modules of the framework, as shown
in Figure 1 (a). These efforts include introduc-
ing a retrieval necessity judgment module to re-
duce retrieval costs (Tan et al., 2024; Zhang et al.,
2024b), improving query understanding to con-
struct more effective queries for retrieving relevant
knowledge (Trivedi et al., 2023; Chan et al., 2024),
and refining retrieved results to extract key infor-
mation that helps LLMs generate more accurate
responses (Kim et al., 2024b; Jin et al., 2024b).
These enhancements have demonstrated improve-
ments in the overall performance of RAG systems.
However, integrating these diverse optimizations
into a single unified framework is non-trivial. The
second group attempts to consolidate multiple
RAG components within a single LLM, utiliz-
ing self-reflection mechanisms to dynamically con-
trol the response generation process (Asai et al.,
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2024; Chan et al., 2024) (Figure 1 (b)). While
this approach offers a straightforward framework,
it faces two main challenges: (1) introducing new
components, such as query rewriter, requires ad-
ditional data collection and extensive re-training
of the LLM, and (2) incorporating more func-
tions increases the complexity of the model’s self-
reflection mechanism, which may degrade both
performance and generalization capabilities.

To address these challenges, we propose
RoleRAG, a unified RAG framework using role-
specific token optimization (illustrated in Fig-
ure 1 (c)). RoleRAG comprises six specialized
modules: query graph builder, retrieval judge, sub-
answer generation, summarizer, new query gener-
ator, and answer reasoner. The workflow begins
with the query graph builder, which decomposes
the input query into multiple sub-queries and con-
structs a directed acyclic graph. For each sub-query,
the retrieval judge determines whether additional
knowledge retrieval is necessary or if it can be
answered directly. Based on this decision, the sub-
answer generator produces a response. For sub-
queries requiring external knowledge, the summa-
rizer extracts key information from the retrieved
content and updates an answer memory dictionary
that stores the sub-query, retrieved data, and gen-
erated answer. Once all sub-queries are processed,
the new query generator examines the answer mem-
ory and the original query to determine if further
sub-queries are needed. Finally, the answer rea-
soner synthesizes the final response.
RoleRAG employs a role-specific token opti-

mization strategy to implement these modules.
By introducing additional special tokens and opti-
mizing their embeddings using task-specific data,
the framework enables each module to perform
its designated function effectively. Importantly,
only the role tokens are tuned during training, mak-
ing the training computationally efficient. Dur-
ing inference, a single LLM instance is deployed,
with different role tokens acting as soft prompts to
dynamically activate the corresponding modules.
These modules collaborate in an iterative manner
to generate the final response. Experimental results
on five open-domain question-answering datasets
demonstrate that RoleRAG achieves performance
improvements of 16%-64% over state-of-the-art
RAG methods in terms of exact match score. Ad-
ditional experiments further confirm the generaliz-
ability and robustness of our framework.

Our contributions are three-fold:

(1) We introduce a unified RAG framework us-
ing a role-specific token optimization strategy. By
integrating a frozen backbone LLM with adaptive
role tokens, the model can specialize in different
modules of the RAG pipeline and collaborate effec-
tively to complete the full process.

(2) We propose a query graph construction ap-
proach to improve the handling of complex queries
in RAG. Our framework dynamically refines the
query graph by eliminating redundant sub-queries
and generating new ones when necessary, enhanc-
ing retrieval efficiency and relevance.

(3) We release a comprehensive dataset to train
different RAG modules. To our best knowledge,
this is the first dataset covering the entire pipeline
of a RAG system.

2 Related Work

Retrieval-Augmented Generation Retrieval-
augmented generation (RAG) integrates a retrieval
module that accesses external knowledge to en-
hance generation quality (Lewis et al., 2020; Shi
et al., 2024; Jiang et al., 2023b; Trivedi et al., 2023;
Shao et al., 2023). Efforts to improve RAG systems
have been made in different aspects. For example,
some studies have aimed to improve query under-
standing, thus improving retrieval accuracy and
overall generation quality (Chan et al., 2024; Verma
et al., 2024). Others have investigated the neces-
sity of retrieval to minimize unnecessary retrieval
calls, which in turn improves system efficiency and
reduces the impact of irrelevant knowledge (Tan
et al., 2024; Asai et al., 2024). Additionally, refin-
ing retrieval results has been explored to mitigate
the need for processing extensive input lengths and
to reduce retrieval-related noise (Jiang et al., 2023a;
Xu et al., 2024). In a different vein, some studies
have tried to advance the RAG pipeline, explor-
ing strategies such as enabling LLMs themselves
to determine when retrieval is beneficial during
generation (Jiang et al., 2023b), interleaving re-
trieval with chain-of-thought reasoning (Trivedi
et al., 2023), and synergizing retrieval and gener-
ation in an iterative manner (Shao et al., 2023).
Our study improves the RAG pipeline by dividing
sub-tasks within RAG into different modules and
employing role-specific token optimization to se-
lectively activate various LLM capabilities using
designated role tokens. As all modules are care-
fully fine-tuned, the overall performance of our
framework can be effectively improved.
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Figure 2: The illustration of our RoleRAG framework, which contains three main steps: (1) query graph building, (2)
sub-query execution, and (3) final answer reasoning.

Query Understanding and Decomposition
Query understanding aims at inferring the intent
of a user query, which is a critical component in
a retrieval system (Arens et al., 1996; Azad and
Deepak, 2019; Ma et al., 2023). It involves a se-
ries of techniques such as query classification, ex-
pansion, rewriting, and suggestion. Recent studies
have indicated that query understanding is also very
important in RAG systems (Ma et al., 2023; Mao
et al., 2024), as it determines the integration of
external knowledge into the generation process.
Among these studies, query decomposition has
been particularly effective for handling complex
queries by dividing them into more manageable
sub-queries, thereby enhancing the accuracy of the
retrieval process (Chen et al., 2024; Chan et al.,
2024; Trivedi et al., 2023). However, these meth-
ods either rely on large-sized API-based models
for query decomposition or are unable to adjust the
query plan dynamically. In contrast, our RoleRAG
introduces a dynamic query graph, where each sub-
query can be adjusted dynamically according to the
system’s memory state. Besides, RoleRAG is built
entirely on open-source LLMs, which significantly
enhances its practical applicability and efficacy.

3 Methodology

In this work, we introduce a unified RAG frame-
work RoleRAG, which has two characteristics:
(1) We propose a role-specific token optimization
strategy, in which the LLM’s parameters are frozen
while only the embeddings of added role tokens
are tuned. By this means, all modules in our frame-
work can share the same base LLM and address spe-
cific tasks by integrating role tokens into the input.
(2) We design a query graph builder that decom-
poses a user query into multiple sub-queries and

organizes them as a directed acyclic graph (DAG).
By dynamically resolving each sub-query node, the
final answer can be more accurately generated.

3.1 Module Design

As shown in Figure 2, RoleRAG divides the RAG
process into three stage: (1) query graph building,
(2) sub-query execution, and (3) final answer rea-
soning. In the first stage, a Query Graph Builder
decomposes the user input query Q into n sub-
queries {qi}ni=1, forming a DAG G(Q). Then, in
the second stage, for each sub-query qi ∈ G(Q), a
Retrieval Judge evaluates whether it can be directly
answered by the LLM; if not, it will call a retriever
to get relevant knowledge. An Answer Generator
then produces an answer ai for qi, utilizing the
retrieved knowledge if required. Simultaneously,
a Summarizer condenses the retrieved knowledge
relevant to the generated answer. Each resolved
sub-query, along with its answer and summary, is
stored in an answer memory M . Upon resolving
all sub-queries, the framework moves into the third
stage, where a New Query Generator examines
M and Q to determine if additional knowledge is
needed, potentially generating new queries handled
in the same manner as the previous sub-queries.
Finally, an Answer Reasoner synthesizes the fi-
nal answer A from the accumulated data in the
answer memory M . This systematic approach en-
sures comprehensive and accurate query resolution.
Below, we introduce each module briefly.
Query Graph Builder The query graph builder
constructs a representation of a user’s reasoning
plan as a DAG. As illustrated in the left side of Fig-
ure 2, the original query is decomposed into two
sub-queries (i.e., Q1 and Q2), and is ultimately
represented by a final node (i.e., Q3). The de-
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Table 1: The input and output of each module in our framework. The content in brackets depends on the result of
retrieval judgment.

Module Input Output # Training samples

Query Graph Builder Original query Query graph 25,654
Retrieval Judge Sub-query, answer memory “Yes” / “No” 65,823
Sub-answer Generator Sub-query, (retrieved result) Answer 65,823
Summarizer Sub-query, (retrieved result) Summary 53,002
New Query Generator Original query, answer memory New query / “None” 25,654
Answer Reasoner Original query, answer memory Final answer 25,654

pendency among sub-queries is described using a
parent-child relationship, where a node becomes a
child if its resolution relies on the answers from pre-
ceding nodes. Within each node, placeholders are
utilized to denote the answers from parent nodes
(e.g., Q1.answer and Q2.answer in Q3), which are
substituted with actual values during the execu-
tion process. This DAG structure ensures that the
reasoning plan follows the Markov assumption, al-
lowing for the resolution of the final node once all
preceding nodes have been addressed.

Retrieval Judge Previous studies have indicated
that not all user queries require external retrieved
knowledge, and in some cases, irrelevant knowl-
edge may even hurt the LLM’s performance (Yoran
et al., 2024a; Tan et al., 2024). Therefore, we de-
sign a retrieval judge module to determine whether
a sub-query can be directly resolved by the LLM.
Only if the judgment result is “False”, the retriever
R will be called and provide relevant knowledge
K = R(qi). To improve the judgment accuracy,
the LLM is provided with access to an answer mem-
ory (described later), which contains information
from previous sub-queries. This setup enables the
retrieval judge to perform a removing operation on
the query graph, effectively minimizing unneces-
sary retriever activations and thereby enhancing the
efficiency of the overall system.

Sub-answer Generator The sub-answer gener-
ator is tasked with producing responses based on
the sub-queries and any associated retrieved knowl-
edge. Due to the more focused nature of the sub-
queries compared to the original query, the answers
generated are typically more accurate. Upon gener-
ating a sub-answer, it is stored in an answer mem-
ory M , which is structured as a Python dictionary.
Each sub-answer is keyed by its corresponding sub-
query identifier for easy retrieval and reference. For
instance, if the active sub-query is “Q1”, both the
sub-query content and its answer are stored in the
dictionary M under the key “Q1”. This method en-

sures organized and efficient management of gener-
ated answers throughout the processing sequence.
Summarizer When the retriever is activated, the
retrieved knowledge will facilitate the answer gen-
eration process. Since the sub-queries may be de-
pendent, it is valuable to also store the retrieved
knowledge for future sub-query resolution process.
However, directly storing all retrieved knowledge
is ineffective. Our observations indicate that the
answer to a sub-query often serves as a bridge be-
tween related sub-queries. Therefore, we introduce
a summarizer that condenses the retrieved knowl-
edge K while prioritizing the essential information
about the answer.
New Query Generator Once all sub-queries
have been answered, the final answer can be in-
ferred from the answer memory. However, not all
sub-queries can be ideally resolved. Therefore, we
introduce a new query generator module that sug-
gests additional sub-queries when necessary. This
module takes the original query Q and the answer
memory M as input, and outputs either a new sub-
query qj or a termination signal (“None”). If a new
query is generated, it will be added into the graph
as a child of the final node and resolved by the sub-
query execution process. Functionally, this module
performs an addition operation on the query graph,
enriching it with supplementary sub-queries to in-
corporate additional knowledge, thereby improving
the completeness of the retrieval.
Answer Reasoner As the final step, the answer
reasoner leverages the original query Q and the
updated answer memory M to drive the final an-
swer A. Since the answer memory retains all
sub-queries, their corresponding answers, and rel-
evant knowledge summary, the answer reasoner
can synthesize such information to generate a well-
grounded response to the original query.

3.2 Data Collection
Manually annotating data for training each com-
ponent in RoleRAG requires extensive human re-
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Figure 3: Illustration of the training and inference pro-
cesses in our framework.

sources, which is impractical for our research. Con-
sequently, we employ an expert LLM, specifically
Llama-3.1-70B-Instruct, to generate training
data automatically. Specifically, we conduct the
RAG process following our designed workflow,
construct the input of each component using differ-
ent prompts (provided in Appendix B), and record
the corresponding output as raw data. By this
means, we can automatically collect amounts of
data without human intervention.

However, the absence of golden annotations for
evaluating the quality of each component’s output
poses a challenge. To address this, we borrow the
idea of outcome reward models from reinforcement
learning (Uesato et al., 2022; Yu et al., 2024) and
use the final answer quality as a delegate for eval-
uation. Concretely, we compare the final answer
A generated by the expert model with the golden
answer Â provided by the dataset and compute the
metric as s = g(A, Â).1 Data samples only where
the final answer score s exceeds a predetermined
threshold α are retained. Recent studies (Uesato
et al., 2022) have shown that the outcome reward
model can provide effective signals for model per-
formance verification, so we believe our strategy
can ensure the high-quality of the generated data.
Table 1 shows the statistics of our collected data.

3.3 Training Strategy
RoleRAG contains six interconnected modules,
making it challenging for LLMs to learn and bal-
ance their abilities across different tasks. An
ideal training strategy should meet three require-
ments: (1) It should be parameter-efficient as tun-
ing LLMs is often expensive; (2) It should maintain
the LLM’s general ability as it may serve for dif-
ferent purposes in practice (including non-RAG
scenarios); and (3) It should help the LLM under-
stand various tasks in different components while

1The metrics can be exact matching score or F1 score that
are commonly used in answer evaluation.

facilitating seamless extension to new tasks.
To tackle these challenges, we propose a role-

specific token optimization strategy, illustrated in
Figure 3. The core idea is to use specialized role
tokens to facilitate task-specific behavior in LLMs.
We implement this by expanding the LLM’s vo-
cabulary with new special tokens designated for
optimization, thereby preserving the integrity of
the LLM’s parameters. During training, only these
newly added tokens’ embeddings are tuned, en-
suring parameter efficiency while preserving the
original LLM weights. This naturally satisfies the
first two requirements. For the third requirement,
since the added tokens are role-specific, they can
be tailored for the task and not affect each other in
training. Besides, it is easy to extend our frame-
work with new modules by adding new role tokens.
Specifically, for a specific task T and a sample
input XT , we add several new tokens [t1, . . . , tn]
and reformulate the input as [X; t1; . . . ; tn], where
[; ] is the concatenation operation. The next-token
prediction objective can be defined as:

p =
m∏

i=1

pθ,δ(y
T
i |XT ; t1; . . . ; tn︸ ︷︷ ︸

trainable

; yT<i), (1)

where Y T = [yT1 , . . . , y
T
m] is the target output,

δ ∈ Rn×d represents the trainable parameters of
the role tokens (i.e., their embeddings), and d is
the embedding size of the LLM. θ denotes the pa-
rameters of the backbone LLM, which are frozen
during training. Given that |δ| ≪ |θ|, this method
is highly efficient. For example, with the Llama-3-
8b model (where d = 4, 096), introducing n = 30
tokens results in only 0.1M parameters.

The inference stage is shown in the right side
of Figure 3. RoleRAG only deploys a single LLM,
where task-specific role tokens are appended to the
input to guide the LLM in performing different
tasks effectively.

4 Experiments

4.1 Datasets and Evaluation Metrics
We conduct our experiments on five question-
answering (QA) datasets: HotpotQA (Yang et al.,
2018), MuSiQue (Trivedi et al., 2022), 2Wiki-
multihopQA (Ho et al., 2020), Bamboogle (Press
et al., 2023), and PopQA (Mallen et al., 2023).
The details of these datasets are presented in Ap-
pendix C. We mix the training set of HotpotQA,
MuSiQue, and 2WikimultihopQA for constructing
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our training set, and the remaining two datasets are
used as head-out datasets. Among these datasets,
PopQA (Mallen et al., 2023) is the only dataset con-
sisting merely of single-hop queries, which allows
us to evaluate the generalizability of our approach
to simpler queries. For evaluation, we primarily
use the test sets provided by each dataset. If a test
set is unavailable, we substitute it with the devel-
opment set. Importantly, although some datasets
have provided golden reference passages for the
answer, we choose to use only the passages re-
trieved from the retrieval sets in both training and
inference stages, which aligns with practical ap-
plications. Exact match (EM) and F1 score are
employed as evaluation metrics.

4.2 Baselines

In addition to comparing with direct generation, we
consider two kinds of RAG methods as baselines:

(1) Sequential pipeline: These methods follow
a standard retrieve-then-read flow and focus on
improving specific RAG components (e.g., query
rewriting). Six representative methods are selected,
including Standard RAG, SKR (Wang et al., 2023),
SuRe (Kim et al., 2024b), Trace (Fang et al., 2024),
Adaptive-RAG (Jeong et al., 2024), and BlendFil-
ter (Wang et al., 2024).

(2) Iterative pipeline: This kind of method ad-
justs the sequential RAG pipeline by involving mul-
tiple cycles of retrieval and generation to refine out-
puts iteratively. We select five typical methods as
baselines, including Self-RAG (Asai et al., 2024),
IRCoT (Trivedi et al., 2023), Iter-Retgen (Shao
et al., 2023), RetRobust (Yoran et al., 2024b), and
RQ-RAG (Chan et al., 2024).

Notably, some recent API-based models (Verma
et al., 2024; Kim et al., 2024a) are not selected as
baselines, because they do not integrate seamlessly
with open-source LLMs. Our code is available
on GitHub,2 and the implementation details are
provided in Appendix D.

4.3 Experimental Results

The experimental results are shown in Table 2. It is
evident to see that our RoleRAG significantly outper-
forms other baseline methods on all five datasets.
This clearly demonstrates the superiority of our
method. We have further observations as:

(1) RAG methods generally outperform direct
generation by a large margin, highlighting the

2https://github.com/DaoD/RoleRAG

advantage of integrating external knowledge for
knowledge-intensive tasks. Specifically, iterative
pipeline methods perform better than sequential
pipeline methods. This is particularly evident in
scenarios involving multi-hop queries, where the
complexity often hinders the retriever’s ability to
gather all relevant information, leading to subop-
timal generation performance. (2) Our RoleRAG
achieves the best performance in both in-domain
and out-of-domain evaluations. This indicates that
our proposed dynamic query graphs and multi-task
prompt tuning effectively enhance RAG perfor-
mance and exhibit strong generalizability. (3) On
the single-hop QA dataset (PopQA), some iterative
pipeline methods (e.g., RQ-RAG) underperform
compared to sequential pipelines. This can be po-
tentially attributed to the overly complex process-
ing applied to relatively simple queries, which intro-
duces unnecessary noise. In contrast, RoleRAG can
construct graphs with fewer nodes to represent sim-
pler queries, which is more accurate and efficient.
(4) We notice a poor performance of Self-RAG
on several datasets, which has also been reported
by recent studies (Zhang et al., 2024a). By care-
fully checking its output, we find that Self-RAG
tends to generate long reasoning paths that even-
tually mislead itself to generate incorrect answers.
This may stem from its training strategy, which
integrates all modules into a single generation pro-
cess. Conversely, RoleRAG employs independent
training for each module using role tokens, which
clarifies and simplifies the tasks each module must
learn, thereby improving overall performance.

4.4 Further Analysis

Ablation Study We conduct comprehensive ex-
periments to explore the contribution of each mod-
ule in our framework, with results shown in Ta-
ble 3. Our analysis first focuses on the query graph
builder by examining two variants: complete re-
moval (#2) and replacement with a prompt-based
query decomposition approach (#3). The results
indicate that query decomposition is crucial for
handling complex queries, and that LLMs strug-
gle to perform this task effectively through direct
prompting, highlighting the significance of our
graph-based approach. The retrieval judge com-
ponent demonstrates an interesting trade-off: while
it causes a marginal decrease in performance due to
reduced knowledge incorporation (#4), it substan-
tially reduces retrieval costs, thereby improving
system efficiency. To evaluate the summarizer’s
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Table 2: Experimental results of all methods using LLaMA-3.1-8b as the backbone model. The left three datasets
are used for training RoleRAG, representing in-domain evaluation, while the right two datasets are used for out-of-
domain evaluation. The best and second-best results are highlighted in bold and underlined, respectively.

HotpotQA MuSiQue 2WikiMultihopQA Bamboogle PopQA

Method EM F1 EM F1 EM F1 EM F1 EM F1

Direct Generation 16.20 25.15 3.30 9.30 16.50 26.30 9.60 16.13 11.10 20.65

Sequential pipeline
Standard RAG 29.50 40.00 4.30 10.28 15.20 25.40 18.40 24.55 25.80 41.34
SKR 24.20 34.85 3.40 9.67 15.70 26.50 12.80 19.43 19.40 32.04
SuRe 23.80 36.24 5.20 10.05 10.20 18.00 16.80 25.96 27.60 44.94
Trace 26.00 35.30 5.60 11.30 9.50 15.80 13.60 19.60 26.60 39.29
Adaptive-RAG 31.70 43.45 9.50 15.57 25.20 36.40 25.60 35.39 26.10 36.14
BlendFilter 34.90 45.56 7.70 13.54 24.30 33.19 22.40 31.04 25.40 41.01

Iterative pipeline
Self-RAG 9.00 18.46 0.90 4.80 3.70 17.32 4.00 9.07 6.50 16.75
IRCoT 30.50 40.62 9.70 15.42 27.60 36.20 30.40 41.10 29.00 35.64
Iter-Retgen 32.00 42.43 6.50 12.34 16.80 27.14 20.00 26.84 26.50 40.87
RetRobust 27.20 30.10 12.10 14.70 32.20 33.50 32.80 36.00 32.80 37.00
RQ-RAG 26.30 33.94 10.20 16.04 28.70 37.64 24.80 32.18 15.60 31.37
RoleRAG (ours) 37.40 49.17 18.20 27.30 47.00 53.87 44.00 54.47 33.70 45.42

Table 3: Performance (F1 score) of RoleRAG with spe-
cific components removed.

HotpotQA MuSiQue

# Variant EM F1 EM F1

1 Full 37.40 49.17 18.20 27.30
2 ↪→ w/o Q. Graph 31.30 42.60 5.80 12.54
3 ↪→ w Decompose prompt 29.40 39.98 6.90 13.31
4 ↪→ w/o Retrieval judge 38.40 50.31 18.50 27.58

Save retrieval 22.56% 9.2%
5 ↪→ w/o Summarizer 31.20 42.47 5.70 12.44
6 ↪→ w/o New Q. gen 37.20 49.07 18.00 27.30

Need new query 5.9% 14.10%

impact, we implement a variant that simply uses
the first retrieved passage for length control. The
observed performance degradation confirms the im-
portant role of the summarizer. Finally, the new
query generator improves performance by intro-
ducing additional useful knowledge, despite being
activated in fewer than 15% of queries, highlighting
its effectiveness.

Impact of Model Size The size of LLMs of-
ten determines their performance. Therefore,
we investigate the impact of model sizes from
two perspectives: (1) by using different back-
bone LLMs to drive the entire RoleRAG frame-
work, and (2) by replacing the core module (i.e.,
query graph builder) with various LLMs. We con-
duct experiments using Llama-3.2-3B-instruct
(Llama-3B), Llama-3.1-8B-instruct (Llama-
8B), Llama-3.1-70B-instruct (Llama-70B),
and Mistral-7B-Instruct-v0.3 (Mistral-7B).

Table 4: Performance (F1 score) of RoleRAG on two
datasets using different LLMs.

# Query graph Other modules HotpotQA MuSiQue

RoleRAG Default setting
1 Llama-8B Llama-8B 49.17 27.30

Using various LLMs as backbones
2 Llama-3B Llama-3B 41.50 20.94
3 Mistral-7B Mistral-7B 47.62 25.51
4 Llama-70B Llama-70B 53.46 29.86

Using various LLMs for different modules
5 Llama-70B Llama-8B 50.65 27.53
6 Llama-8B Llama-70B 54.23 28.19

Notably, only the Llama-70B is applied using few-
shot examples, while the others are fine-tuned on
our training set. The results are shown in Ta-
ble 4. First, we can observe that RoleRAG con-
sistently achieves promising results across all set-
tings, demonstrating the method’s robust versatil-
ity. Second, using larger LLMs generally leads
to better performance (#1-4). This is reasonable
as larger models have strong abilities in language
understanding and generation. Intriguingly, the
Llama-70B model plays a better role in resolving
queries (#6) than in building the query graph (#5).
This suggests that while query decomposition is
a complex task, it can be effectively learned with
sufficient model training. Conversely, the ability to
resolve queries appears to be more closely tied to
the intrinsic performance of the model itself.
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Figure 4: Performance with various numbers of tokens.
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Figure 5: Performance of various models on questions
of different complexity (MuSiQue). “Ratio” indicates
the proportion of a certain category to the entire data.

Impact of Task-specific Token Amounts In
RoleRAG, we use task-specific tokens in multi-task
prompt tuning to learn different tasks in RAG.
We explore the correlation between the number of
added tokens and the final performance, as shown
in Figure 4. We can observe: (1) It is surprising that
using only ten tokens per task can provide signif-
icant performance improvement, highlighting the
efficiency of our approach. (2) The performance
generally improves when more tokens are used,
with optimal results occurring when 30-40 tokens
are used per task (varies slightly across different
datasets). Taking adding 30 tokens as an example,
our method adds 0.86M parameters in total, which
is only about 0.01% of the full model, validating
again its parameter efficiency. (3) However, further
increasing the token amount does not improve per-
formance; a decline is noted when 50 tokens are
used per task, implying potential overfitting issues.

Impact of Query Complexity An advantage of
our framework lies in its ability to decompose com-
plex queries into sub-queries and leverage multiple
modules to resolve them. We employ the MuSiQue
dataset, which contains human-annotated decompo-
sition labels, to investigate the performance across

Table 5: Performance (F1 score) of RoleRAG with differ-
ent numbers of passages per query (# P. / Q.). RoleRAG-
x denotes using x passages per sub-query.

HotpotQA MuSiQue

# Method # P. / Q. F1 # P. / Q. F1

1 Standard RAG 5.00 40.00 5.00 10.28
2 RQ-RAG 7.35 33.94 7.43 16.04
3 RoleRAG-1 2.27 43.58 2.35 20.73
4 RoleRAG-2 4.54 46.73 4.70 25.08
5 RoleRAG-3 6.81 47.80 7.05 26.24
6 RoleRAG-4 9.08 48.66 9.40 27.07
7 RoleRAG-5 11.35 51.03 11.75 27.30

query complexities. We analyze the performance
of different models, including RoleRAG, RQ-RAG,
and Standard RAG, on questions categorized by
the number of intermediate steps (hops) required.
The experimental results are shown in Figure 5. It
is evident to see that the standard RAG method
struggles with complex multi-hop queries, because
the retriever cannot effectively gather comprehen-
sive information that spans all facets of a query.
In contrast, both RQ-RAG and RoleRAG can it-
eratively resolve the sub-queries, which signifi-
cantly improves the performance. Unfortunately,
RQ-RAG learns both the query decomposing and
query resolving tasks by a single model, making
it challenging for the LLM to learn different abil-
ities required by these tasks. Notably, our frame-
work achieves over 60% alignment with human-
annotated decomposition results, while RQ-RAG
reaches only 18%. This highlights again the superi-
ority of our RoleRAG, which distinctively separates
these tasks to optimize performance.

Impact of Retrieval Since RoleRAG decomposes
original queries into multiple sub-queries, its su-
perior performance may be benefited from more
sufficient external knowledge. To examine this, we
conduct experiments by adjusting the number of
retrieved passages per sub-query, and the results
are illustrated in Table 5. We can observe that
RoleRAG can significantly outperform the standard
RAG method, with fewer than half the retrieved
passages (#3 vs. #1). This shows that query de-
composition can indeed improve retrieval accuracy,
which in turn enhances the overall performance
of the RAG model. Compared with another iter-
ative RAG pipeline RQ-RAG, RoleRAG still has
better performance, suggesting that it can construct
sub-queries more accurately.

To provide a more intuitive understanding of our
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framework, we include a case study in Appendix F.

5 Conclusion

In this paper, we introduced RoleRAG, a unified
RAG framework that comprises six modules that
collaborate to accomplish the full RAG process. To
efficiently optimize these modules, we proposed a
role-specific optimization strategy, which enhances
the LLM’s ability across diverse tasks by tuning
only a small set of role tokens, while keeping the
backbone model parameters frozen. Additionally,
we structured the RAG process as a query graph
resolution process, where dynamic sub-query res-
olution efficiently retrieves and supplements rele-
vant knowledge. Through extensive experiments
on multiple datasets, we demonstrated the effective-
ness, generalizability, and flexibility of our method.

Limitations

This study introduces a unified RAG framework
using role-specific token optimization. While our
approach is highly effective, it has some limita-
tions. First, the RAG process follows a predefined
workflow, where all modules are activated in a
fixed sequence. This restricts the framework’s flex-
ibility, as an ideal solution would allow the LLM
to autonomously determine the workflow. Recent
reinforcement learning methods could potentially
enable such adaptive decision-making; however,
collecting high-quality processing paths is chal-
lenging, and reinforcement learning itself is often
unstable. Investigating an automatic workflow opti-
mization remains an important direction for future
work. Second, our framework processes each query
by iteratively activating different modules, which
may introduce efficiency overhead compared to
directly feeding retrieved results and user queries
into an LLM. Fortunately, when deployed as an
online service, this efficiency issue can be miti-
gated. Since our framework leverages role tokens
to modulate the LLM’s functionality, it enables the
batching of multiple LLM requests, significantly
improving inference efficiency.
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A Discussion about Query Graph Builder

In our framework, the query graph builder con-
structs a query graph before resolving each sub-
query. Indeed, pre-constructing the query graph
may constrain dynamic reasoning paths to some
extent. However, during our preliminary experi-
ments, we observe significant issues with purely
iterative methods such as IRCoT (Trivedi et al.,
2023) and Self-RAG (Asai et al., 2024), which

tend to become overly reliant on intermediate re-
trieved results, thus propagating generation errors
through subsequent reasoning steps. This may be
because current LLMs cannot accurately coordi-
nate internal and external knowledge. As a result,
we choose to build a query graph before resolving
the query, and our experiments demonstrate that
this strategy is effective for complex queries like
the multi-hop questions in QA tasks. Additionally,
our new query generator serves as a complemen-
tary iterative mechanism to dynamically enhance
query exploration when necessary. We believe fur-
ther exploring a hybrid approach that integrates
planning-based and iterative methods is a promis-
ing direction for future work.

B Prompt for Data Collection

As illustrated in Figure 6–11, we manually craft
different prompts and employ an expert LLM to
generate training data. Each prompt consists of
five key components: (1) Task description, provid-
ing context to help the LLM understand the task;
(2) Output requirements, specifying the expected
format and structure; (3) Guidelines, highlighting
rules for data generation; (4) Demonstration exam-
ples, serving as in-context learning references; and
(5) Task input, representing the specific instance to
be processed.

C Details of Datasets

We conduct our experiments on five QA datasets,
which are all provided by FlashRAG (Jin et al.,
2024a) under the license of CC-BY-SA-4.0.3

HotpotQA (Yang et al., 2018) is a large-scale
QA dataset comprising Wikipedia-based question-
answer pairs. Designed to facilitate complex rea-
soning, it features questions that require synthe-
sizing information from multiple supporting doc-
uments. The dataset is diverse, unconstrained by
pre-existing knowledge bases or schema. Addi-
tionally, HotpotQA introduces factoid comparison
questions to assess a system’s ability to extract and
compare relevant information.

MuSiQue (Trivedi et al., 2022) is a multi-hop
QA dataset designed to require genuine multi-hop
reasoning. Each question necessitates 2 to 4 rea-
soning steps (hops). The dataset is constructed by
systematically selecting and composing pairs of
single-hop questions that are connected, ensuring

3https://creativecommons.org/licenses/by-sa/4.
0/
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that one reasoning step critically relies on informa-
tion from another. This bottom-up methodology
provides fine-grained control over the construction
process and the properties of the resulting multi-
hop questions.

2WikimultihopQA (Ho et al., 2020) is a multi-
hop QA dataset designed to evaluate complex rea-
soning across both structured and unstructured data.
It comprises questions that require models to per-
form multiple reasoning steps, utilizing informa-
tion from different Wikipedia articles.

Bamboogle (Press et al., 2023) is a curated
dataset designed to assess the compositional rea-
soning abilities of language models. It comprises
125 questions that are intentionally challenging for
standard search engines, like Google, to answer
correctly. Each question requires the model to inte-
grate information from multiple sources or perform
multi-step reasoning to arrive at the correct answer.
The dataset covers a wide range of topics and ques-
tion formats.

PopQA (Mallen et al., 2023) is a large-scale,
open-domain QA dataset comprising entity-centric
single-hop question-answer pairs. Each question
is generated by converting a knowledge tuple from
Wikidata into a natural language format using pre-
defined templates. The dataset includes detailed
annotations such as the subject entity, object en-
tity, relationship type, and corresponding Wikidata
identifiers. PopQA is designed to evaluate language
models’ abilities to recall factual knowledge, par-
ticularly focusing on less popular long-tail entities.

D Implementation Details

We use PyTorch (Paszke et al., 2019) and Hugging-
face Accelerate library to implement our method.
The learning rate is set as 5e-5 with a warm-up
ratio of 0.02. Our method is trained for three
epochs, with a training batch size of 32. The
maximum sequence length is set as 2,048 tokens.
We use eight NVIDIA A800 GPUs for training.
For the datasets and baseline methods, we use
the version provided by FlashRAG (Jin et al.,
2024a), where Llama-3.1-8B-instruct is used
as the default backbone LLM. For the retrieval
sets, we follow previous studies (Yoran et al.,
2024a) and use Wikipedia as the retrieval corpus.
E5-base-v2 (Wang et al., 2022) is used as the re-
triever.

All of the methods in our experiments use the
same retrieval corpus, retriever, and backbone

LLM. Specifically:
(1) Standard RAG, SKR, SuRe, Trace, Blender-

Filter, IRCoT, and Iter-Retgen rely solely on
prompt engineering strategies without additional
model training.

(2) Adpative-RAG involves training a query
classifier on data sampled from SQuAD, NQ,
TriviaQA, MuSiQue, HotpotQA, and 2WikiMul-
tihopQA. We use the classifier provided by the
original authors.

(3) Self-RAG and RQ-RAG are trained using the
same dataset as ours, utilizing the publicly available
code provided by their authors.

E Efficiency Analysis

For sequential pipeline methods, they only con-
duct retrieval once, so their computational costs
are lower but their performance is also relatively
worse. For iterative pipeline methods (including
ours), we theoretically analyze the computational
costs of IRCoT, RQ-RAG, and our RoleRAG. For
clarity, we assume:

(1) All queries/sub-queries have equal length m;
answers/sub-answers have length t; each sub-query
retrieves k passages; and they have the same length
l.

(2) The summarizer in RoleRAG produces a sum-
mary with the same length of a single passage, i.e.,
its length is also l.

(3) Retrieval is assumed for each sub-query to
simplify analysis.

From the results, we can see IRCoT has the high-
est computational cost due to iterative processing
and repeated input of all previous sub-results. Our
RoleRAG and RQ-RAG have a similar input token
complexity (O(nkl)), but RoleRAG produces addi-
tional output tokens due to the summarization step.
Nevertheless, in practical scenarios, the retrieval is
selective, thus reducing real-world overhead.

In summary, while iterative methods naturally
incur higher computational costs compared to se-
quential methods, our RoleRAG’s additional costs
remain moderate relative to its significantly im-
proved performance. Furthermore, RoleRAG is in-
herently parallelizable due to its modular design
driven by role tokens, making it feasible for practi-
cal deployments.

F Case Study

To further evaluate our framework qualitatively, we
conduct a case study and present three representa-
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Method Module Input Input tokens Output Output
tokens

RoleRAG Query graph
builder

Original query m Sub-queries n ∗m

Retrieval judge Sub-query n ∗m Judge result
(Yes or No)

n

Sub-answer gener-
ator

Sub-query, retrieved pas-
sages

n ∗m+ n ∗ k ∗ l (Sub-)answer n ∗ t

Summarizer Retrieved passages n ∗ k ∗ l Summary n ∗ l
New query genera-
tor

Answer memory n ∗ (m+ t+ l) New sub-query m

Answer reasoner Answer memory n ∗ (m+ t+ l) Answer t
Total n∗(4m+2kl+2t+2l)+

m
n ∗ (m+ t+
l+1)+m+t

IRCoT Sub-query and Sub-
answer generation

(previous) Sub-query,
(previous) Sub-answer
retrieved passages

n∗m+n∗ (k∗ l)+(n−
1)∗ (k∗ l+ t)+(n−2)∗
(k ∗ l + t)...+ k ∗ l + t

Sub-queries
and Sub-
answers

n ∗ (m+ t)

Final answer gener-
ation

Original query, all re-
trieved passages

m+ n ∗ k ∗ l Answer t

Total n ∗ (m + n+3
2

∗ k ∗ l +
n−1
2

∗ t)
n∗(m+t)+
t

RQ-RAG Sub-query genera-
tion

Original query m n ∗m

Answer generation (Sub-)query, retrieved
passages

(n+1)∗m+n∗k∗l+n∗t Answer n ∗ t

Total n ∗ (m+ kl + t) +m n ∗ (m+ t)

tive examples in Table 12 and Table 13. In the first
case, our framework successfully decomposes the
query into three sub-queries, where the third sub-
query depends on the answers to the first two. By
iteratively resolving the first two sub-queries, the
answer to the third can be inferred directly with-
out requiring additional retrieval. In the second
case, our framework only rewrites the query, and
the corresponding answer is incomplete. Fortu-
nately, the new query generator successfully adds
an effective sub-query to provide supplemental in-
formation. In contrast, the third case highlights a
failure scenario. Although the original user query
is split into three sequential sub-queries, the first
two should be dependent, yet the model incorrectly
treats them as independent. This suggests that ac-
curately decomposing complex queries remains a
challenging problem. Besides, while the second
and third sub-queries are correctly formulated, the
third sub-query fails to retrieve useful knowledge,
leading to an incorrect final answer. In this sce-
nario, the new query generator attempts to repeat
the third sub-query. However, due to the limitations
of the retrieval repository, the necessary informa-
tion remains unavailable, resulting in an incorrect
response. This case demonstrates that even when
individual model components function correctly,
external factors such as retrieval limitations can
still prevent the system from generating the correct

HotpotQA MuSiQue 2WikiQA

Full 49.17 27.30 53.87
+ Rewrite Ori. Q 50.04 27.19 53.49
+ Rewrite All 48.88 27.47 53.79

Table 6: Performance (F1 score) of RoleRAG with query
rewrite module.

answer.

G Impact of Query Rewrite

Query rewriting (Xu and Croft, 1996; Carpineto
and Romano, 2012) addresses the problem of users’
ambiguity and inaccurate queries by rewriting the
user’s original query, which is helpful in RAG
systems (Mao et al., 2024). Recent studies have
demonstrated that LLMs are capable of understand-
ing user intents and providing more informational
rewritten queries (Ma et al., 2023). Motivated by
these findings, we consider incorporating a query
rewriting module in our framework and evaluate
its impact under two settings: (1) applying query
rewriting only to the original query and (2) apply-
ing it to all sub-queries. The experimental results
are shown in Table 6. Generally, we can observe
that query rewriting does not consistently improve
performance. When applied to the original query, it
influences the query graph construction, leading to
mixed results. Notably, improvements are observed
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only on the HotpotQA dataset. A closer inspection
of the data reveals that HotpotQA queries are rela-
tively well-formed, making query rewriting benefi-
cial in this case. However, applying query rewriting
to all sub-queries also yields unstable performance,
likely because the sub-queries in our query graph
are already simple and do not require further re-
finement. Given these findings, we exclude the
query rewriting module from our final framework,
as it introduces additional computational overhead
without providing consistent benefits.
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Prompt for Query Graph Builder

Task Description: You are tasked with constructing reasoning directed acyclic graphs (DAGs) for complex 
queries. Start by breaking down a complex main query into smaller, manageable subqueries. Each subquery 
should independently contribute to solving the main query. Utilize these queries and their respective 
answers to form a DAG starting from the root node (main query) and branching out without forming any 
cycles. The final node or the leaf node will closely resemble the main query but will include placeholders 
filled by answers from preceding nodes, adhering to the Markovian property, which requires answers from 
parent nodes to resolve child subqueries.

Output Requirement: Produce a Python list of tuples where each tuple represents a connection in the DAG. 
The tuples should contain pairs linking a query to its subquery. Format your output as a list of tuples 
without additional text, comments, or line breaks.

Note: Ensure that the DAG is connected and forms a rooted tree structure. For straightforward queries that 
do not require decomposition, simply return the original query within a list.

Examples:

Query: {Example query }
DAG: {Example DAG}
...
Query: {Input query}
DAG: {Output DAG}

Figure 6: Prompt using for generating data for query graph builder.

Prompt for Retrieval Judge

Task Description: As a language model, you are tasked to act as a critic determining whether a given 
question can be answered directly based on the provided information or the semantics of the question 
itself. When no information is provided, you should rely solely on the literal meaning of the question to 
make your judgment. You will receive a question along with any corresponding information. Your job is to 
assess if the question can be answered based solely on the provided information without requiring 
additional context.

Output Requirement: Return a JSON object with a key "Response" and a value "True" or "False". Here, "True" 
indicates that the question can be answered with the given information, while "False" indicates that 
additional information is needed. Always represent the values as strings.

Note: Your output should consist solely of the JSON response without any explanatory text.

Examples:

Query: {Example query}
Provided information: {Example information}
Response: {Example response}
...
Query: {Input query}
Provided information: {Memory dict}
Response: {Output}

Figure 7: Prompt using for generating data for retrieval judge.
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Prompt for Sub-answer Generator

Task Description: You are a concise answering assistant. You need to answer the query based on the 
retrieved materials and your own knowledge. If the retrieved materials are not useful, directly ignore it.

Output Requirement: Return a JSON with a single key "Response" and a value that is a short phrase or a few 
words. In this JSON, you need to always put each value as a string, not float.

Note: Generate only JSON without any explanation. 

Examples:

Query: {Example query}
Retrieved materials: {Example materials}
Answer: {Example answer}
...
Query: {Input query}
Retrieved materials: {Retrieved knowledge}
Answer: {Output}

Figure 8: Prompt using for generating data for sub-answer generator.

Prompt for Summarizer

Task Description: You are a relevant information aggregator. You need to extract and summarize information 
relevant to the keyword from several retrieved materials. 

Output Requirement: Return a JSON with a single key "Summary" and a value that is its content. Always 
represent the values as strings.

Note: Generate only JSON without any explanation. 

Examples:

Keyword: {Example keyword}
Retrieved materials: {Example materials}
Response: {Example summary}
...
Keyword: {Answer}
Retrieved materials: {Retrieved knowledge}
Response: {Output}

Figure 9: Prompt using for generating data for summarizer.
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Prompt for New Query Generator

Task Description: You are to act as a final answer reasoner tasked with evaluating if a specific query can 
be answered directly by the provided question-answer pairs. If the query is answerable based on the given 
data, respond with "Yes". If information is lacking, formulate a new query that would request the necessary 
missing information.

Output Requirement: Produce a JSON object with a single key "Response". The value should either be the word 
"Yes" or a new query, both formatted as a string. Ensure all numbers are converted to string format.

Note: Generate only JSON without any explanation. 

Examples:

Final question: {Example keyword}
Reference question-answer pairs: {Example materials}
Response: {Example response}
...
Final question: {Original query}
Reference question-answer pairs: {Memory dict}
Response: {Output}

Figure 10: Prompt using for generating data for new query generator.

Prompt for Answer Reasoner

Task Description: As a final answer generator, synthesize information from provided question-answer pairs 
to respond to a final query. 

Output Requirement: Produce a JSON object with a single key "Response". The value should be a concise 
phrase or a few words that directly answer the question, formatted as a string. Ensure all numerical values 
are converted to strings.

Note: Generate only JSON without any explanation. 

Examples:

Final question: {Example keyword}
Reference question-answer pairs: {Example materials}
Answer: {Example response}
...
Final question: {Original query}
Reference question-answer pairs: {Memory dict}
Answer: {Output}

Figure 11: Prompt using for generating data for answer reasoner.
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Original query: Are Scott Derrickson and Ed Wood of the same nationality?
Query graph: [["Q: Are Scott Derrickson and Ed Wood of the same nationality?", "Q1: What is the nationality of Scott Derrickson?"], ["Q: Are Scott 
Derrickson and Ed Wood of the same nationality?", "Q2: What is the nationality of Ed Wood?"], ["Q1: What is the nationality of Scott Derrickson?", 
"Q3: Are <A1> and <A2> the same nationality?"], ["Q2: What is the nationality of Ed Wood?", "Q3: Are <A1> and <A2> the same nationality?"]]

Q1: What is the nationality of Scott Derrickson?
Retrieval judge: False (need retrieval)
Retrieved knowledge: [["Scott Derrickson directed the film "Doctor Strange", based on the Marvel Comics property and part of the Marvel 
Cinematic Universe. It was released in November 2016. The film was both a commercial and critical success. In February 2018, it was announced 
that Derrickson will executive produce the television series "You Bury Me" for Blumhouse Productions. …]]
Answer: American
Summary: Scott Robertson is an American concept artist, known for his transportation design work and contributions to movies like Steven 
Spielberg's Minority Report. He is a graduate of Art Center College of Design in Pasadena, CA and was the program director of Entertainment 
Design. Robertson was born in Minnesota and grew up in Plymouth, where he was taught to draw and design by his artist father. He is also known 
for his educational DVDs with the Gnomon Workshop.
Q2: What is the nationality of Ed Wood?
Retrieval judge: False (need retrieval)
Retrieved knowledge: [["Ed Wood Grey's 1992 oral biography "Nightmare of Ecstasy: The Life and Art of Edward D. Wood Jr.", the public took a 
greater interest in Wood, leading up to director Tim Burton's biopic of Wood's life, "Ed Wood" (1994), a critically acclaimed film starring Johnny 
Depp as Wood that earned two Academy Awards. …]]
Answer: American
Summary: Ed Wood was an American filmmaker, actor, and author born on October 10, 1924, in Poughkeepsie, New York. He made low-budget 
films in various genres, including science fiction, crime, and horror, and later made sexploitation movies and wrote pulp novels. Wood's career and 
camp approach earned him a cult following, and he was awarded a Golden Turkey Award as Worst Director of All Time in 1975. He passed away on 
December 10, 1978.
Q3: Are American and American the same nationality?
Retrieval judge: True (no need for retrieval)
Answer: Yes

Original query: What state does Sang-Wook Cheong work as a materials scientist?
Query graph: [["Q: What state does Sang-Wook Cheong work as a materials scientist?", "Q1: Where does Sang-Wook Cheong work as a materials 
scientist?"]]

Q1: Where does Sang-Wook Cheong work as a materials scientist?
Retrieval judge: False (need retrieval)
Retrieved knowledge: [["Stephen Pearton is an American materials scientist and engineer and Distinguished Professor at University of Florida.", " 
Pearton's work focuses on the use of advanced materials in areas such as laser diodes and nanomaterial applications and similar applications.", " 
He is a recipient of the J.J…]]
Answer: Rutgers University
Summary: Sang Wook Cheong is a Korean American materials scientist at Rutgers University. He has made ground-breaking contributions to the 
research field of enhanced physical functionalities in complex materials originating from collective correlations and collective phase transitions 
such as colossal magnetoresistive and colossal magnetoelectric effects in complex oxides.
New query: In which state is Rutgers University located?
Retrieval judge: True (no need for retrieval)
Answer: New Jersey

Are Sco( Derrickson and Ed Wood of the same 
na6onality?

Original Query

What is the na6onality 
of Sco( Derrickson?

Q1
What is the na6onality 
of Ed Wood?

Q2

Are Q1.answer and Q2.answer the same nationality?
Q3

What state does Sang-Wook Cheong work as a 
materials scientist?

Original Query

Where does Sang-Wook Cheong work as a materials 
scientist?

Q1

Figure 12: An example of RoleRAG execution process from HotpotQA.
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Original query: What was the population of the city in the same county as Eric Marcus Municipal Airport in 1900?
Query graph: [["Q: What was the population of the city in the same county as Eric Marcus Municipal Airport in 1900?", "Q1: In what county is Eric 
Marcus Municipal Airport located?"], ["Q1: In what county is Eric Marcus Municipal Airport located?", "Q2: What city is in the same county as Eric 
Marcus Municipal Airport?"], ["Q2: What city is in the same county as Eric Marcus Municipal Airport?", "Q3: What was the population of <A2> in 
1900?"]]

Q1: In what county is Eric Marcus Municipal Airport located?
Retrieval judge: False (need retrieval)
Retrieved knowledge: [["Eric Marcus Municipal Airport" Eric Marcus Municipal Airport Eric Marcus Municipal Airport is a county-owned, public-use 
airport in Pima County, Arizona, United States. It is located north of the central business district of Ajo and is about southwest of Phoenix. …]]
Answer: Pima County
Summary: Pima County in Arizona is home to the Eric Marcus Municipal Airport, a county-owned, public-use airport located north of Ajo's central 
business district. The airport was formerly known as Ajo Municipal Airport and was renamed on February 11, 2006. It has one serviceable runway 
and is included in the FAA's National Plan of Integrated Airport Systems as a general aviation facility. The airport was originally established in 1941 
as part of the Army Air Corps expansion prior to World War II and was later inactivated in 1946, with the land being transferred to Pima County in 
1949.
Q2: What city is in the same county as Eric Marcus Municipal Airport?
Retrieval judge: True (no need for retrieval)
Answer: Ajo
Q3: What was the population of Ajo in 1900?
Retrieval judge: False (need retrieval)
Answer: Not found
Retrieved knowledge: [["Ajo, Cantabria" Ajo, Cantabria Ajo is the capital of Bareyo municipality in Cantabria, Spain. The town is from Santander. 
The first historical written reference to Ajo (Asio) is in the "Liber Testamentarum" of Oviedo Cathedral from 923, in which the King Ordo\u00f1o II 
of Le\u00f3n donated the church of San Juan de Asio. …]]
Summary: (None)
Q4: What was the population of Ajo in 1900? (Generated new query)
Answer: Not found
Retrieved knowledge: [["Ajo, Cantabria" Ajo, Cantabria Ajo is the capital of Bareyo municipality in Cantabria, Spain. The town is from Santander. 
The first historical written reference to Ajo (Asio) is in the "Liber Testamentarum" of Oviedo Cathedral from 923, in which the King Ordo\u00f1o II 
of Le\u00f3n donated the church of San Juan de Asio. …]]
Summary: (None)

What was the population of the city in the same 
county as Eric Marcus Municipal Airport in 1900?

Original Query

In what county is Eric Marcus Municipal Airport 
located?

Q1

What city is in the same county as Eric Marcus 
Municipal Airport?

Q2

What was the population of <Q2.answer> in 1900?
Q3

Figure 13: An example of RoleRAG execution process from MuSiQue.
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