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Abstract

LLMs have shown strong performance on
human-centric reasoning tasks. While previ-
ous evaluations have explored whether LLMs
can infer intentions or detect deception, they
often overlook the individualized reasoning
styles that influence how people interpret and
act in social contexts. Social deduction games
(SDGs) provide a natural testbed for evaluating
individualized reasoning styles, where differ-
ent players may adopt diverse but contextually
valid reasoning strategies under identical condi-
tions. To address this, we introduce InMind, a
cognitively grounded evaluation framework de-
signed to assess whether LLMs can capture and
apply personalized reasoning styles in SDGs.
InMind enhances structured gameplay data
with round-level strategy traces and post-game
reflections, collected under both Observer and
Participant modes. It supports four cognitively
motivated tasks that jointly evaluate both static
alignment and dynamic adaptation. As a case
study, we apply InMind to the game Avalon,
evaluating 11 state-of-the-art LLMs.! General-
purpose LLMs, even GPT-40 frequently rely on
lexical cues, struggling to anchor reflections in
temporal gameplay or adapt to evolving strate-
gies. In contrast, reasoning-enhanced LLMs
like DeepSeek-R1 exhibit early signs of style-
sensitive reasoning. These findings reveal key
limitations in current LLMs’ capacity for in-
dividualized, adaptive reasoning, and position
InMind as a step toward cognitively aligned
human-AlI interaction.

1 Introduction

Recent large language models (LLMs), such as

DeepSeek-R1 (DeepSeek-Al et al., 2025) and

O1 (OpenAl et al., 2024b), have demonstrated

strong reasoning abilities across complex mathe-

matical and scientific domains (Chen et al., 2025).
®Corresponding author.

'Dataset and code are released at https://github.
com/leroy9472/InMind.
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Figure 1: Overview of the InMind Framework. The
system constructs a subject-specific strategy profile
from observer-mode data and applies it to participant-
mode gameplay, supported by dual-layer annotations.
Four cognitively motivated tasks assess the model’s abil-
ity to apply individualized reasoning styles.

Emerging research (Strachan et al., 2024; Mittel-
stadt et al., 2024) further highlights their promising
performance in human-centric tasks, including so-
cial commonsense inference, intention recognition,
and belief attribution. Beyond these capabilities,
recent studies suggest that LLMs may exhibit early
signs of Theory of Mind (ToM)—the ability to rep-
resent and reason about others’ beliefs, desires, and
intentions (Saritas et al., 2025; Kim et al., 2025).
Understanding and evaluating such high-level cog-
nitive traits is critical for advancing LLMs toward
artificial general intelligence (AGI), and potentially,
artificial superintelligence.

Existing benchmarks attempt to assess ToM-
like reasoning through tasks such as intent clas-
sification (Liu et al., 2024), false-belief attribu-
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tion (Huang, 2024), and multiple-choice social in-
ference (Seo et al., 2024). However, these methods
primarily target output plausibility or behavioral
consistency, offering limited insight into underly-
ing cognitive mechanisms, especially those that
vary across individuals. In practice, different peo-
ple often exhibit context-sensitive preferences in
subjective scenarios and may arrive at similar con-
clusions via distinct reasoning trajectories (Otto
et al., 2022; Charpentier et al., 2024). We refer to
this as an individualized reasoning style.

Social deduction games (SDGs) become an ideal
evaluation scenario for internalizing and applying
reasoning styles, where players must infer the hid-
den mental states of others and make strategic de-
cisions accordingly (Zhang et al., 2025; Yoo and
Kim, 2024). Due to their dynamic, adversarial and
individualized nature (Feng et al., 2024), such set-
tings require more than surface-level alignment: if
an LLM cannot capture and adapt to a player’s in-
dividualized reasoning style, even plausible output
may not support meaningful collaboration. Bridg-
ing this gap is essential for advancing ToM-inspired
modeling of individual variation in reasoning, and
for building LLMs capable of personalized, adap-
tive inference. We identify two key challenges: (1)
how to capture and represent individualized rea-
soning processes, which may require structured
interaction settings and cognitively meaningful an-
notations; (2) how to evaluate whether an LLM
can apply a learned reasoning style in contextu-
ally adaptive ways, which calls for fine-grained,
cognitively grounded tasks.

To meet these challenges, we propose InMind,
a cognitively grounded evaluation framework de-
signed to assess whether LLMs can internalize
and apply individualized reasoning styles through
SDGs. As illustrated in Figure 1, InMind intro-
duces two complementary gameplay modes: Ob-
server, where a subject reasons passively from the
perspective of another player without acting, and
Farticipant, where the subject actively engages in
gameplay from their own perspective. This setup
not only supports the natural capture of individual-
ized reasoning, but also enables its application and
evaluation in dynamic, interactive contexts.

Crucially, InMind integrates dual-layer cogni-
tive annotations: (1) strategy traces, which capture
real-time reasoning signals such as belief updates,
intention inference, and counterfactual thinking;
and (2) reflective summaries, offering post-hoc in-
sights that contextualize key game events and as-

sess the behaviors and intentions of other players.
Leveraging these signals, InMind defines four cog-
nitively motivated tasks to evaluate distinct aspects
of individualized reasoning. (1) Player Identifica-
tion tests whether a model can recognize behav-
ioral patterns that align with a specific reasoning
style. (2) Reflection Alignment assesses the model’s
ability to ground abstract post-game reflections
in concrete game behavior. (3) Trace Attribution
probes whether the model can simulate evolving,
in-context reasoning across time. (4) Role Infer-
ence evaluates whether the model can internalize
reasoning styles to support belief modeling under
uncertainty.

To concretely investigate these capabilities, we
instantiate InMind within the popular social de-
duction game Avalon?, creating InMind-Avalon,
a novel dataset comprising 30 full-session human
gameplays annotated with detailed cognitive traces
and reflective summaries. Our empirical analy-
sis evaluates 11 state-of-the-art LLMs on Avalon-
InMind and highlights several critical limitations:
(1) Most models, including GPT-40, heavily rely
on superficial lexical patterns, failing to consis-
tently infer deeper strategic intent; (2) Temporal
alignment between reflective reasoning and spe-
cific in-game events remains challenging for nearly
all evaluated models; (3) Dynamic adaptation of
strategic reasoning based on evolving interactions
is largely insufficient, indicating fundamental short-
comings in models’ capability for individualized
reasoning. Nevertheless, we observe promising
potential in certain models, such as DeepSeek-R1,
suggesting possible avenues for improvement. De-
spite the inherent subjectivity in individualized an-
notations, these cognitively grounded traces and
reflections effectively facilitate fine-grained tasks
like hidden role identification, highlighting their
practical utility for model training and evaluation.

In summary, our contributions are threefold: (1)
We introduce InMind, a cognitively grounded eval-
uation framework specifically designed to assess
individualized reasoning and strategic adaptation
of LLMs in dynamic social deduction scenarios;
(2) We release InMind-Avalon, a novel annotated
dataset comprising 30 full-session human game-
play recordings enhanced with detailed cognitive
annotations, including real-time strategy traces and
reflective summaries; (3)Through extensive evalua-
tion of current state-of-the-art models, we identify

https://avalon-game.com/wiki/rules/
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critical limitations in temporally structured reason-
ing, adaptive strategy use, and individualized align-
ment.

We hope that InMind serves as a principled tool
to guide future advances toward individualized,
adaptive collaboration between humans and Al in
socially rich, interactive environments.

2 Related Work

2.1 Theory of Mind Reasoning in LLMs

Recent research has shown that large language
models (LLMs) increasingly demonstrate capabili-
ties aligned with Theory of Mind (ToM), including
false-belief attribution, intention recognition, and
motivational reasoning (Kim et al., 2025; Saritag
et al., 2025), which suggest that LLMs can approx-
imate certain aspects of social cognition. Several
benchmarks have been introduced to evaluate these
faculties, such as Social IQa (Sap et al., 2019), Ko-
CommonGEN (Seo et al., 2024), and OpenToM (Xu
et al., 2024), which typically use multiple-choice
or context-driven tasks. More recent approaches
incorporate dialog-based (Yu et al., 2025) and re-
inforcement learning settings (Lu et al., 2025) to
explore deeper social reasoning. However, most
benchmarks focus on output plausibility and of-
fer limited visibility into the reasoning process it-
self. By contrast, the proposed InMind framework
builds on these discussions and explicitly identifies
two core limitations: the lack of temporal structure
in evaluating reasoning over time, and the failure
to distinguish between surface behavior and under-
lying cognition.

2.2 Cognitive and Strategic Modeling in SDGs

Social deduction games (SDGs), such as Avalon,
Werewolf, and Among Us, provide a dynamic and
adversarial context for evaluating the strategic rea-
soning capabilities of LLMs (Feng et al., 2024;
Yoo and Kim, 2024; Wu et al., 2024a). While
several studies have utilized such environments
to assess LLMs’ performance in role identifica-
tion, belief tracking, and deception detection (Light
et al., 2023; Zhang et al., 2025; Chi et al., 2024),
most of them fail to provide structured representa-
tions of the cognitive processes involved in game-
play. Although some efforts (Stepputtis et al., 2023;
Liu et al., 2024) introduce temporal and intention-
aware evaluations, they still fall short in providing
comprehensive or individualized annotations that
capture the evolving nature of reasoning within so-

cial deduction contexts. In contrast, the InMind
framework introduces cognitively annotated inter-
actions across distinct gameplay modes, enabling
the capture of individualized reasoning styles and
supporting the evaluation of LLMs’ adaptive capa-
bilities in dynamic social settings.

3 The InMind Framework

We introduce InMind, a cognitively grounded
framework for evaluating whether LLLMs can in-
ternalize and apply individualized human reason-
ing styles. The framework is built on three key
components: (1) Structured Game Representation.
InMind encodes gameplay using a structured repre-
sentation that supports dual-perspective modeling
and captures fine-grained cognitive annotations of
each decision point, allowing for nuanced interpre-
tation of reasoning behavior. (2) Evaluation Proto-
col. InMind defines a protocol of four fine-grained
evaluation tasks, designed to test both static align-
ment with human reasoning profiles and dynamic
adaptability across varied gameplay contexts. (3)
InMind-Avalon: A Case Study. To demonstrate the
framework in practice, we instantiate InMind in a
case study based on the Avalon social deduction
game, showcasing how the framework reveals per-
sonalized cognitive patterns and model behavior in
complex, multi-agent settings.

3.1 Structured Game Representation

We represent each annotated game session as a
structured tuple:

G = (mode, A, {E.},ez, F). D

Here, mode € {Observer, Participant} denotes
the cognitive perspective under which the session
was recorded. The role assignment is defined as
A= (p1,71), ..., (Pn, n), where each player p; is
assigned a hidden role r;. The game unfolds over
rounds Z = z1, ..., Zm, With each round z repre-
sented by an event tuple £, = (U, G, S). More-
over, U, contains all player utterances and system
messages; (G, records the observable game state
(e.g., team proposals, votes, mission outcomes);
and S, captures the subject’s real-time strategy
trace, including their beliefs, intentions, and infer-
ences. Upon game completion, the subject provides
a reflective summary F that articulates post-hoc
reasoning, identifies pivotal moments, and evalu-
ates other players’ behavior. Together, the strategy
trace S, and the reflective summary F constitute
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the dual-layer cognitive supervision central to In-
Mind.

To simplify notation, we use superscripts ° and
P to indicate whether a variable comes from an
Observer-mode or Participant-mode session. Both
modes share the same data structure, the key
distinction lies in the subject’s perspective. In
Observer-mode, the subject does not take any ac-
tions but instead reasons from the perspective of a
designated player. This setup helps the model dis-
entangle strategic reasoning from observed surface
behavior. In Participant-mode, the subject actively
engages in the game and provides annotations from
their own point of view.

3.2 Evaluation Protocol

The evaluation protocol of InMind consists of two
stages: Capturing Individual Reasoning Styles and
Applying Profile in Adaptive Tasks, as depicted in
Algorithm 1. In Stage 1, it constructs a subject-
specific reasoning profile to capture individual cog-
nitive tendencies from Observer-mode gameplay,
independent of overt behavior. In Stage 2, this pro-
file is applied to a set of downstream reasoning
tasks to evaluate the model’s ability to simulate and
adapt to the subject’s decision-making style.

3.2.1 Capturing Individual Reasoning Styles

The goal of this stage is to derive a concise yet ex-
pressive profile S that captures the subject’s unique
reasoning tendencies. Rather than relying on ex-
plicit in-game actions, this process draws from
Observer-mode gameplay, in which the subject rea-
sons aloud from the perspective of a designated
player without taking any actions themselves. This
design helps isolate cognitive patterns from behav-
ioral noise, allowing for a more faithful reconstruc-
tion of individual reasoning styles.

To construct the profile, we apply a structured
prompt (ProfilePrompt) over the subject’s full
Observer-mode session G°. The prompt instructs
the model to identify recurring interpretive strate-
gies, decision heuristics, and evaluative criteria
based on the subject’s commentary. The output
is a free-form textual summary S that encapsulates
how the subject tends to perceive, process, and re-
spond to gameplay dynamics. This profile serves
as a static cognitive signature, reused across all
downstream evaluations to assess how well models
internalize and adapt to human reasoning.

Algorithm 1: InMind Evaluation Protocol
Input: G°, GP, Tasks T
Output: Results R
// Stage 1: Build subject-specific strategy profile

1 S+ LLM(ProfilePrompt(G?))

/I Stage 2: Apply profile to each task
2 foreach 7' € T do

/I Construct task-specific context and targets

3 ( C s Y ) —
ConstructTask(GP,S,T)

/I Generate prediction via formatted prompt

4 Y « LLM(FormatPrompt(C,T))

// Compute evaluation result

s | R+ Eval(Y,Y)

3.2.2 Applying Profile in Adaptive Tasks

In this stage, we assess whether a language model
can leverage the reasoning profile S, derived from
Observer-mode data, to simulate the subject’s rea-
soning in novel gameplay contexts. Given the pro-
file S and a new Participant-mode session G?, the
model is prompted to generate inferences that align
with the subject’s cognitive style.

InMind transforms naturalistic annotations into
structured prediction tasks by capitalizing on the
inherently player-centric structure of social deduc-
tion games (SDGs). Since reasoning in SDGs is
organized around individual players and their in-
teractions, most annotations are naturally linked to
specific player IDs (e.g., P1-P6). This structure
allows cognitive traces and post-hoc reflections to
be reformulated as clearly defined prediction prob-
lems. To this end, we introduce four such tasks, in-
cluding player identification, reflection alignment,
trace attribution, and role inference. All tasks are
formulated as predictions over player identities or
roles. Their configurations are summarized in Ta-
ble 1.

(1) Player Identification. Given a subject-
specific strategy profile S and a participant-mode
session GP (with all player identities anonymized),
the model is tasked with identifying which player’s
in-game behavior best aligns with the subject’s rea-
soning style. It produces a ranked list of candi-
dates, and evaluation is based on Top-k accuracy
(typically k£ = 1, 3). This task measures static cog-
nitive alignment between the profile and observed
gameplay. Inputs include all player utterances and
strategy traces, but exclude role assignments and
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Task Profile Game  Strategy Reflective Target Temporal
S Msgs Trace S; SummaryF Mode
Player Identification v v v - Player ranking Static
Reflection Alignment v v A e Player IDs Static
Trace Attribution v v vai - Player IDs Dynamic
Role Inference v v AN - Role assignment ~ Dynamic

Table 1: Summary of task configurations in InMind. All tasks use the same subject-specific profile S and participant-
mode gameplay as input. v indicates components visible to the model; v* T marks fields where player identities are
masked as prediction targets; A denotes optional inputs. Static tasks are presented as full-game contexts. Dynamic
tasks reveal gameplay incrementally and require the model to summarize prior context, simulating human reasoning

under limited memory and partial recall.

game outcomes.

(2) Reflection Alignment. This task evaluates
whether LLMs can ground high-level post-game
reflections in concrete gameplay behavior. Each
reflection F, written by the subject, primarily com-
prises two forms of reasoning: (1) recalling a spe-
cific moment that affected the game’s trajectory
(e.g., “Player 1 deceived Player 5 about mission
sabotage”), and (2) offering abstract evaluations of
others based on global impressions (e.g., “Player
3 never voiced doubt, probably hiding something”,
which compresses multi-round silence into a single
attribution). These reflections are typically tem-
porally unanchored and do not reference specific
rounds, posing challenges for grounding. We mask
player IDs mentioned in F and prompt the model
to fill them in based on the full session G? and the
subject profile S. Performance is evaluated using
exact-match accuracy, where a prediction is consid-
ered correct only if all masked player IDs in F are
accurately recovered.

(3) Trace Attribution. This task assesses
whether LLMs can simulate a subject’s evolving
reasoning trajectory across rounds of gameplay.
Each round-level trace .S, reflects how the subject
interprets recent events, including factual observa-
tions (e.g., “P3’s last statement came across as
overly eager”), identity attributions (e.g., “I sus-
pect P2 is Evil”), and intended next moves (e.g.,
“I’ll accuse P4 next to test their reaction”). To
evaluate this capability, we mask all player IDs
in .S, and prompt the model to recover them in-
crementally(one round at a time), using only prior
game context and the subject profile S. Accuracy
is measured by exact match. Unlike Task 2, this
task requires real-time attribution and adjustment,
testing whether models can follow the subject’s
strategy as it unfolds.

(4) Role Inference. This task assesses whether
LLMs can extend the subject’s reasoning style to
perform belief modeling under uncertainty. As the
game unfolds, the model must incrementally infer
each player’s hidden role based on partial obser-
vations and evolving interactions. At each round,
it receives the current game history and outputs a
full player-to-role mapping. Scoring is weighted
toward later rounds to reflect the increasing avail-
ability of evidence. The task evaluates whether
models can maintain consistency, adapt to new in-
formation, and infer the hidden roles

3.3 InMind-Avalon: A Case Study

The InMind framework is instantiated in the six-
player version of the social deduction game Avalon,
characterized by asymmetric hidden roles and the
need for collaborative reasoning under uncertainty.
The Good team comprises Merlin, Percival, and
two Loyal Servants; the Evil team consists of Mor-
gana and the Assassin. For detailed rules, please
refer to Appendix A.

We recruited 73 experienced players, one of
whom was randomly selected to serve as the sub-
ject. This player completed both observer-mode
and participant-mode sessions, while other play-
ers were resampled per game to ensure strategic
diversity. We then conducted all sessions via online
voice chat in Mandarin Chinese to preserve authen-
tic communication dynamics. Players frequently
used game-specific expressions such as tiao pai,
dui tiao, and chong piao, which introduce addi-
tional reasoning challenges due to their implicit and
context-dependent meanings. We transcribed all
speech and comments verbatim, including disfluen-
cies (e.g., pauses, hesitations), in order to preserve
the real-time dynamics and interaction patterns of
gameplay. To ensure annotation quality, three ex-
pert annotators accompanied the subject through-
out and provided real-time guidance on producing
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round-level strategy traces and post-game reflec-
tive summaries. All annotations were reviewed for
consistency. See Appendix B and H for details.

The resulting dataset is referred to as InMind-
Avalon, which comprises 30 full game sessions (25
participant-mode, 5 observer-mode), totaling 884
player turns, 160 strategy traces, and 30 reflective
summaries. Each session lasts 20-25 minutes, with
total gameplay exceeding 10 hours. Players are
limited to 30 seconds per turn, yielding concise but
tactically dense utterances. All canonical roles are
well represented across varied team compositions.
Notably, 22 games reached the final assassination
phase, with Merlin correctly identified in only 41%
of cases, highlighting the difficulty of role infer-
ence. The subject’s team achieved a 56% win rate
in participant-mode games. Additional statistics
are provided in Appendix C.

Based on InMind-Avalon, we construct four
structured evaluation tasks following the two-stage
InMind protocol (Section 3.2): (1) 25 player iden-
tification cases, (2) 194 reflection alignment in-
stances, (3) 791 trace attribution queries, and (4)
25 role inference sessions across 93 incremental
rounds.

4 Experiments

All experiments are conducted on the InMind-
Avalon dataset (Section 3.3), following the two-
stage protocol defined in Section 3.2. In Sec-
tion 4.1, we analyze the generated strategy profiles
from Stage 1. Sections 4.2 to 4.5 assess how ef-
fectively these profiles support downstream tasks,
encompassing both static and dynamic reasoning.
We evaluate 11 large language models (LLMs) un-
der zero-shot settings. Detailed model specifica-
tions are provided in Appendix D, and the unified
prompt format is described in Appendix E.

4.1 Strategy Profile Analysis

Each model begins by constructing a subject-
specific strategy profile S. We observe clear varia-
tion in profile quality and structure across models.
GLM-4-9B (GLM et al., 2024) typically produces
vague personality summaries (e.g., describing the
player as “logical and objective” or “attentive to
interpersonal interactions”), while coherent, are
generic and weakly grounded in gameplay. In con-
trast, DeepSeek-R1 (DeepSeek-Al et al., 2025)
generates multi-dimensional profiles that capture
reasoning style, discourse tendencies, and adaptive

Model Top-1 Top-3 BERT
Acc. T Acc. T Match |

BERT Baseline 0.160 0.480 -
Qwen2.5-7B 0.168 0416 0.200
Qwen2.5-14B 0.168 0.496 0.208
Qwen2.5-72B 0.208 0.544 0.272
Yil.5-9B 0.184 0.432 0.200
Yil.5-34B 0.104 0.456 0.160
GLM4-9B 0.136 0.416 0.280
InternLM2.5-20B  0.160 0.504 0.240
GPT-40 0.160 0.672 0.272
DeepSeek-R1 0.240 0.616 0.144
QwQ 0.176 0.544 0.144
O3-mini 0.200 0.576 0.288

Table 2: Player identification accuracy.

strategies. One such profile characterizes the sub-
ject as an “analytical assassin”, who intentionally
conceals analytical acuity, strategically employs
probing questions to extract information, and even
adopts Morgana’s perspective in Task 4 to infer how
Percival was ultimately exposed. This suggests that
DeepSeek-R1 is able to extract abstract reasoning
traits from observed strategic traces, going beyond
surface-level linguistic cues. A complete example
is provided in Appendix F.

4.2 Player Identification

Evaluated Models Specifically, we select five
general-purpose models varies in parameters (7B
to 72B): Qwen2.5 (Qwen et al., 2025), Yil.5
(Al et al., 2025), GLM4 (GLM et al., 2024), In-
ternLM2.5 (Wu et al., 2024b) and GPT-40 (Ope-
nAl et al., 2024a), and three reasoning-enhanced
models: DeepSeek-R1 (DeepSeek-Al et al., 2025),
QwQ (Qwen Team, 2024) and O3-mini (Ope-
nAl, 2024) for evaluation. Furthermore, we intro-
duce a baseline model (“BERT Baseline” in Ta-
ble 2) for comparison, which does not use S, but
instead ranks candidates based on the cosine simi-
larity between average-pooled StructBERT embed-
dings (Wang et al., 2019) of UZ and S?.

Setup Each evaluated model receives S, along
with all player utterances UL and strategy traces
S? , with roles and player identities withheld, to
output a ranked list of candidates whose behavior
best matches the subject’s reasoning profile. We
report both Top-1 and Top-3 accuracy, along with
BERT Match—the proportion of model predictions
that align with the top-ranked candidate from the
baseline.
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Top-1 Accuracy vs. BERT Match Score
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Figure 2: Points above indicate stronger alignment with
reasoning profiles beyond lexical similarity, while points
below reflect greater similarity to surface-level patterns.

Results and Analysis Table 2 shows that overall
Top-1 accuracy remains low across models, with
most scores well below 0.20. Even Top-3 accu-
racy hovers around 0.5, close to chance level in a
six-player setting. This highlights the inherent diffi-
culty of identifying individualized reasoning styles
from observable behavior, despite access to full
gameplay data. Figure 2 further reveals the distinc-
tion between surface mimicry and deeper strategic
alignment. Most models fall near or below the
diagonal, indicating reliance on lexical similarity.
DeepSeek-R1 stands out by achieving the highest
Top-1 score (0.240) while maintaining the lowest
BERT Match (0.144), suggesting more abstract
reasoning-based alignment.

4.3 Reflection Alignment

Setup Each evaluated model is given the sub-
ject’s profile S, a participant-mode session GP with
masked player IDs in the reflection F, and is asked
to recover them. We consider two evaluation set-
tings: Full Game Data, which incorporates the
strategy traces S%, and No Strategy Traces, where
these traces are omitted. Accuracy is measured
by exact match. Human expert performance is re-
ported under the same conditions for reference.

Results and Analysis As shown in Figure 3,
models perform well when strategy traces are pro-
vided. Each trace is inherently linked to a specific
round of gameplay, serving as a temporal anchor
that ties reasoning to particular events. In this set-
ting, the task effectively becomes a summarization
of already structured signals. In contrast, when
traces are withheld, accuracy drops sharply. With-
out clear temporal references, models struggle to

Reflection Alignment Accuracy Heatmap
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Figure 3: Accuracy of player IDs prediction under two
conditions: Full Game Data (with access to strategy
traces) and No Strategy Traces (without traces). Results
are shown for all models and three human experts.

associate abstract reflections with the appropriate
moments and players in the game. This suggests
a limited capacity for retrospective and context-
aware reasoning, which the task is designed to eval-
uvate. Human experts maintain high accuracy in
both conditions, likely drawing on experience to re-
construct context even without explicit anchoring.

4.4 Trace Attribution

Setup At each round z;, the model is given the
subject profile S and all prior gameplay data G”
up to that point. It receives the current round’s
utterances, game state, and a strategy trace S, with
masked player IDs, and must predict the correct
identifiers. The task proceeds incrementally, but
each prediction is made independently, requiring
the model to integrate and summarize all preceding
context at each step. In the +Prior Trace setting,
the trace from the previous round S, | is also
provided as input. Evaluation is based on exact-
match accuracy mentiond in Section 3.2.2.

Results and Analysis As shown in Table 3 and
Figure 8(see Appendix G.1), most models show lit-
tle to no benefit from accessing the previous trace
S.,_,. and some even decline in accuracy. This
indicates difficulty in leveraging prior reasoning to
inform current predictions. Rather than building on
evolving beliefs, models tend to treat each round
as an isolated instance, reflecting limited integra-
tion of temporal strategy context. These results
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Base + Prior Impact
Model Accuracy 1 Trace 1 A
Qwen2.5-7B 0.254 0.245 -0.009
Qwen2.5-14B 0.397 0.365 -0.032
Qwen2.5-72B 0.444 0.440 -0.004
Yil.5-9B 0.206 0.197 -0.009
Yil.5-34B 0.204 0.169 -0.035
GLM4-9B 0.241 0.224 -0.017
InternLM2.5-20B 0.226 0.215 -0.011
GPT-40 0.440 0.448 +0.008
DeepSeek-R1 0.503 0.517 +0.014
QwQ 0.437 0.454 +0.017
O3-mini 0.268 0.281 +0.013

Table 3: Trace attribution accuracy with and without ac-
cess to the prior round’s strategy trace. The final column
reports the performance impact (A), where positive val-
ues indicate successful adaptation to evolving context.

highlight a core limitation in dynamic attribution:
current LLMs struggle to track and reproduce in-
dividualized reasoning styles over time, making
it difficult to maintain coherent, round-by-round
inference.

4.5 Role Inference

Setup We task the model with inferring the hid-
den roles of all players from the perspective of a
designated subject, based on observed gameplay.
To examine how contextual cues influence role in-
ference, we vary three factors: (1) whether the
prompt adopts a first-person or third-person per-
spective, (2) whether the subject’s round-level strat-
egy traces (.5,) are provided, and (3) whether the
subject’s own role is revealed. These conditions
define four prompting modes (A-D), summarized
in Table 4.

Each setting is evaluated under two criteria:
strict scoring and relaxed scoring. The former
requires the model to accurately identify all five
canonical roles, while the latter simplifies the task
by grouping roles into three broader categories: In-
formed Good (Merlin, Percival), Uninformed Good
(Loyalists), and Evil (Morgana, Assassin).

Mode Perspective Trace Access Role Known
A First-person v v
B First-person X v
C Third-person X v
D Third-person X X

Table 4: Prompting modes for role inference. All con-
figurations are tested under both strict (exact role) and
relaxed (role group) scoring.

Model Performance Across Prompting Modes and Scoring Schemes

Deepseek-R1-JINY 0 027 059 056 030 022
quo I 047 0 024 06 0 050 028

GPT-d0 ) 044 044 021 06 06 06 033

Qwen2.5-728 ST 1 046 024 06 059 059 037

Qwen2.5148 {042 0.40 041 026 0 0 0 033

Quen2.5-78 {038 039 038 022 o 0as 0a 035 oa

GLM4-98 036 029 029 014 0 050 0 036

YiL598- 033 024 023 023 0 0.46 048 033

InternLM2.5-208 1 0.30 022 031 020 045 046 036

Yil5-348 027 020 025 016 042 046 035

v
Prompting Mode

Strict Relaxed

Figure 4: Each cell shows average accuracy under
one of four prompting modes (A-D), evaluated using
both strict (exact role) and relaxed (role group) criteria.
Stronger models appear toward the top.

Results and Analysis Figure 4 and Figure 9(See
G.2) show that providing access to strategy traces
S, improves model performance across all prompt-
ing configurations. Mode A achieves the highest
scores under both strict and relaxed conditions, in-
dicating that subjective annotations, even when po-
tentially biased or incomplete, can support more
effective role inference. In contrast, shifting the
prompt perspective from first-person (Mode B) to
third-person (Mode C) yields similar results. This
suggests that LLMs do not show a clear benefit
from observer-style prompting, and we do not ob-
serve the “outsider sees more of the game” phe-
nomenon commonly associated with human rea-
soning. While strict role identification remains
challenging for most models, their performance un-
der relaxed scoring demonstrates emerging poten-
tial for collaborative inference in social reasoning
settings.

We also investigate how the subject’s role (e.g.,
Merlin or Percival) shapes the demands placed on
reasoning models, as different roles require distinct
inference strategies. This supplementary analysis,
presented in Appendix G.3, helps assess whether
models can adapt to varying cognitive perspectives.

5 Conclusion

InMind offers a novel, cognitively grounded frame-
work for evaluating whether large language mod-
els can internalize and apply individualized rea-
soning styles in complex, interactive settings. By
leveraging the structured dynamics of social de-
duction games and enriching gameplay data with
dual-layer annotations from multiple perspectives,
InMind enables fine-grained assessment of strate-
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gic and adaptive reasoning. Our accompanying
dataset, InMind-Avalon, and comprehensive model
evaluation reveal key limitations in current LLMs’
adapting to individualized human reasoning styles.
We believe this framework paves the way for more
personalized, socially aware Al systems and in-
vites further exploration into cognitive modeling
and adaptive collaboration.

Limitations

While InMind is designed as a general framework
for evaluating individualized reasoning in social
deduction games, the current implementation fo-
cuses exclusively on the Avalon setting. Although
Avalon captures many of the strategic and cognitive
elements characteristic of SDGs, our experiments
do not yet explore other game environments with
different social structures or interaction patterns.
In future work, we plan to expand both the range
of tasks and the scale of the dataset to include ad-
ditional games such as Blood on the Clocktower,
The Resistance and Werewolf, thereby enriching the
diversity of reasoning styles and dynamics.

Given the inherently subjective nature of individ-
ualized reasoning, the annotation process unavoid-
ably reflects annotator preferences and interpreta-
tion. Although expert annotators were involved
throughout to guide and standardize the process,
variation and bias are difficult to eliminate entirely.
Expanding the dataset in both size and diversity
will help mitigate such subjectivity and improve
the robustness and generalizability of InMind.

Moreover, the core ideas behind InMind extend
beyond games and hold potential for broader do-
mains such as multi-agent collaboration, negotia-
tion, and human-AlI teaming, where personalized,
context-sensitive reasoning is essential. Supporting
real-time, multi-agent dynamics will be an impor-
tant step toward evaluating and enhancing LLMs
in more complex, socially situated environments.

Ethical considerations

The gameplay data used in this study was collected
and provided by a author, who conducted the ses-
sions in accordance with institutional ethical guide-
lines. All participants were informed about the
nature and purpose of the data collection and gave
their consent prior to participation. They were also
provided with opportunities to ask questions and
seek clarification, ensuring informed and voluntary
participation. No personally identifiable informa-

tion was included in the dataset, and all data is used
strictly for academic research purposes in compli-
ance with relevant data protection regulations.
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A Game Setting and Terminology
Al

In the InMind-Avalon dataset, all sessions follow
the 6-player variant of Avalon, featuring asymmet-
ric roles and hidden identities. The game consists
of two opposing teams: Good team (4 players):
Merlin, Percival, and two Loyal Servants; Evil
team (2 players): Morgana and the Assassin. Ta-
ble 5 summarizes the visibility structure among
roles.

Avalon Setup and Roles

Merlin. Knows the identities of all evil players,
but must avoid revealing this knowledge. Typically
hides among loyal players and subtly steers team
decisions.

Percival. Is informed that two players are Merlin
and Morgana but does not know who is who. Aims
to distinguish the real Merlin and support them
covertly.

Loyal Servant. Has no knowledge of roles. Relies
purely on reasoning and observation. Must avoid
overexposing suspicion to protect Merlin’s cover.
Morgana. Pretends to be Merlin to confuse Per-
cival and manipulate good players. May mislead,
mimic, or publicly claim roles to create chaos.
Assassin. Knows Morgana’s identity. Remains
hidden, tracks likely Merlin candidates, and ulti-
mately attempts to assassinate Merlin if the good
side wins.

A.2 Game Flow

Avalon proceeds through a series of up to 5 mis-
sions, each comprising three stages:

Team Formation. Each round begins with a des-
ignated leader proposing a team for the mission.
Players then speak in turn to express their stance,
analyze the game state, and (optionally) make role
claims. Finally, all players vote on the proposed
team. If the vote passes by majority, the team pro-
ceeds. Otherwise, leadership passes to the next
player. If five consecutive votes fail, the evil team
wins by default (forced vote rule).

Mission Execution. Selected team members pri-
vately vote “success” or “fail.” Good players must
vote “success,” while evil players may vote either
way. A mission fails if at least one player chooses
“fail.” Mission team sizes by round are fixed: 2-
3-4-3-4 (total of 5 missions). Team composition
influences deduction dynamics.

Victory Conditions. The first team to win three

missions wins the game. If the good team wins
three missions, the Assassin is given one opportu-
nity to identify Merlin. If correct, the evil team
wins; otherwise, the good team wins. In special
cases, the evil team may “knife” Merlin early if
both evil players agree, resulting in an immediate
win upon success.

A.3 On Preserving Chinese Terminology

All data in InMind-Avalon is collected from live
Chinese-language gameplay and annotation. We in-
tentionally preserve core in-game terms in Chinese
for two reasons: Many phrases (e.g., “BtIK”, “ER”,
“$t) carry cultural or strategic nuance not cap-
tured by direct translation. Retaining these terms
enhances reproducibility and supports linguistic
fidelity during model training and evaluation. ta-
ble 6 provides key terminology used throughout

the dataset, with English explanations.

B Annotation Guidelines and Examples

B.1 Subject Annotation Manual

This manual was provided to the designated sub-
ject to guide consistent, cognitively grounded an-
notations across all sessions in the InMind-Avalon
dataset. Annotations are divided into two types:
strategy traces written at the end of each round,
and a reflective summary written after each game
concludes. Subjects were instructed to write freely
in Chinese, using Avalon-specific expressions, and
to focus on their internal reasoning process from
the perspective of their assigned role.

ZIEEREESE TR SR, ATHEH
7EInMind-Avalon #(#E £ H T —H HE &
INHIRERIARE - TMNERSWE: B
JERISRBEENE, DL R g e BB S
45 . o R SCBIRSRIE, SN AT FLRE
AR, WNIEABRILA H A LR ESE
BETE.

Strategy Trace (S.)

At the end of each game round, the subject should
briefly summarize their thought process based on
the observed state and prior discourse. Each trace
should reflect the evolving beliefs, suspicions, in-
tentions, and situational inferences from the sub-
ject’s perspective.

BRIFRAHIT, 1ICFIRIEIZE A R AR
5 o PN R 1R 2 R R R T -
SRR - RARFTHESE -
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Role Team Knows Others Seen By

Merlin Good Morgana, Assassin -
Percival Good Merlin and Morgana (ambiguous) -

Loyal Servant  Good - -
Morgana Evil Assassin Merlin, Percival
Assassin Evil Morgana Merlin

Table 5: Vision and asymmetric knowledge structure in Avalon (6-player setting).

HYR#E  English Gloss Explanation

BEIR claim Percival Declare oneself as Percival to influence team dynamics.
X Bk counterclaim Multiple players claim the same role to cause confusion.
EEE thumbs Percival sees two “thumbed” players: Merlin and Morgana.
AN red / blue Evil / good team members.

PR/ accuse / endorse Lower or raise suspicion on other players.

FZE/ZETN  on/off team Selected or not selected for the mission team.

e force vote Vote yes to prevent mission stalemate.

JIHEHRK knife Merlin Evil team’s final attempt to guess Merlin’s identity.
47]/ 9% J]  take / avoid knife  Sacrifice or mislead to protect Merlin.

S self-destruct Deliberately reveal one’s evil role to disrupt alignment.

Table 6: Glossary of common Chinese gameplay terms used in Avalon.

Suggested components include:  FEEHE T (k) “UMAEREE A

T, BOr KFKEAETE - (“Honestly I'm

o BB B2 E R B T < b —#02 BHBA getting confused — everyone’s putting on an
E4, WK, BBk Sh. act.”)

(“In the last round, 2 trusted 4, but suddenly

accused him now — feels like they’re trying to ~ Reflective Summary (F)

reset their image.”) After each game, the subject writes a high-level
reflection summarizing how their beliefs and rea-

MR E MR AT <5 A8 soning evolved, what moments were pivotal, and

b3, EXRERBHEN, ]RA—E-"  how they evaluate others’ actions in hindsight.

(“Player 5 said they didn’t want 3 in the team WRLETE | MIRIE [ [ E DA . %

but still voted yes — very inconsistent.” ) BRI« RS I REE . DL R Y
SSEA

SHRNSEERS “HEREEL Z l$glll ested components include:

K, 2R, 3EABREHW ~ (“I think &g p :

1 is Percival, 2 feels like a loyal, and 3 might o TR E ) G BT S A 0 RO HEEE ] 28
be Morgana.”) A, BIRAER, MEFRRRHE .~

(“In Round 2, 1 voted no on a team — I ig-
nored it at the time, but now it feels very sus-

N RATE B F R < T — R BARR2
w4 H, IR — NPT -~ (“Next

round I’ll try teaming with 2 or 4 to see how
they respond.” )

ARFENREESSRERR 3 —H
BRNERS, (HS SASIRIEHR, M5E3 £ 7
Z= . " (“3 keeps piling on 5, but 5’s behavior
seems fine — I suspect 3 is trying to stir the
pot.”)

picious.”)

o FEFTH RIS HEWT <3 FORZMEM, X
NE—EHBRB T FRAELLEM - (“Turns out
3 was Merlin — now I understand why they
subtly guided me to the right team.”)

o MR NIEBBREARME, nfl? <4 1R
WERA, BRERRR, HELEEH,

5050



HEENEE « ” (“4 was aggressively calling
people out, looked like a loyal, but turned out
to be Morgana — good acting.”)

o K JE P RIR AN Z 5 FO) TR A2
T AbEIE—-ERGEE, BHESLET] .
(“I trusted 2 too much — he always sounded
loyal but was actually the assassin.”)

o HER—IR, RUWIMHEKERE? < NRE
AEBLMERT—FREOAN, BEHE
— IR FF AT o > (“Next time I won’t blindly

trust people who agree with me — I'll wait
one more round to assess.”)

B.2 Expert Review Manual

This guideline was provided to expert reviewers
for validating and refining the strategy traces and
reflective summaries generated by the subject. Re-
viewers were instructed to focus on coherence, con-
sistency, and cognitive depth, while preserving the
natural language style and spontaneity of the sub-
ject’s reasoning.

AIRE A TR S T RO H B R ot A AR
ISR S F R S G TR SIEIE, TRIRPRE
BH-HUE - aEESIAEESE, FNRE
H HIRE T RBA R XN -

General Instructions

* Preserve the subject’s personal reasoning
style, language choices, and terminology (e.g.,

“EE?}L’E”’ “E)\Té”’ “ZE”)‘

* Avoid correcting grammar or expression un-
less it affects clarity or logic.

* Focus on the alignment between annota-
tions and game events (dialogue, votes, team
changes).

* If key reasoning steps are missing, use com-
ments to prompt clarification from the subject
(e.g., “Why did you start trusting Player 3
here?”).

¢ Ensure all names, numbers, and references
(e.g., player IDs) match the game context.

Reviewing Strategy Traces (S.)

Each trace should reflect turn-level reasoning
grounded in the current round and previous context.
Reviewers should:

e Check that the trace reflects the correct round
context (e.g., reflects current voting or player
behavior).

* Ensure belief updates and intentions are logi-
cally coherent.

* Mark vague statements for elaboration if they
lack justification.

* Maintain ambiguity where natural — overcon-
fidence is not required.

) (RER) X4 R
W <4 K AMRRE, HIRHE E—Roir
Tila—5, Bt i rTRERAEI - 7 (“4 didn't
sound like a loyal, and his statements matched my
earlier deductions — I suspect he’s Merlin.”)

Reviewing Reflective Summaries ()

Reflective summaries should capture global reason-
ing across the session. Reviewers should:

* Ensure the subject reflects on at least 2-3 ma-
jor moments (e.g., turning points, team shifts,
hidden role reveals).

* Encourage inclusion of both accurate and mis-
taken judgments.

* Highlight inconsistencies between reflection
and trace progression (e.g., player previously
trusted is now judged negatively without ex-
planation).

* Ask for clarification when post-hoc evalua-
tions are too vague or unsupported.

il JEEE) < <1 RIVRGIR - » BUUELL:
“1 H=RRRONTRBIR, BBk T4, (IR
A4 RGBSR B SRR . 7
(“1 suddenly claimed to be Percival in Round 3 and
attacked 4, but in Round 4 praised 4 — this shift
made me suspicious.”)

Final Review Actions

* Use inline comments for clarification requests
or proposed edits.

* If a trace is severely off-context, suggest par-
tial rewriting with explicit reasoning.

* After review, compile a list of trace/summary
entries needing subject clarification.

* All final edits must be approved by at least two
reviewers and the subject before inclusion.
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Note: Expert review is not intended to “correct”
the player’s thinking, but to ensure that the anno-
tations faithfully represent in-game cognition and
can be reliably interpreted for model supervision
and evaluation.

W R EVEH BRI IRE N A AR
WM BN B, AR MILE S
BT — R XA o P EE N PR B BOIE I R IA
HESCHER, HF SRR (S B R G S
C Dataset Statistics and Visualizations
To assess the behavioral diversity and annotation

coverage of our InMind-Avalon dataset, we present
several quantitative distributions.

Subject Role Performance in 25 Games

6 - Wins
m== Losses

5

4
3
2
0

Assassin Merlin Morgana Servant percival

Count

Figure 5: Win/loss counts per role in the 25 participant-
mode games. The subject played all five canonical roles.

Strategy Trace Length Distribution

Frequency

0 50 100 150 200 250
Characters

Figure 6: Distribution of strategy trace lengths (in char-
acters). The average length is 87.4 characters, with
standard deviation 45.1.

Role Wins Losses
Assassin 6 1
Merlin 2 3
Morgana 1 2
Loyal Servant 4 3
Percival 1 2

Table 7: Win/loss record across 25 Participant-mode
sessions by role.

Reflective Summary Length Distribution

200 250 300

Characters

o

IS «

Frequency
w

N
I

g
g
S
8

Figure 7: Distribution of reflective summary lengths.
The average is 135.4 characters, standard deviation 56.3.

Of the 22 games that reached the assassination
phase (including 7 early assassination attempts),
the Evil side succeeded in identifying Merlin in
41% of cases. Strategy traces span 160 entries
across games; summaries vary widely in style and
granularity.

D Model Details

Model Parameters Access Source
GPT-40 Unknown  API OpenAl
Qwen2.5-72B 72B Local Alibaba
Qwen2.5-14B 14B Local Alibaba
Qwen2.5-7B 7B Local Alibaba
DeepSeek-R1 671B APIL DeepSeek
Yi-1.5-34B 34B Local 01.AI
Yi-1.5-9B 9B Local 01.AI
GLM-4-9B 9B Local Zhipu.Al
InternLM2.5-20B 20B Local Shanghai Al Lab
QwQ 32B Local Alibaba
O3-mini Unknown  API OpenAl

Table 8: Summary of evaluated models, their parameter
sizes, access methods, and sources. “API” models are
queried via official endpoints; “Local” models are run
with fixed weights in offline inference.

E Prompt Templates

To support reproducibility and interpretability of
all evaluation tasks introduced in Section 3.2, we
provide detailed prompt templates in both Chinese
and English. Each prompt follows the two-stage
protocol described in Algorithm 1, with the first
stage producing a strategy profile from observation-
mode games and the second stage performing task-
specific inference using this profile.

All prompts were originally used in Mandarin
Chinese to preserve pragmatic fidelity. Below we
present bilingual representations of representative
prompts. Task-specific variants and full inputs are
provided as supplementary material.
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E.1 Strategy Profile Construction Prompt (S H {544 33)

System Prompt (#730)

PR — %ﬁkﬂﬁ@%ﬁm\ﬁ%% ERKEI AT HIL SN TR EEZE - AW XAEFIFT5h5K
W& o ARAES BT H P IRARI S I IC e, K S48 P 7E S5 UL R B A3 XU« & 5 e BA B 93
WrRBRITTE, ARSI SEPR S5 BRI R S e s SRR A P ER -

System Prompt (English):

You are an expert analyst in the Avalon board game. Your task is to infer a reasoning style, player persona, and behavioral
tendencies based on the user’s observation of others’ gameplay. Your summary should help construct an accurate profile
that can be used to identify this user’s future behavior when actively participating in the game.

User Prompt (F30) :
DT BB W MTRIHTRO— RIPREEE, AaROATALER:
{REFLECTION SEGMENT }

EANEIREEE R ELETA: {ACCUMULATED_SUMMARY }
E%;é$m3%uﬁt$%mﬁﬁﬂ% EHTEM— AE%@ FHEN [FERER] | ZEGNE

- EHEE AR (AN ELZ IR . A S AR ABRESIIRSE) - HATRIASRE (WWASKE . B
NS ERAZH TR - BEERSRIME) - BB R HE TR (AL BT R
KA WIS R a5 FRAR)

BORKEME - ANBCBIATIANELS, DUE T — SRR SE PR A B -

User Prompt (English):

Below is a reflection record I made while observing another player’s game, containing my analysis and commentary:
{REFLECTION_SEGMENT }

You have already helped me summarize: { ACCUMULATED_SUMMARY }

Based on this new gameplay observation and previous summaries, please generate an updated and comprehensive
strategy profile. Your summary should include (but is not limited to):

- My reasoning style (e.g., logical deduction, detail-oriented analysis, social interaction tracking) - My possible language
or expression features (e.g., verbosity, tone, information disclosure, alliance signaling) - My habitual strategy for
analyzing game state (e.g., what signals I prioritize, how I handle ambiguity, how I influence others)

Please provide a precise and detailed characterization to guide future inference about my behavior when I actively play.

Table 9: Bilingual system and user prompt for constructing a strategy profile from observer-mode reflections.
Placeholders such as {REFLECTION_SEGMENT} and {ACCUMULATED_SUMMARY } are replaced with session-
specific content.
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E.2 Player Identification Prompt (JTZKIRHI1ESS)

System Prompt (H30) :

R — 2 RBI SRS R, B TR % ST ARNE RIS S 6 . HATIR D2
iTﬂﬂF%XAETE’]T’@Eﬂ% N AR S, BT — MEFR A ER -

TR B AE— 1R 55 72 -

*ETE?FJF‘E'J [GREEER] | FEEESREREIES, B MIROL S RA - A B AR E
e, RBIBAIIR R AN

IEFI%T%M[«/LF%J&%*

o [VHIHITH S (playerl Eplayer6)
o NEL AT RS ME R S B
o SR AT RERIETIR (Topl) AR AT RERIET = 3T 5K (Top3), /™48 LIJSONLEHE 25

System Prompt (English):

You are an expert in Avalon social deduction analysis. Based on the user’s prior reasoning profile and speaking habits,
your sole task is to identify the player most likely to be the user from a new game session.

Strictly follow the format below:

* Output only player indices (playerl to player6)
* Do not provide any explanation

* Return Top-1 and Top-3 predictions in JSON format

User Prompt (F130) :

HERENRRERE TR [525KER] : (final_summary

IR 22— REERS 50N EdE: - player_message: @mﬁﬁﬁ?ﬁf’ﬁﬁh%ﬂ’]ﬁmﬂi (GHAEN) -
strategy: ST YT BB S AL FHKIEEM T (new_game_prompt }

PREE— TS5 ARG LRBEEE, HIWTFESR 5 Hplayerl Eplayer6 FIETRF, WM IR A RERZH -

PR HR U AS U H

{

"topl": "playerX",

"top3": ["playerX", "player¥Y", "playerz"]
}

o ERETEISON A2 3, (UHItxm5
o HERRIERILS [SFaTixER] FLEEE

User Prompt (English):

Previously you have summarized my personalized reasoning profile: { final_ summary}

Now you are given a full gameplay session that I participated in: - player_message: utterances from all players,
including me - strategy: my internal reasoning and actions (anonymized) { new_game_prompt }

Your sole task is to determine which of player]1 through player6 is most likely me.

Return:

{

"topl": "playerX",

"top3": ["playerX", "player¥Y", "playerz"]
}

Only output the JSON. No explanations.

Table 10: Prompt template for Player Identification. The model is asked to match observed player behavior to a
prior reasoning profile and return the most likely player index in structured format.
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D.3 Reflection Alignment Prompt (& #%}5

System Prompt (FF30) :

R — N E KT LR A KA o ARELL TR, IRIESRAEMER (my_review) FHIE
MNIMASK_x (. ..) ] EABTEHMFHE, HMRETFUTHAZR: 1. 5T (MASK_x (1digit) ], &M
AT R REMERTIR RS - 2. 5T [MASK_x (Ndigits) ], EHAZ MITFHR—TMHTFHE, BFH
THFHES, FRZMUBETT - 3. IRREZEH N (MASK_x (.. .) ] RA— DX R AET B4 A Bt
$H17 o 4. NERIHEZ RO, TEHHEZ ROHABRELOIT -

REER:

[MASK_x (1digit)] => y
[MASK_x (Ndigits)] => yz

System Prompt (English):

You are a large language model skilled in analyzing Avalon gameplay. Your task is to fill in each [MASK_x(...) ] in
my post-game reflection (my_review) with player indices, following strict format rules: 1. For [MASK_x (1digit) ],
fill a single player number. 2. For [MASK_x (Ndigits) ], fill an ascending sequence of player numbers. 3. Provide
exactly one mapping line per mask. 4. Do not output any extra mappings or explanations.

Required format:

[MASK_x (1digit)] => vy
[MASK_x (Ndigits)] => yz

User Prompt (H30) -
WHREZEHHRELE T REANNEENBRMADFEAULSZEREINATREE RN
ﬁ, {final_summary}

LT 2— RS 51 EIE (new_game_prompt }:

My Info IR AR I IR G FII8R A B E B
Tasks Overview (Round by Round)
player_message RN ARZMEZTIER (BFEERNALS)
strategy BTG —RRUER B B TR SRR 1 B
Final User Info RS REBNIIRIELAE S

REIME—AESS: RIESEMPEREGE, HNEN BRI ERIERAE ZNEFEMASK IR RS, H5h H ik
BT - [My Review]: {masked_msg}

ZK: 1. BAMASK x(...)] HWREEEL 6 ZBEMHFRS, HAFHES - 2. HREK™
¥: [MASK_x(ldigit)] => vy BU[MASK_x (Ndigits)] => yz 3. NEHH L LMBSHTT, (VIEE X
PRem Z LT, B

User Prompt (English):
Previously, you have summarized my reasoning style and typical reflection content: { final_summary}
Below is a gameplay session I participated in { new_game_prompt }:

My Info Initial roles I received
Tasks Overview (Round by Round)
player_message Utterances from players and the system (including mine)
strategy My round-by-round analyses and speaking strategies
Final User Info Ground-truth roles of all players
Your sole task: fill in each [MASK_x (.. .) ] in my post-game reflection with player numbers based on the summary
and game data, outputting only the mappings. - [My Review]: {masked_msg}
Requirements: 1. Each [MASK_x (...)] should be filled with numbers 1-6, in ascending order. 2. Format
strictly as: [MASK_x (1digit)] => yor [MASK_x (Ndigits)] => yz 3. Output only necessary mappings,

no explanations.

Table 11: Prompt template for Reflection Alignment task. The model fills masked player references in the user’s
post-game reflection with correct player indices.
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D.4 Trace Attribution Prompt (SRE&E2 3B 1155)

System Prompt (H730)
RE— 1 EKS W‘ﬁﬂﬁﬁéﬁ?ﬁﬂ’]jﬁﬁi 1\%1‘ETE&E’J%EEH$% 53 BT B — R IR BN AR IR R i HE T
25 o TEHIORITE IO H ASE A U EDSR, JUH R T A AE X
LJJH%W@J%Z%@EE’JW SR, BRIRH T AT &,,‘\u?ﬁTiﬁuE

W IE R B4 (ContentFh 4 ) Ll=== Content === F3k, ¥IAFEETSHINE . 2. KBEH
%&MASKE’]@E%%?U&XTF—WJ@%QT , Pl=== Replacements === = 73k, #ﬁﬁﬁMASK_x(Ndigits)
=> abc... M - %Eﬁqf%ﬁﬁﬂjiﬁé‘ﬁ?%ﬂﬁﬂﬂ%ﬁﬁi H*%fﬁ?ﬁi%o X F [MASK_x (1digit) ], HH
BAHFRRZMEBERIARMS . T (MASK_x (Ndigits) ], HRASMFHR—MTFHE, BFEA
FHED, RREMITFEIRS -
BOR: - RESCESRA%: H AP RO B S BOBA [MASK_x (1digit)] => mB{[MASK_x (Ndigits)] =>
abc. ... - N ZRIOPIIT, (UREERFENRSHT. ERBRHT—EExE . - NEHHEE AN
Ko

System Prompt (English):

You are a large language model skilled in analyzing Avalon gameplay. You will analyze incremental gameplay data
according to my reasoning style and produce output as required. Please strictly follow the formatting rules for replacement
mappings.

You will receive gameplay data from me and are asked to produce:

1. A summary of the game data (Content section) beginning with === Content ===, sequentially summarizing the
task content. 2. Replacement lines for masked player indices in my strategy (strategy) with === Replacements
===, formatted as MASK_x (Ndigits) => abc. ... Output only required mapping lines with exact format. For
[MASK_x (1digit) 1, fill a single player number; for [MASK_x (Ndigits) ], fill an ascending sequence of player
numbers.

Requirements: - Replacement mappings must strictly follow [MASK_x(ldigit)] => m or
[MASK_x (Ndigits)] => abc... format. - Do not output extra mappings, only necessary ones. - No
additional text or explanation.

User Prompt (F930) :
JIneETIR E%%E‘ﬁau?*T PSS R I P RS A S 2L 0R0S . (final_summary
THERSZSPHANRBER—-RFRELFRSENHOFEREE, LT 2K XT&tEUﬁ‘XjR&TEE’]/u

#t  {data_conc}

THZFHEE A UEREIE, (new_game_prompt }

WEMMES: 1. RS E 2R R ﬁ%?@'&ﬂ’]@t%ﬁ MRS, Ll=== content ===
ko 2. mf/J\?I‘ETE‘ﬁ‘ZE’];FEfﬂ*%, B H IR (strategy) THHMASKHIETR GRS ﬁ?ﬁuﬁﬂﬂ%ﬁﬂ“ﬁ, Pl===
Replacements === ko

HEEET. 1. R ER™F: [MASK x (1digit)] => m B [MASK _x(Ndigits)] => abc. ... 2. ANE
W2 REMEHT, CUES KPR Z BT - 3. Eﬂﬁfﬁﬁ%m@t%%*ﬁ I ST RO 1T o 4. R B
H EABAE AT 2 REINE -

weey R HAMES—E B PIH=== Content ===Fl=== Replacements ===FF3k. ##i*

User Prompt (English):

Previously, you have summarized my reasoning style and reflection strategies: { final_summary}

I will now incrementally provide new gameplay data from a session I participated in, along with your previous summary,
{data_conc}

Below is the new partial gameplay data, {new_game_prompt }

You have two tasks: 1. Summarize all gameplay data, including key player utterances and game states, starting with ===

Content ===. 2. Based on my reasoning style, output the masked player numbers in my strategy with replacement
lines starting with === Replacements ===.

Notes: 1. Replacement mappings must strictly follow [MASK_x (1digit)] => mor [MASK_x (Ndigits)] =>
abc. .. format. 2. Output only required mappings, no extras. 3. Output complete mappings even if uncertain. 4. No
extra text.

**#%Note: Two tasks must be clearly separated by === Content ===and === Replacements === 7>F*%*¥*

Table 12: Prompt template for Trace Attribution task. The model outputs a summary of gameplay and player ID

replacements for masked indices in the user’s strategy.
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D.5 Role Inference Prompt (o #ERT1E55)

System Prompt (FF30) :

PR —A> BT FL R A LT R K - VRBARI FLRE BRI BTE M aFIall, HREmiRIE 44 & 15 B UER TR It
KA - HIREESHRETEREDE, Wle IRk M e, ERWT: - 140HEK] - 1B [EHEF - 141Uk
4R - 1% - 22 R ‘

EIR IR DU A S, ANER I E AR TN A B R === Roles === Player 1: [fif2] Player 2: [ffifi]
Player 3: [fi 2] Player 4: [fA 8] Player 5: [/ 2] Player 6: [fA 5]

System Prompt (English):

You are an Avalon role inference expert. You are familiar with all roles and rules of Avalon and can accurately infer
player roles based on given information. Please output the roles of the six players according to the forthcoming gameplay
data, with the following requirements: - 1 Merlin - 1 Morgana - 1 Percival - 1 Assassin - 2 Loyal Servants

Strictly follow the output format below without any extra content or explanation: === Roles === Player 1: [Role]
Player 2: [Role] Player 3: [Role] Player 4: [Role] Player 5: [Role] Player 6: [Role]

User Prompt (F13) :
THHREZ P MREBEE—-FRERSS 0O EIE, DUT 2 7R X RT3 R &8 R 8E

ZE, {data_conc}

NHEZEFEHEE D WEREDE, (new_game_prompt } - ‘

TR ESS: 1 IBIRE AT SRR, SR CBINIIR A SHHCIRE%, Pl=== content ===JF
Lo 2 BRIREMEAMASKL S, SGeBRNACREE (RATRBAEMAHTIN) . BHESMIIRFER
Af, Pl=== Roles === k-

FEECESKUAT . Player 1: [f ] Player 2: [ 8] Player 3: [/ 8] Player 4: [f4 2] Player 5: [fA f&] Player 6: [ 5]
s E B MES — BB S HI === Content ===Ffl=== Roles ===JF3k. #**

User Prompt (English):

I will incrementally provide a new game session data I participated in, along with your previous summary,
{data_conc}

Here is the new partial game data, {new_game_prompt }

You have two tasks: 1. Summarize all game data including key player utterances and game state with === Content
=== header. 2. Based on player and system utterances, and my role information (analyzing from my perspective), output
the likely role for each player starting with === Roles ===.

Format requirements: Player 1: [Role] Player 2: [Role] Player 3: [Role] Player 4: [Role] Player 5: [Role] Player 6:
[Role]
****Note that the two tasks must begin with === Content ===and === Roles === respectively.****

Table 13: Prompt template for Role Inference task. The model outputs a summary of gameplay and role assignments

for all players.
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F Sample Strategy Profiles

F.1 Example 1: Profile Generated by DeepSeek-R1
 EH NS ER iRX RIS EE =S S, ERRAEAE - iR
Eﬂ@ﬁWmﬁiﬁﬁE%Mm%ﬁﬁﬂoﬁw mLL%?Kﬁu%hﬁhﬁﬁE+$
PARCN K 325 HE 165 X EERIATRENE - UAh, Bradtit T8 A S0 i B =0, i
WEE REER T e B, Wl THMF%T@%&%E%M%%&ﬂ?E HiEm
WA E WA E TR, BN 2 F AR T HE  (WHIWTS S RO AT s, R
H YRy MEpka0% / ZH #60%”) -

o T REFERWE X EEHERNEBEEGEME, wHEAARE (s BT E) s
%L CE G R R PRS- RSB ZBR, R ORI E AR
%@%M 458 FH = i SE PRI RR 8 X B IR N E (S B A A (e ml ek
) AT AN RAT78% -

o = RESIEERBIAT & 6 HIE KR AR ZFHFNE . FIOEREER . FE
—T%Jifi CRIPPE D RE SRS « BOMI5 BB AT BE B R B, BRI ATE . BER
W mE S NERE o KIEPATH BUER R, WEIHE AR R, P B
Ry ARREZEREHREREM -

o VU~ AT RTEEEL TR A B KEAS0-70F, B& 1B A+2 MEE+ MR, 72
[ R ik65%, BHARBEME; I AR EE2%, ﬁﬁ‘fk’*g?%iﬁé% EERAESS
RIFVA -« REHCHBRER - A HE (14167237 ;. BAENERE ST
B ROREMZEP - AEFSRIE AT - BAZI % . PEYSIS R
MEREAT IR -

English Translation

¢ 1. Reasoning Style
The player demonstrates a structured 3D reasoning model, integrating utterance content, player
position, and factional gain. For example, they infer the 6-1-23—-16 chain to identify double spies.
They also apply backward reasoning from outcomes (e.g., Merlin’s survival) and frequently rank
possibilities using probability weights (e.g., “Merlin 40% / Morgana 60%”).

* 2. Discourse Pattern
This player compresses information using technical terms (“drain”, “vision card”), follows a three-
phase speaking pattern (phenomenon — reasoning — strategy), and prefers hedging (“if I were”,
“might be”) or strong certainty words (“must have”) depending on rhetorical intent. Uncertain data is
softened via “maybe” and similar terms (appearing in 78% of utterances).

<

* 3. Situation Modeling and Strategy
Their identification matrix uses four axes: speech timing, team vote paradoxes, information overload
suspicion, and protective camouflage. Suspicion is ranked by conflict signals, abnormal data,
mismatched benefit, and positional anomalies. Strategic execution follows phases: early-stage
cognitive disruption, mid-stage logic anchoring, and endgame ambiguity retention for post-hoc
justification.

* 4. Behavioral Prediction

Average utterance is 50-70 characters in the first 3 rounds, typically with 1 claim + 2 supports
+ 1 question. Voting dissent rate is 65%, particularly against end-position teams. As a good
role, concealment success is 82% before round 3; as Merlin, exposure risk rises by round 2 due
to overprotectiveness. Linguistic fingerprint includes rhetorical questions, 3.2 x average usage of
“drain”, and number pattern sensitivity (e.g., “16”, “23”). Behavioral fingerprint includes delayed
first-round speech (avg. 7.3s), opposition to end-slot teams, and silence after mission success.
Overall, this player acts as a “strategic observer”—subtle early, assertive later.
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F.2 Example 2: Profile Generated by GLM4-9B

R E SR — Ok HGLM4-9B)

o — - EFRXRS
SRR, GRAHFEENZEMEEGE N, ETAAFETVHZEERESR, RERA
EHEEPATE A, DER S h5EHE -
- KBRS A E IR BSIE R R B, AErEBIAH T AW E SRS A -
- NFRESEE: EETHERZARARES L8 (B - RNIER) | fERAN
T -
- R GFEESIRE S RBEF . ASHEANERR, REFEXESMEE 2 -

o T KEHIE
-RERE: ESEE, BEBREA, BEIIR.
- AN WiFE G S, MBS LRk .
-ERFE AR - TRk R KE, REERUE.
- FEE RS SEHEE, MIEIEESCRE, #R AT .

« = RHEHTERE
- P ECE < A KT
(1) X FZEANE RIS R,
Q) TR A R E B
(3) TREE AR T RN,
(4) £S5 RIS 1T A R SRaZ EE
- QPRGN (5 S5 SR
- ERMREEE R
- PR 2 M R BRI A
- EEA R REF PSS -
WNGIE Vb
- BRI S B
- 0 F H PRSI
- KR E A T ahsa AT HUT SRS L .

o T EAG

B — OB E . B BRI FUE TS - e I B 5 %D T
I, POEFIE A FIRIE S EaR, FEIRELR S TS 8 H B AT - ZERIA P I iE
Pr&ESRENERE, SRR RS R SRS I B S

English Translation

¢ 1. Reasoning Style
- Logical Inference: Shows strong deductive skill in identifying traps and inconsistencies from

others’ speech and behavior.
- Attention to Verbal Detail: Highly sensitive to timing, tone, and diction of others’ speech, often

using it to infer strategic intent.
- Interpersonal Observation: Observes micro-interactions and emotional cues for hidden alignment

signals.
- Situation Assessment: Evaluates risks and role distributions by integrating task outcomes, speech

directionality, and key events.

* 2. Speaking Pattern
- Brevity: Utterances are short and to the point.
- Language Style: Uses rational and objective language; avoids emotional or speculative tones.
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- Information Sharing: Offers selected, high-utility evidence to guide interpretation.
- Caution in Commitment: Reluctant to take a side without solid justification; avoids premature
exposure.

3. Strategic Judgment
- Indicators of Alignment:
(1) Logical coherence or contradiction in speech;
(2) Behavioral anomalies or stance switching;
(3) Emotional volatility at pivotal moments;
(4) Correlation between mission outcomes and behavioral choices.
- Ambiguity Handling:
- Actively seeks more evidence;
- Considers multiple plausible scenarios;
- Maintains neutrality when insufficient data.
- Team Guidance:
- Uses questions to elicit useful information;
- Shares reasoning to support collective understanding;
- Proposes actionable plans in high-stakes moments.

* 4, Summary
This player is precise, analytical, and communicative. Their reasoning centers on rational judgment
and behavioral signals, allowing them to detect inconsistencies and track alignment shifts quickly.
They are often the backbone of the team’s consensus-building and strategic alignment.
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G Additional Experimental Results

G.1 Impact of Prior Trace Inputs

To assess the utility of temporally grounded rea-
soning inputs, we analyze model performance on
the trace attribution task with and without access to
the prior round’s strategy trace. This comparison
reveals whether models can effectively incorporate
evolving belief states to support context-sensitive
inference.

Impact of Prior Trace Input on Dynamic Trace Attribution

Yil.5-348 -3.5% l
Qwen2.5-148 -3.2%
P
InternLM2.5-208 -11%
Qwen2.5-78 -0.9% ‘:’
Yi1.5-98 -0.9% :I
Qwen2.5-728 -0.4% D
GPT-40 +0.8%
03-mini +1.3%
DeepSeek-R1 +1.4%
QwQ +1.7%
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Change in Accuracy (+Prior Trace — Base) [%]

Figure 8: Bar height reflects the change in accuracy
when providing the prior trace as input. Positive values
indicate successful adaptation to evolving reasoning.

G.2 Extended Analysis of Prompting Modes
and Roles

We further investigate how prompting configura-
tions and subject roles modulate model perfor-
mance. Prompting modes (A-D) vary in the form
and granularity of cognitive supervision, ranging
from minimal cues to explicit strategy traces. Sub-
ject roles differ in informational asymmetry and
strategic responsibility, thereby shaping the com-
plexity of the underlying reasoning process. This
analysis provides additional insight into the in-
terplay between input structure and reasoning de-
mand.

G.3 Model Accuracy by Subject Role

Figure 10 further examines model performance by
the subject’s initial role. Even when playing as
Merlin( with full knowledge of Evil players), strict
prediction accuracy remains low, likely due to the
need for concealment. Mode A performs better in
most role conditions, suggesting that strategy traces
contribute transferable reasoning signals. This sup-
ports the broader utility of cognitively grounded
supervision for inferring hidden roles in complex
social environments.

Mean Score with Standard Deviation

Strict
Relaxed

Mean Total Weighted Score
o o o e o o
~ w IS n o S

°

°
°

A B c D Ar Br cr Dr
Prompting modes

Figure 9: Bars show average performance and stan-
dard deviation across all models, grouped by prompting
mode and scoring criterion.

Role Inference Accuracy by Subject's Initial Role

Mode

g

°
®
oEP0w>

°
B

Mean Total Weighted Score
°

°

Assassin Loyalist Merlin Morgana percival
Role

Figure 10: We compare model performance when the
subject plays different roles (Merlin, Percival, Loyalist,
etc.). Only Modes A—C are included, since Mode D
omits role information.
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H Inmind-Avalon dataset example

HIXC: 25, JIE . BAREHBESSIRK .

English: Player 2, Assassin. Teammate Morgana is Player 5.

Task 1
Round 1

[System Message]

I 1S IEGEK, MR EF AR 1.6 -

English: Player 1 is the captain, and the team he initially selected is: 1, 6.
[Player 1]

O IXAEHE L -
English: This is a regular game.
[Player 2]

I FIEFR .
English: Agree, agree.
[Player 3]

HC R TRIR -
English: Start it, start it.
[System Message]

I 15 IR, RASEFEMIRZ:1,6-
English: Player 1 is the captain, and the team he finally selected is: 1, 6.
[System Message]

P 12,3456 5K FRAN, HIARD) -
English: Players 1, 2, 3, 4, 5, and 6 agree to form a team, and the team formation is successful.
[System Message]

I B—RESET), BOREERE, 09kIRE .

English: The first mission is successful, with 2 good votes and 0 bad votes.

Round 1

[Strategy] [Strategy Trace]
R BE—RERNE, T RIBMENK T, FEMT-

English: The first round doesn’t matter. I will be the captain in the next round, just agree.

Task 2
Round 1

[System Message]

I 25 I5GRIK, MR R IR 12,6 -

English: Player 2 is the captain, and the team he initially selected is: 1, 2, 6.
[Player 2]

R AL .

English: This is a regular game.

5062



[System Message]

I 25 BRI, ERAEFE AR :1,2,6 -

English: Player 2 is the captain, and the team he finally selected is: 1, 2, 6.
[System Message]

FI 1,24,56 5K FIRAN, 35BS A, HAAS -
English: Players 1, 2, 4, 5, and 6 agree to form a team, Player 3 opposes forming a team, and the
team formation is successful.

[System Message]

I BTRESRI, B2IKEFRE, 15KIRE .

English: The second mission fails, with 2 good votes and 1 bad vote.

Round 1

[Strategy] [Strategy Trace]

B BRTIE, KAREHBESS, dERENIME, L EFEMBRIAERIT T, REKD
R HEFEE LRS-

English: I am the Assassin, and my teammate Morgana is Player 5, still in a later position. I just
need to vote bad when I get on the team, and everyone will think about re-analyzing after the
mission fails.

Task 3
Round 1

[System Message]

I 3E IR, MR Z:1,3.4,6 -

English: Player 3 is the captain, and the team he initially selected is: 1, 3, 4, 6.
[Player 3]

I 126%E T, 126, ARUREMIEN, 12677 JLEE, I8 BESDSZ T X HENT — T it -
English: 1, 2, 6 failed the mission. You three in 1, 2, 6, talk about it. Are there one or two traitors
in 1, 2, 6?7 Let’s hear your analysis.

[Player 4]

I 126K T, NE3ERANRE, W, 35MIZETNEAN, FTUFE LE—EEA34, Bh
HRNDEIFA
English: 1, 2, 6 failed the mission, and Player 3 opposed the team. Well, Player 3 should be a
good guy, so the team must include 3 and 4, because I'm definitely a good guy.

[Player 5]

O 126KE T, GHSR126FF BAREE, XPRE? 348 ZFFRE, 1267 WEERIE, AR34%HLATLLLR,
RAE? FEBLBUR T 12600 K 5 T, AIE? ARFX DML ERIZZW, FAT AR 12665, &K
WE34% 5 7, ATIE, BT AHRER .
English: 1, 2, 6 failed the mission. If there’s one traitor in 1, 2, 6, right? Then there might be
a traitor in 3 and 4. If there are two traitors in 1, 2, 6, then both 3 and 4 can be trusted, right?
It depends on the speeches of 1, 2, and 6, right? I'm at a disadvantage here — I didn’t hear the
speeches of 1, 2, 6, only those of 3 and 4, and they didn’t reveal much.

[Player 6]

B 12 ERITRE T, Bl RE G — NERELEWER, B, 352 EEM, Kk
E3SHER—KME, 35 FEL—KUE, B245NZENTFAW, A —T45
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e .
English: There must be traitors in 1 and 2. Now we need to figure out if there’s one or two traitors.
Well, Player 3 is on the team, so they must have some insight. Player 3 definitely has insight, so
Player 4 should be a good guy — I'll vouch for Player 4.

[Player 1]

R SXEFEMETAL, PH163T & AEX M EHN, FOAFIER , HERINIFHHEF, *f
IE? X35 A0S, EMMINEZEENR, Hiki2e, G EITHE, A T IEE

AR 12677 WEE, FeELHEH XHE L2

English: Is this a confrontation between us two, me and Player 6? I’'m not sure, but I trust Player

3’s insight, right? At least Player 3’s logic is sound now. Also, in 1, 2, 6, I think there’s only one

traitor, not two. If there were two traitors in 1, 2, 6, would I really take both traitors onto the team?
[Player 2]

I HREANENEE, A3EIREIMERERH ML, A 16/ — PMIRX N FEHE E &R
BAT, RECHREESE L
English: There can’t be two traitors. Player 3, are you Morgana based on your insight? If there’s
another traitor in 1 and 6, I definitely can’t agree with this team, and I’m not even on the team
myself.

[Player 3]

I FCREHEW, 258K, RAIEXEESTF, REREEMADK T, B ATERTA
TR, 12637 N RUEL T, 65 EKI26KE T 1R EBI126, MIF34T 12, MAEHITAT
UFIE, SREAARMEZE, FATT -

English: 1 am Morgana, Player 2. Stop confusing the situation. If you’re a loyal subject, eliminate
suspects. I don’t think we can have a perfect start. What’s wrong with opposing 1, 2, 67 Player 6,
since 1, 2, 6 failed the mission, talk about 1, 2, 6 — why are you discussing me and Player 4? I can’t
form a four-person team, okay? It’s hard to form a good team, so I won’t do it.

Round 1

[Strategy] [Strategy Trace]

I 3ENIAIT T R, AEHNA T 240K, BB AARRA, &5 TENZEXE
BEZE, RS EEMRIESE, R 2 BB MR EE? BREEERELENA, BF
bR PHmREE - FRE DTS IARIAIE -

English: Player 3 opposed the previous team and then formed an all-good team, using the excuse
that it wasn’t a perfect start. After selecting the good team, they actively stepped down. I suspect
they might be Merlin. Why did they directly exclude me from the team? I must pretend to be a
loyal subject and accuse them of being Morgana framing me. I should minimize communication
with my teammate Player 5.

Round 2

[System Message]

I 3T IS R RATIAAI - 452K, PR Z:3,4,5,6 -
English: Player 3 failed to confirm the team within the time limit. Player 4 is the captain, and the
team he initially selected is: 3, 4, 5, 6.

[Player 4]

I M, 3 WAARLE AT, K565 RE, Wit XSRS, TR
N, SREBERI2SBES —1, 25BAAANKER, 55k bid%, st ar Lk
HE -
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English: Hmm, I think Player 3 is likely a good guy. Player 6 vouched for me, and their speech

was decent. I'm a good guy, so we need to pick one from 1, 2, and 5. Player 2 seems a bit
suspicious to me, and Player 5 hasn’t been on a team yet — maybe we can try including them.
[Player 5]

R W, 16ZFTXIE? 3Ui2AIHEK T, 62 RART, XFIE? BHSEIUNZERMEIT T, A
WAL S, BEATT-
English: Ah, so 1 and 6 are conflicting, right? Player 3 said Player 2 shouldn’t randomly eliminate
suspects, and Player 6 is vouching for Player 4, right? Forming a four-person team is really tough,
and the good guys aren’t speaking clearly — how are we supposed to play this?

[Player 6]

I MAEIX A B MEIT2 NSRRI Z W, W3 IaTT2LUE, MB#ANE L& T, #EFTX
2RI ? XA AR E 122 N EERME? 1T, W MBHEIN, B 128 5L
BE .

English: Looking at it now, many people are targeting Player 2. Ever since Player 3 started
attacking Player 2, they haven’t included them in the team — everyone is focusing on Player 2,
right? This team’s validity depends on whether there are two traitors in 1 and 2, right? It’s a logical
approach — we just need to determine if there’s one or two traitors in 1 and 2.

[Player 1]

P 61— R . UL 126 NATRET W EERIE? (R ANE R A E, 1REBE X,
RERXFER, 126 AFEREFEE, B N —DHA34SE, FZAEE? 3547, &L
T, BEERZFEERNIN, REHEZHE, LREENISH, A5 AKX
SHIE? HEIR3 B4, W ER2618245, 2% — .

English: Player 6 has no logic. I said there can’t be two traitors in 1, 2, 6, right? Regardless of
insight, look at the team and the voting pattern — there’s only one traitor in 1, 2, 6, and the other
traitor must be in 3, 4, or 5. I mentioned this before, right? Player 3 was not on the team and
opposed it, but their reasoning made sense, so I trust Player 3 and think they’re likely a good guy. I
want to join Player 3’s team. For the remaining, it’s either 2 and 6 or 4 and 5 — pick one of the two.
[Player 2]

P XN EREERFREAT, BIKELE, BFE2 ABITRAERE —MFEE
ME, Wi BRI TR, AEBREAN T2, FEEIE-
English: I definitely can’t agree with this team — I’m not on it. If many people are targeting me,
maybe it’s a good thing? Both fools and traitors are attacking me, but there’s not much I can do
about it — whatever.

[Player 3]

B AR, 2EMEARITR, RLERSEEEW, F— D AFX 2B, (REE
EMEE, FAuRE, EEERXAGATHN, W, RABHADKIS? SIE? 25K, R
HEB— T, MBUXEERITE, R4S ANGERIBTAES LBF, BIE? FE—1FAN, 34577
—, ASAREFINAES £, 45K, REELTT-

English: No, Player 2, I'm not attacking you. You accused me of being Morgana as soon as you
spoke — is this how a good guy plays? If you had insight, I’d understand, but you’re acting like a
loyal subject and messing around. Aren’t you clearly a suspect? Think about it, Player 2. In that
case, you can’t have both 4 and 5 on the team, right? I’'m a good guy, so there must be one traitor in
3,4,5—4 and 5 can’t both be on the team. Player 4, figure out how to form the team.

[Player 4]

RO R, IS UAYEER, AT RINIR AR ZEE .
English: Hmm, Player 1 makes a good point. Let’s go with the team you suggested earlier.
[System Message]

I A ISR, M REEFE IR 1,3.4,6 -
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English: Player 4 is the captain, and the team he finally selected is: 1, 3, 4, 6.
[System Message]

T3 14,65 A RABAHN, 2355 A, HRKW -
English: Players 1, 4, and 6 agree to form a team, while Players 2, 3, and 5 oppose it, so the team
formation fails.

Round 2

[Strategy] [Strategy Trace]

P WA F3ISHIEIERRL, WA WA EMBRE S, BobRRABEE
wE, MAERAL, M—EERY, EaFAAHAT . 358N T HERNE, B
NMRREHEHAK, ATRERME NERE, NEf, SR -

English: From the speeches, Player 3 didn’t completely condemn me, and my teammate is helping
to build my good reputation. I’'ll continue to act like a loyal subject causing disruption — if 'm
not on the four-person team, I must oppose it and just cooperate with my teammates. Player 3
opposed their own suggested team, which doesn’t seem like intentional elimination; maybe their in-
sight is unclear. Regardless, I’ll wait for my teammate to pretend to be Merlin and make accusations.

Round 3

[System Message]

I SEIEKEK, PR Z:1,2,3,5-

English: Player 5 is the captain, and the team he initially selected is: 1, 2, 3, 5.
[Player 5]

R BOTF, XORMETF T, WAEER), BE2—5RE AN R ? X B, X
ARG IR, KIE? X3BAEH2 T, WP 3L EHXTK2, IRNTIEA X 3 B AR At 52
T o ANBRIEEAT, = NEKBA235M -

English: Ugh, this is so hard to form a team. Seriously, can’t you tell Player 2 is clearly a good
guy? Right? Come on, in this game, Player 3 is obviously protecting Player 2, right? Player 3 is
risking their position to save Player 2 — why haven’t you eliminated Player 3 yet? I can’t form a
four-person team, so let’s go with a three-person good team: 2, 3, 5.

[Player 6]

B SERAFERIFHX M AR, (RIITEINGA BrE ABERE, e ARE, IR
FEME—PNITIRAY, AR E AT AIR, IRIERTE ARMEF A L, X2 D RAE N,
PRIZIRET & DIREF, AR AAFIFITIR— T -

English: Player 5, I don’t know what kind of team you’re forming. Didn’t you hear everyone
vouching for me earlier? Everyone is protecting me, and you’re the only one attacking me. That
means you have a huge "vision" — you’re overriding everyone else’s insight. But this "vision" is
bad, so I think I need to target you.

[Player 1]

I BB ANRIROW, e ELMUFRIRVANIMES T, XIE? Fiid T, BIAHIHA,
ARSREELLR2ATTE, ARAETTHEIE T HITE, BUEMH163T, FBHIMA, AR45SHEH—IL,
BAPEL6H, WERILEIET , 2 IBRIROXIE? ARILE, IREAREM R IRIR, XM
UL, WIE? BVGESULRIN AR, OB -

English: No one is vouching for you, Player 6. I'm already prepared to argue with you, right? I
said I trust Player 3’s insight. If Player 3 insists on protecting Player 2 and the team fails, then it’s a
showdown between me (Player 1) and you (Player 6). I trust Player 3’s insight, so let’s put 4 and 5
aside for now — it’s about me and you. If the team fails, I’ll accuse you, Player 6. If it doesn’t, you
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can’t claim everyone is protecting you. Both scenarios make sense, right? It all depends on whether
Player 3 is telling the truth, anyway.
[Player 2]

S F35 E B RO ERAERROIG? BIEEREII R AGRRAEXINFET, RE
L
English: Is Player 3 opposing the team to target Player 6? In that case, I have to agree with this
team now — I’m on it too.

[Player 3]

R0 AN L6TTHER 7YY 16:NREFIR A4 B - R, wduks, B, BTHT,
JFIETFIE, FEATFERER T -

English: Aren’t Player 1 and Player 6 conflicting? How can they both be on the team? Goodness,

what are we even doing? Ugh, fine, let’s just form the team. If we don’t, it’ll go to a forced round.
[Player 4]

I M, B2ERE, BEAMUTEANE, HART -

English: Hmm, I really don’t want to be on a team with Player 2. I'm done with this.
[Player 5]

R MR, A4S, RIERE=ALKN, BEE T, 2350, FALKEARIE, BiX
AW, ABAIT T, 3FILEIF, FITT - I, T, HEETT
English: Player 4, I swear I have a three-person good team: 2, 3, 5. I can’t form a four-person
good team, so I’ll just go with this. Player 3 told me to do it, so here we go. Alright, I’'m done —
let’s start the team.

[System Message]

X SSIFGERAK, MR ZE:1,2,3,5-
English: Player 5 is the captain, and the team he finally selected is: 1, 2, 3, 5.
[System Message]

I 1,23 455K EEAN, 65K RATAHRN, AR -
English: Players 1, 2, 3, 4, and 5 agree to form a team, while Player 6 opposes it, so the team
formation is successful.

[System Message]

I BZRESRI, B3R, 15KIRE .

English: The third mission fails, with 3 good votes and 1 bad vote.

Round 3

[Strategy] [Strategy Trace]

B WA RIEM, (B35 A SRR, MBEHMUSER, EEEAFRER
BE . 3R T B ORI HI1346, AEBE X DH3TIT6S ., MK —EMIK—
TSR 15M3SREMEE SHIK, 45ETME, ROIZ2E AR -

English: My teammate is pretending to be Merlin, using Player 3’s speech to protect me. I'll
continue to play dumb and act like a loyal subject who can’t see the situation clearly. Since
Player 3 opposed their own suggested team of 1, 3, 4, 6, I’1l use that to claim Player 3 is targeting
Player 6 and work with my teammate to discredit Player 6. Both Player 1 and Player 3 seem like
they’re eliminating suspects randomly, and Player 4 is voting aggressively from outside the team —
someone should accuse them.
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Task 4
Round 1

[System Message]

I 6T ISR, MR AL 4,5.6 -

English: Player 6 is the captain, and the team he initially selected is: 4, 5, 6.
[Player 6]

B 55, BB IRE A HOBHE - (RARK, BEFIR, ReSEBER T, Ra
AT USTER TR, AIABBRERAETH, SRELET, WEIRELBHRE, 17
HOBHEIE . RESAHEE, BORIERITROEREM, 55, RNIJFERESR, JHIESEME—H
AR RE IR HHEE, REF IR ERER R R A ke, BT IR BE 1

English: Player 5, I just want to hear you defend yourself. When you formed the team, I was
being vouched for, but you left me out, and everyone followed your "insight" to attack me. Now
the team failed — let’s see how you explain this. If you can’t identify the traitor, I’ll mark you as
a definite traitor. Player 5, the only purpose of a failed team is to identify traitors. If you form

another failed team without identifying anyone, I’m calling you a traitor.
[Player 1]

S 4578k, 1267F—3k, BILRMAESTT, 13608, RERFRKI136, RAGEHRAIME .
English: There’s one traitor in 4 and 5, and one in 1, 2, 6. I still trust Player 3 — let’s go with 1, 3,
6. Believe me or not, up to you.

[Player 2]

I 1367 LANE, Bt X e 5 AN, SEASEH Ml 1361 AN «

English: 1, 3, 6 sounds good. I think Player 6’s speech is decent, and Player 5 is definitely
suspicious. 1, 3, 6 is a good team.

[Player 3]

R BRI, BERANERIDISERE AT, A&, TR T, MEEITRE
fEIT .
English: Just form a team already. I really don’t understand what you "insight holders" are doing.
Maybe I’'m too dumb, but just pick anyone.

[Player 4]

I AR, IRMTI260KE T, RJE1235KE T, AR3AS R AR — SR SLEIN , 985
W, BRI ER AL A B R AT LI 31 -
English: Wait, both the 1, 2, 6 team and the 1, 2, 3, 5 team failed. Doesn’t that make me (Player
4) clearly a good guy? From my perspective, I can trust Player 3.

[Player 5]

R0 BB ASTIIE, RIE? BR3R%E —aKiF AR, XHIE?Y S2KE T EERIIBIL T -
IR =RHE, IR —EANTTRER3 T « FrLIIX 535 —ERAEE L, WIE? 2FE
JT136, AR2ATHIZASIEE, B2 HE -
English: No one is attacking Player 3 right now, right? So Player 3 must be a good guy. With two
failed missions already, if Player 3 were a traitor, Merlin wouldn’t protect them. So Player 3 must
be on the team. Player 2 agreed to 1, 3, 6 and accused 4 and 5 of being traitors — that makes Player
2 a traitor.

[Player 6]

R0 ARRS S EINRERE, /REIIIAE /R A AN EE, ARVRBE I\ BERE «
English: Then just admit you’re a traitor, Player 5. You still can’t identify any traitors, so you
must be one.

[System Message]
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I 6T BRI, MR EFE A :2,4.6 -
English: Player 6 is the captain, and the team he finally selected is: 2, 4, 6.
[System Message]

T 2,65 IARFEIRAR, 1,34,55BR OFHRN, HAR -
English: Players 2 and 6 agree to form a team, while Players 1, 3, 4, and 5 oppose it, so the team
formation fails.

Round 1

[Strategy] [Strategy Trace]

I 15 AT TI36/%F, T UEFERI36, WRAANERK, SN ATHE,
MERABE RHBREENE, RE2RMAIISS, ERREBEMEENT 658 THE
T, AE IR, BG4S GER . 65 REMEE . BRER EE, HEEFRBEEM
Z, ARSSEBRE, RO XAZE A [l -

English: Player 1 suggested the 1, 3, 6 team, so I’ll agree with it. If someone suspects me, they’ll
think I’m blindly following, but those who trust me will see I'm just a loyal subject without insight,
just targeting Player 5. Player 6 included me in the team, but Player 4 opposed it from outside —
Player 4 feels like Merlin. Player 6 doesn’t seem like an insight holder. Since I’'m on the team, I’1l
definitely agree to push for it. It’s fine for my teammate Player 5 to attack me and oppose the team.

Round 2

[System Message]

T 15IEGRIK, )R hZ:1,3,6 -

English: Player 1 is the captain, and the team he initially selected is: 1, 3, 6.
[Player 1]

FI AREEAFBAREIRZHW, ARXEIREM D mZ R IE? R %E— A
BHICE M -
English: No matter how you form the team, you can’t do it like that. At least this team has some
logic, right? The other team had no logic at all.

[Player 2]

R 24600 2T 2 REML, e, WA T T iR16—& Lg% T, FWAKE, 136/
W, AREEARERR T, BNIA T T MRE—E Ed % T .
English: The 2, 4, 6 team is accusing Player 1 of being a traitor. Oh, I just remembered I was on a
team with Player 1 and 6 earlier. I didn’t realize —if it’s 1, 3, 6, I can’t agree. I forgot they were on
a team with me before.

[Player 3]

R HARERF, RER4T L, RI6NEANGE RS EiE? ATLATEF W], 78
T4 e
English: Idon’t agree. I want to be on a team with Player 4. Weren’t Player 1 and 6 supposed to
be incompatible? Now they’re together again. What’s going on?

[Player 4]

R ARHIFEW, 126KE 7, 1235 0E T, HER L% o WETIRITA EMEH
BHBAE LA BTG ERIPF o BOXTREER — IR . AR AERT .

English: Idon’t getit. Both the 1, 2, 6 and 1, 2, 3, 5 teams failed, and I haven’t been on any team.

Every team should include me to be valid — I’'m clearly a good guy. I just don’t understand.
[Player 5]
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R RFEF, BT RLX AR DAL AT, BAE=IEE, XY ABAE=IEAT, g
FE—HE, FTF—REMEOL IR gidE—akeEg AT, BEREZET, IR
W T, AEEITANTRE, RAE345880FF, XFIE? 3457F0E -
English: Exactly, so this team has bad "insight" — they want to fail the third mission, right?
There’s one traitor on the team and one off the team voting against it. They’re trying to trick us into
a failed mission. We should reject it and only form the 3, 4, 5 team.

[Player 6]

P JEZEEICAEARS S TR ? RITXDRER, RIEWE, IRXEAHEN, EEE
HIEAHR o BRUARE T 4, SRR THERERREIE? 458, 45 —HRETE, It
LAFENE, XM AD R, XD FEHE E AR -

English: Wasn’t it you, Player 5, who caused the third mission to fail? You formed a failed team,
can’t organize a valid team, and can’t identify traitors. What else would that be but traitorous
behavior? Player 4 hasn’t been on any team — why is no one including them? I definitely can’t
agree with this team.

[Player 1]

R HEK T L, XA, XFIEY BIEEIN T3, 328, ARG 25T
52, @F—m T, BEIN3, TR TXP25 T, XNIE? 252K —8 1, BRE3EK
PN BRAS, XFIE? B ESINRASILEE, 1RSSR EHE—F), IREFHARIE? AR
AT, BEALELTFT, BIRANHIFBA, AL

English: It’s obvious we need to eliminate suspects, right? Earlier, I trusted Player 3, and Player
3 trusted Player 2, so I followed. But after Player 2 attacked everyone — targeting Player 3, me
(Player 1), and then 4 and 5 — I can’t trust Player 2 anymore. Player 5 previously accused 4 and 5
of being traitors but now wants to include Player 4? I'm out. I’ll form a different team and not join
this one.

[System Message]

R 15IRRK, &S FERIAhE:3,4,6 -
English: Player 1 is the captain, and the team he finally selected is: 3, 4, 6.
[System Message]

F3: 1,34,55 TR ERARN, 2,65 BRI, HARD -
English: Players 1, 3, 4, and 5 agree to form a team, while Players 2 and 6 oppose it, so the team
formation is successful.

[System Message]

I BHRESEY), B3RERE, 09kIRE -

English: The fourth mission is successful, with 3 good votes and 0 bad votes.

Round 2

[Strategy] [Strategy Trace]

P WEBIRI T —T, ReIFFEEE, RBARREIB6T, EXFREGREE
T 15t 2 EEMEET VR, B3R AKE, 1F4EEMHRFIIR - 3460 FEE T R
BISFAE T, BHAAROZESRME, HLFHERE T, BE—2EL a1, 4%
BEER1 -

English: I quickly adjusted — since the 1, 2, 6 team failed, I can’t agree with 1, 3, 6. But this
makes me look more like a clueless loyal subject. Why does Player 1 trust Player 6 so easily?
Player 3 and 6 seem like they’re randomly eliminating suspects. Player 1 and 4 are likely Merlin or
Percival. For the 3, 4, 6 team, only Players 1 and 5 agreed from outside. My teammate is probably
intentionally following the vote since they’re almost confirmed as a traitor. I'll cooperate and keep
attacking Player 1.
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Task 5
Round 1

[System Message]

I 25 IR, PR Z:2,3.4,6 -

English: Player 2 is the captain, and the team he initially selected is: 2, 3, 4, 6.
[Player 2]

I M, AR A0, X ISR mA W, ik T, AR T ERA T,
ERFZE—RIFH, BITAMIIRSHIWEE, AP AKIE, AIAE RGEIN 15X HE
T BENET .
English: Hmm, I don’t have much to say. Player 1 is really suspicious — they stepped down as
captain, which seems like a good move, but I'm a good guy, so Player 5 and I can’t be double
traitors. I have no choice but to assume Player 1 and 5 are traitors.

[Player 3]

I FREMEM, REZERA M, SLET . IAY.

English: Whatever, just go with any team. I’'m dizzy from this game.
[Player 4]

R ISWEE, B, ARRISEEERITE, vt A 2H T —PERAR? Bl S A KE
T, IRAEIXHET RIS, B MR 134652 R 4RI -
English: Player 1 and 5 as double traitors? But why would they form a good team then? I don’t
get it. Right now, 1, 3, 4, 6 must be all good.

[Player 5]

I HOREE? BOREE, WTMERFIREWR? 134624k0N, 134624k, FIEH 2 7]
B, B, WEETH? BOLGREE, BIOLMR TIRIK4, XFIE? HERIFIXTR T,
HSSRT R4 W, RIS, 1346-
English: Me, a traitor? Why would I vote yes if [ were a traitor? 1, 3, 4, 6 is an all-good team.
Why would I, a traitor, agree to that? I’'m vouching for Player 4 first, right? Who else is vouching
for Player 47 I am, Player 5. Stop being ridiculous about 1, 3, 4, 6.

[Player 6]

I REEHRE346X M REIN, A4S —E#R Lg%, fET, FAFERIT AT
LAFEAT4, I aBHINAR DTN, R T4, FAN? 42NN, B 1SNIA
PARASTEEE, VRIS, 126KE T, TREAH452HMEE -

English: The 3, 4, 6 team must be good. Player 4 hasn’t been on any team yet, and the missions
failed. I don’t get why you’re targeting Player 4. I’ve trusted Player 4 as a good guy from the start
and vouched for them, right? Player 4 is good. Player 1 said they thought Player 4 and 5 were
double traitors — are you kidding? The 1, 2, 6 team failed, and you’re blaming 4 and 5?

[Player 1]

RO 4T — R, RIEPH126JT1NEE, 358k N, 457F—RE, AR5 ZHHE LR
FET, ASER 12N, Bimfd2fid3thfad e, 123fthfkad, SR EBRTRONIE? 1438
ROARLENET | EAROHFEEAR, FTHL, WIE? R T4 N 55XFE TR IORRIRY, X
AER6T -

English: I said there must be one traitor in 4 and 5, and one in 1, 2, 6. Player 3 is definitely
good. Player 5’s logic is flawed — they’ve vouched for Players 2, 3, and me (Player 1) before, then
attacked Player 6, caused their team to fail, and now are protecting Player 1 and 4 while ignoring
Player 6. They’ve vouched for four people!

[Player 2]
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I SSWSEERE T, EAFER ARER2346, T—IKIEF AW, BFABEITISIEE . &
IRIBX MEFAE S, (BT el — T -

English: Player 5 is definitely a traitor. As a good guy, I can only form the 2, 3, 4, 6 team and
target Player 1 and 5 as double traitors. Even though Player 1 stepping down seemed good, it might
be a disguise.

[System Message]

I 25 IR, RASEFEIALE 2,3.4,6-
English: Player 2 is the captain, and the team he finally selected is: 2, 3, 4, 6.
[System Message]

T 23,65 X FABAEN, 14,55BR AN, HAKR -
English: Players 2, 3, and 6 agree to form a team, while Players 1, 4, and 5 oppose it, so the team
formation fails.

Round 1

[Strategy] [Strategy Trace]

B PARERBEIRIL T, AR BR2SIEE, B A1260E%E, 123506, AR
RIS - BARERR, BERERE.

English: My teammate is basically confirmed as a traitor, so I’ll follow along and accuse Players
2 and 5 of being double traitors. Since the 1, 2, 6 and 1, 2, 3, 5 teams failed, I'll target Player 1. My
teammate will disrupt the game, and I'll pretend to be a loyal subject.

Round 2

[System Message]

I 3FIARRK, MR RE:2,3,4,5-

English: Player 3 is the captain, and the team he initially selected is: 2, 3, 4, 5.
[Player 3]

R R, RNELE, PENTEDRLERATIS? R, A LER T
English: Ugh, I don’t know. Can we just finish this quickly? I don’t even need to be on the team.
[Player 4]

R REE T, ERNRENRER SR A REN, BE1260E T, 12358 T, &
B bk, At A R45HF—HRE -

English: I’'m speechless. I really need to ask Player 1 a question: the 1, 2, 6 team failed, the 1, 2,
3, 5 team failed, and I haven’t been on any team. Why do you think there’s a traitor in 4 and 5?7
[Player 5]

I UREAIRT, G, ASARTFHEE, 12XHE, =S, 345677, UFE, 3456TF4F
Mo 65 —IRIEMRERTTAI456, XFIE? 322 RAT—5KME, 120WEE, e, AHmX—
TEWN, BRI -
English: Stop asking, okay? There’s no traitor in 4 and 5 — it’s double traitors in 1 and 2. Player 3,
change your vote and form 3, 4, 5, 6. Player 6 is Merlin and formed the 4, 5, 6 team, right? Player
3 is trusted by everyone. It’s 1 and 2 as traitors — don’t listen to the brainwashing.
[Player 6]
P BREIFIAAIRIIN, (RNMRTR, (RIFMEZ, SRS ML, AETHAET -
English: I suggested a team for you earlier — why did you oppose it? If this team fails, so be it.
[Player 1]
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R BIEZEERIE, (R, BAELIMB 0, 35 OEGER, ARERARKE T,
KIE? AR25XEE, BEARERMR L, BIEREARIET, FaRBeHLR T, FA
B, MR IBIE2R T, BOPEDY FRAEE2 L, RETT P EXE? A48
KE3WE, VRmEIT 1346, IRAEKE=EEARTCRTIE, BESIRUL T, 250EE -
English: So you want to fail the third mission? Let me explain: I tried to establish Player 3’s
reputation as good, but it didn’t work, so the team failed. With Player 2 and 5 as double traitors,
how could I openly accuse them? Later, I had no choice but to form 2, 3, 6 to build Player 3’s
reputation, but when I saw they were protecting Player 2, I had to include Player 2 and proceed. If
you don’t want a third failed mission, form 1, 3, 4, 6. If you do, fine — I’ve told you Player 2 and 5
are traitors.

[Player 3]

R FMREE ERE X2, AFLERITERR, FR2, EIER PRI EFRX
2T, AT, AR, SRR, FOR2MT, RWE, FHEIX LW .
English: I never protected Player 2. I don’t know who said that — round after round, you all claim
I protected Player 2. They attacked me — why would I protect them? Who started this rumor? I
haven’t even talked about them.

[System Message]

I 3EIERI, MRASEFENIALZ:1,3.46-
English: Player 3 is the captain, and the team he finally selected is: 1, 3, 4, 6.
[System Message]

T 1245 DR FIRAR, 3,565 BR OGARN, HEARIK -
English: Players 1, 2, and 4 agree to form a team, while Players 3, 5, and 6 oppose it, so the team
formation fails.

Round 2

[Strategy] [Strategy Trace]

B AL L, BERMAKRE T, 3ENEHKEE SRR T . 15 A HERNEH
RIgHR, ER1ISWIREASH —E, KEEISZ1IS WM, 1 r 6 EMFIIR B i
ST . BRI ERRE L, HEEEBRECEHRT, BBMRITIER, RBiE
—F, BUREHEG, ATLUAE— TR, ATLBRBME .. WRERE, HBEIH
18 o B6URAED ST 1346H)1%, AT REEPITKHARKAE -

English: Since I'm on the team, I’ll stay quiet. Player 3 seems overwhelmed and is randomly
eliminating suspects. I'm not sure if Player 1 is self-exposing as Merlin, but if they insist there’s a
traitor in 4 and 5, it’s likely they’re marking 4 or 5 as traitors — maybe Merlin and Percival switched
identities. Even though I wasn’t on the last-minute team change, I think Merlin has revealed
themselves. I'll vote yes to confuse others, lower my profile, and help my teammate accuse me of
blindly following. If the team forms, whatever. If Players 3 and 6 both oppose 1, 3, 4, 6, they might
be randomly eliminating suspects.

Round 3

[System Message]
I 45DIGGEK, PR R AL 2:1,3,4,6 -
English: Player 4 is the captain, and the team he initially selected is: 1, 3, 4, 6.

[Player 4]

I 65, IREAER FERREN, PR ARAR A RIX A -
English: Player 6, who do you think the traitors are now? I really need to ask you this.
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[Player 5]

I BRRASEL? 124FZHW, R4AESZRER? B, 2RFZE, A5 A%
BRI 2 EREE T, 2MARDERE, 1372, 3712, 4112, 512, 6472, 2:X
MG UPE T, REEWW, R4S, RITAT, REE=E, BAERE=E, RIE
FEHEAEDR, AT -

English: Can’t you read the vote? Players 1, 2, and 4 agreed! Are you a traitor, Player 4? If Player
2 and I were traitors, why would Player 2 support Player 1’s team? Player 2 is definitely a traitor —
everyone is attacking them: 1, 3, 4, 5, 6. Yet Player 2 is supporting Player 1’s team. What more
needs to be said? Player 4, if you can’t form a team and want to fail the third mission, fine. But I
don’t want that — let me form the team instead.

[Player 6]
I EE T, BB T, XPBAFRAGEIE, SCFIX AR -

English: Ugh, I'm speechless. I opposed this team before — are we really doing this again?
[Player 1]

I BAGEIRIR2SIEERS , EEANFIRGXPN, 346, FBIRA R, ERIMTFIER A
bE BANE, BRABBRELN? BAENE=R, BB TR T, RIEFMIEH
B 250RE35, A3t 1, BOARERIRUI4SIT —BE, FAER3, FR26/5m A UL, *f
E? FABEX AMM, HECATHNT, RANEZEEATLT, BEFMIFRKT -
English: Didn’t I tell you Player 2 and 5 are double traitors? No one agreed with that team. I
formed 3, 4, 6 and tried to get included, but no one cared. What else could I do but " H " (reveal
my hand)? I don’t want a third failed mission — someone said something about it, I just remember
that. Player 2 vouched for Player 3, which is suspicious. I can only insist there’s a traitor in 4 and 5
and protect Player 3. We’ll deal with Player 2 and 6 later, right? I couldn’t change anything else — I
just had to commit.
[Player 2]

R BOF, IR AR T, XA EAEE
English: Ugh, nothing left to say — I definitely can’t agree with this.
[Player 3]

O FF34560E, 2525 ZIE? M AE XML S, 25D EE, N, 15&EH
BRF, 3456XE, TG -
English: Just form 3, 4, 5, 6. Player 2 is supporting the team without being on it — they must be a
traitor. Player 1 is Morgana! Even if the 3, 4, 5, 6 team fails, I'll accept it.

[System Message]

I A5DGOEN K, MR E:1,3,4,6 -
English: Player 4 is the captain, and the team he finally selected is: 1, 3, 4, 6.
[System Message]

I 1LAS IR FEIRAR, 2,356 5 BUR OGARN, AHBARIK -
English: Players 1 and 4 agree to form a team, while Players 2, 3, 5, and 6 oppose it, so the team
formation fails.

Round 3

[Strategy] [Strategy Trace]

WX R, B ARERESISHE, SERSRRERT, FRXRFRI1346, K
EBNMEHT, B, REHEEMITT -

English: Perfect — since some think I'm blindly supporting Player 1, Player 5’s reputation
improves. This time I'll oppose 1, 3, 4, 6. No one trusts me anyway, so I’ll just keep confusing the
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situation.

Round 4

[System Message]

I SEIGGEK, MR R AL E:3,4,5,6 -

English: Player 5 is the captain, and the team he initially selected is: 3, 4, 5, 6.
[Player 6]

R IRSSATEEL T, JEGIRITF456IEIRT L8 T, 1RSSR E R, ATELT .
English: Player 5, you finally came around. I included you in the 4, 5, 6 team earlier, but you
opposed it. Now you’re back on track.

[Player 1]

I 45, BOSANERW, HEEFT], REELRXSTIIT « 45HIANERB, BHY
IR, SXHAERER T, SIEMEE T o L, FAIAEEIR4S, FETHE4S, RS T, A
NP
English: Player 4, I'm sorry. If I had the knife, I’d definitely eliminate Player 5. This is my fault
— we’re going to lose, and the third mission will definitely fail. Brother, I'm sorry, Player 4. 1
misjudged 4 and 5 earlier and didn’t trust you.

[Player 2]

I JHIETRIE

English: Just form the team already.
[Player 3]

I SR, KE= RN .
English: Fine, end it. I'll accept a third failed mission.
[Player 4]

R BTEET -
English: I’'m at a loss for words.
[Player 5]

P WEAZEARE, AR, 15, BWROA, BAFNEREIE, KeT X iE?

RERG, RMFENEER, 15IREMME, 70, FuFeigrk, sk Rike, 8

TRAK3, AERRBIFIE, BFEK -

English: I’'m really not Merlin, don’t eliminate me, Player 1! I have no insight — I don’t know

who you are. Eliminate Player 6, right? Go for Player 6. I swear I'm not Merlin, Player 1 — target

Player 6. I think Player 6 is Merlin, or maybe Player 4 or 3. Just don’t eliminate me — I'm Percival!
[System Message]

I SEIFGENK, MR E:3,4,5,6 -
English: Player 5 is the captain, and the team he finally selected is: 3, 4, 5, 6.
[System Message]

F3: 123,55 TR FERBARN, 4,65TRKRATHN, HARD -
English: Players 1, 2, 3, and 5 agree to form a team, while Players 4 and 6 oppose it, so the team
formation is successful.

[System Message]

I BHRESFRW, BIREFE, 15KFE.
English: The fifth mission fails, with 3 good votes and 1 bad vote.
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Round 4

[Strategy] [Strategy Trace]

B IAERMERIE T, AR EELZE, BIAE36M D HEKBEROZ B, NIZREA
AR

English: Now that I’m being targeted, I’ll ensure my teammate gets on the team. Players 3 and 6
are likely eliminating suspects randomly and might trust him, so I’ll support the team.

T 45 5 Game Result

P ENE=EE, AATEERM

English: Three consecutive failed missions — the Red team wins.

It & {7 Player Roles

ia1: IRPU4E/R Percival
BtoR2: J)% Assassin
Itx3: L ELoyal Servant
izk4: 1 kMerlin
IiK5: B HFMorgana
ItZk6: £ HELoyal Servant

K B #reflective summary

B X—A3EMeSHDKEE, AR &RRE, MW T 15IRE4ER, &
PN ZE AR B S TR LB, AT EBAARSE BN « &JE 1 5 IRIE4E/R ELTHFA
FLIFRERT, PNERELERAEMZ1S AT —EE, 450FEERIS 4, BEX
BRI

English: In this game, Players 3 and 6 were obviously eliminating suspects randomly. My
teammate and I coordinated well, successfully deceiving Player 1 (Percival). My move to push for
the four-person team worked well, making £ Fi(loyal subjects) trust my teammate. In the end,
Player 1 gave up and started self-exposing. However, it was obvious when Player 1 insisted there
was a traitor in 4 and 5, and Player 4 kept questioning why — that was a giveaway.
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