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Abstract

The rapid advancement of large language mod-
els has intensified public concerns about the
potential misuse. Therefore, it is important
to build trustworthy Al-generated text detec-
tion systems. Existing methods neglect stylis-
tic modeling and mostly rely on static thresh-
olds, which greatly limits the detection perfor-
mance. In this paper, we propose the Mixture
of Stylistic Experts (MoSEs) framework that
enables stylistics-aware uncertainty quantifica-
tion through conditional threshold estimation.
MoSEs contain three core components, namely,
the Stylistics Reference Repository (SRR), the
Stylistics-Aware Router (SAR), and the Con-
ditional Threshold Estimator (CTE). For input
text, SRR can activate the appropriate refer-
ence data in SRR and provide them to CTE.
Subsequently, CTE jointly models the linguis-
tic statistical properties and semantic features
to dynamically determine the optimal thresh-
old. With a discrimination score, MoSEs yields
prediction labels with the corresponding con-
fidence level. Our framework achieves an av-
erage improvement 11.34% in detection per-
formance compared to baselines. More inspir-
ingly, MoSEs shows a more evident improve-
ment 39.15% in the low-resource case. Our
code is available at https://github.com/
creator-xi/MoSEs.

1 Introduction

Large language models (LLMs), such as GPT-4
(Achiam et al., 2023), LLaMA (Touvron et al.,
2023), and Qwen (Bai et al., 2025), have enabled
widespread application in various fields like news,
stories, comments, and academic papers. While
these models can generate fluent and natural con-
tent, their potential misuse has raised significant
ethical concerns. For example, Al-generated fake
news may mislead public opinion (Opdahl et al.,
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2023). In academia, Al-generated scholarly con-
tent could lead to academic misconduct (Mitchell,
2022; Fang et al., 2025). Consequently, reliable
Al-generated text detection is in critical demand.

Current Al-generated text detection methods
mainly focus on the design of discriminative score
functions based on various features. We can gener-
ally classify prior art into three categories: (1) clas-
sic methods distinguish by analyzing “hand-craft”
linguistic features such as word frequency (Mc-
Govern et al., 2024) and grammatical patterns (Wu
et al., 2024); (2) deep (non-LLM-based) methods
employ neural networks to capture latent semantic
patterns for binary classification (Guo et al., 2023;
Hu et al., 2023; Tian et al., 2024); (3) LLM-based
methods consider the token-level generation pro-
cess of LLMs and analyze the probability of each
token by a proxy model (Mitchell et al., 2023; Bao
et al., 2024; Xu et al., 2025).

While being a popular methodology, we iden-
tify two major limitations in existing methods: (1)
Neglect of stylistic modeling: Stylistics embodies
profession-specific habitus' in human-written text.
For example, journalists often develop an objective
and concise style for news reporting, while schol-
ars obtain rigorous and logical habits for academic
writing through long-term professional training.
However, LLMs learn to fit the mixture of various
social and cultural backgrounds in the multi-modal
corpus, which will show some slip when replicat-
ing authentic human stylistic variations shaped by
specific cultural contexts. Such cues remain under-
explored in current methods. (2) Static and inflexi-
ble decision-making: Current methods typically de-
velop static thresholding in decision-making with
predicted scores, while the uncertainty related to

"Habitus refers to Bourdieu’s sociological concept (Bour-
dieu, 1977), denoting structured behavioral dispositions
formed through prolonged cultural background. People with a
common cultural background (social class, religion, national-
ity, education and profession) share a habitus.
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Figure 1: Overview of our MoSEs detection framework. The figure shows how to detect three texts, including
news, academic paper and comments. First, we have a reference repository annotated with conditional features and
semantic embeddings by language encoder. Then we encode the input texts and route them via a stylistics latent
space to activate specific reference samples (A, 3, 0J). Finally, MoSEs can output the detection results and their
probability with discrimination scores and the conditions of the activated reference samples.

linguistic properties is seldom quantified, raising
concerns on trustworthy decisions.

Building upon these insights, we propose a
Mixture-of-Stylistic-Experts (MoSEs) framework,
integrating stylistics-aware uncertainty quantifi-
cation through contextual threshold estimation.
Specifically, we first construct the Stylistics Ref-
erence Repository (SRR), a labeled data pool for
mining diverse stylistics, serving as a reference to
understand diverse text distributions and Al proba-
bility judgments. Each sample contains a text with
a detection label (human/Al-generated) and multi-
dimensional context features. Next, we cluster the
samples based on semantic features and obtain the
stylistics-aware latent space. Subsequently, our
Stylistics-Aware Router (SAR), depending on the
semantic features of the input text, dynamically
selects reference samples in the latent space from
SRR to refine potential author groups. Then, the
Conditional Threshold Estimator (CTE) uses the
provided reference data and jointly models the lin-
guistic statistical properties and semantic features.
It can adaptively determine the optimal classifica-
tion threshold for the input text. Finally, by in-
tegrating the discrimination score and dynamical
threshold, MoSE:s yields prediction labels with the
corresponding confidence level.

Experiments show that MoSEs achieves an aver-
age improvement 11.34% in detection performance
compared to the baselines. More inspiringly, the

improvement is more evident (39.15%) in the low-
resource case with 200 reference data.

‘We summarize our contributions as follows.

* We propose MoSEs, the first framework that
explicitly models profession-specific writing
styles for Al-generated text detection. Consid-
ering the linguistic habitus shaped by cultural
contexts, MoSEs can automatically activate
appropriate reference samples based on the
style of input text for refined detection.

* We conduct a labeled data pool containing
diverse styles, named Stylistics Reference
Repository (SRR). Every sample in SRR is
annotated with many linguistic statistical prop-
erties to provide a comprehensive analysis.

We introduce conditional threshold estimation
to enable adaptive decision-making, which
jointly models linguistic statistical properties
and deep semantic features. We also establish
a theoretical error analysis between the esti-
mated threshold and the optimal threshold to
ground the effectiveness.

In both the standard and low-resource set-
tings, MoSEs achieves promising improve-
ments compared to existing competitors. In
particular, the ever-evident gain in the fewer-
reference case suggests its favorable potential
in low-resource scenarios.
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2 Related Work

Previous work achieved Al-generated text detec-
tion by extracting features and scoring input texts
by constructing appropriate statistics. The way to
achieve it can be classified into three categories.

The first category intuitively analyzes the lin-
guistic features to identify Al-generated texts and
human-written texts. McGovern et al. (2024) based
on top of the n-gram features, and Wu et al. (2024)
considered grammatical patterns.

The second category uses neural representation
as semantic features to train or fine-tune a classifi-
cation model, including RoOBERTa (Solaiman et al.,
2019; Guo et al., 2023), adversarial learning (Hu
et al., 2023), and positive unlabeled training (Tian
et al., 2024).

The third category uses LLMs as proxy models
and analyzed their token-level behaviors. Detect-
GPT (Mitchell et al., 2023) introduced the detec-
tion method for comparing perturbed texts with
original ones, inspiring the creation of DetectLLM
(Su et al., 2023) and DNA-GPT (Yang et al., 2024).
Fast-DetectGPT (Bao et al., 2024) improved De-
tectGPT’s efficiency with fast sampling, expanding
the application of these approaches. Lastde (Xu
et al., 2025) introduced time series analysis and
captured the temporal dynamics of token probabil-
ity sequences to enhance detection. However, these
approaches face challenges in adaptive threshold
estimation and reliable decision making.

3 Mixture of Stylistics Experts

Given any discrimination score model, such as
RoBERTa (Solaiman et al., 2019), Fast-DetectGPT
(Bao et al., 2024), Lastde (Xu et al., 2025), our
MoSEs framework can achieve stylistics-aware un-
certainty quantification through conditional thresh-
old estimation. It facilitates MoSEs to yield
improved prediction labels with confidence that
jointly modeling the linguistic statistical proper-
ties and semantic features. In this section, we will
introduce three core components of MoSEs.

3.1 Motivation

To verify the validity of the stylistics and condi-
tions, we conducted a cross-style distribution anal-
ysis (Figure 2) and a heatmap of different linguistic
statistical properties (Figure 3).

The violin plots in Figure 2 reveal the style-
dependent discrimination bias. For example, the
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Figure 2: Distribution of discrimination scores in four
styles for Al-generated and human-written samples. The
horizontal axis of each violin plot represents frequency.
Embedded boxplots illustrate interquartile ranges, me-
dians, and whiskers without outliers.

scores of human written texts in news (CNN) con-
centration around zero (-0.2 £ 0.7), while the daily
dialogue (DialogSum) shows with +1.0 = 0.6. This
variety of styles requires a stylistic-aware threshold
adaptation rather than a static one.

The heatmaps in Figure 3 show the conditional
distributions of the discrimination scores and vari-
ous linguistic statistical properties. Each linguistic
feature provides complementary information for
adaptation. With the incorporation of conditional
feature spaces, the region of distributional over-
lap between human-written and machine-generated
text is evidently reduced (e.g. from 0.30 to 0.22
with text length condition), which enhances dis-
criminative capacity. These visualizations confirm
that both stylistics and conditions are important.

3.2 Stylistics Reference Repository

To achieve the goals, we conduct the Stylistics
Reference Repository (SRR) annotated with bi-
nary source labels (machine or human) and multi-
dimensional feature representations. SRR cap-
tures cross-domain textual distributions, containing
news, stories, debates, academic papers, dialogues,
comments, etc. Each sample integrates the follow-
ing conditional features:

* Surface-level statistical properties (text length,
log-probability moments).

* Linguistic diversity features (n-gram repeti-
tion, type-token ratio).

* Deep semantic embeddings derived from pre-
trained language encoders.
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Figure 3: The conditional distributions of discrimination scores across Al-generated and human-written texts under
six linguistic statistical properties in SRR. Color intensity indicates normalized frequency, with KDE contours
overlaid to highlight dense regions. Marginal histograms on the top and right indicate the marginal distributions.

The detailed introduction for these conditional fea-
tures can be seen in Appendix B.

3.3 Stylistics-Aware Router

Stylistics-Aware Router (SAR) starts with latent
space constructed by pre-trained language en-
coders, i.e. deep semantic embeddings in SRR.
Given that SRR is typically large, calculating the
distance between the input text and every sam-
ple is computationally expensive. Considering the
idea of centroids (Wang et al., 2023b), we use the
prototype-based approximation where each stylis-
tic category is represented by K cluster prototypes.
This reduces the distance computation to O(SK)
for S stylistic categories. SAR then performs dy-
namic prototype retrieval through m-nearest neigh-
bor search in the latent space. Note that SAR does
not involve categorizing the input text into specific
style and activating all samples of that style in SRR.
Instead, it dynamically activates the groups of sam-
ples corresponding to the m-nearest prototypes.
The prototype-based approximation is achieved
by clustering. For the latent space in SRR, we set
the feature matrix X* = [z5, ..., 2%,] € RN’
for each style s, where d is the dimension of the em-
bedding and /NV? is the number of samples in style
s. The objective of clustering is to divide these fea-

tures into K prototypes to obtain the corresponding
prototype matrix P* = [p5, ..., p5,] € R>K. The
mapping from X® to P° can be denoted as a bi-
nary matrix Q° = [g3,...,q%s] € {0, 1}V
The process can be formalized as a optimization
problem, which can be solved fastly by Sinkhorn-
Knopp algorithm (Cuturi, 2013) as:

s\ T yvs
Q" = ding(a exp (L) diags). 1

where o € RX and 3 € RY" are renormalization
vectors, and € = 0.05 trades off convergence speed
with closeness to the original transport problem.
The more detailed steps of the prototype-based ap-
proximation can be seen in Appendix A.

3.4 Conditional Threshold Estimator

After activating the groups of samples, we use the
Conditional Threshold Estimator (CTE) to learn
the mapping from multi-dimensional conditional
features to the optimal threshold. To address high-
dimensional semantic embeddings, principal com-
ponent analysis (PCA) is performed for squeeze
as a preprocessing step. The discrimination score
is integrated as a bias term that can influence the
classification boundary.
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Suppose that we take logistic regression as the
estimator. Formally, given the conditional feature
vector C' and the discrimination score 7, the classi-
fication probability is formulated as:

P(y:1|C,T):O'(C,@—T), 2

where y is the predicted label, 3 is the linear co-
efficient vector, and o(-) is sigmoid function. By
analyzing 3, we can intuitively understand the pat-
tern of conditional feature attribution between Al-
generated and human-written texts. For each lin-
guistic statistical property, we show the results of
the analysis in Appendix C.

The model parameters 3 are optimized by mini-
mizing the negative log-likelihood loss with class-
weighted regularization:

L(B) =—> wilylogpi + (1 — y;)log(1 — p;)]
=1
3)

where n is batch size, y; and p; are predicted label
and probability, w; is the sample weight to balance
positive and negative samples, ¢.e. human-written
and Al-generated texts.

Note that C'3 in Equation (2) is actually the
estimated threshold. We provide a theoretical error
analysis between the estimated threshold C ,@ and
the optimal threshold C'3:

vn(CB - cB) S N(,cT,'cT), @

where Z,, is the weighted Fisher information ma-
trix, CZ;;'C" /n represents the variance of (C3—
C3). Equation (4) establishes the asymptotic un-
biasedness, 7.e. the error follows a Gaussian distri-
bution with mean zero. The proof and details of
Equation (4) can be seen in Appendix D.

Although logistic regression provides inter-
pretable feature attribution through linear coeffi-
cients, its ability to model nonlinear interactions
between conditional features and thresholds is in-
herently limited. For better modeling, we also ex-
tend the CTE using XGBoost (Chen and Guestrin,
2016), a gradient-boosted tree ensemble that dy-
namically adjusts decision boundaries through hi-
erarchical feature interactions. The details of XG-
Boost in CTE can be seen in Appendix E.

4 Experiments

4.1 Settings

Datasets. We constructed 8 datasets with different
styles mainly based on MAGE (Li et al., 2024).

)

(1) Main datasets: we reported the main results
on 4 datasets, including ChangeMyView (CMV)
(Tan et al., 2016) for debate, XSum (Narayan et al.,
2018) for news articles, Reddit WritingPrompts
(WP) (Fan et al., 2018) for stories, SciXGen (Chen
et al., 2021a) for scientific articles. Each dataset
contains 1000 human-written examples as positive
samples and equal numbers of negative samples by
prompting GPT-3.5 Turbo (Brown et al., 2020) and
LLaMA 65B (Touvron et al., 2023) with the first
30 tokens of human-written text. We divided each
dataset into 1800 reference samples and 200 test
samples. (2) Low-resource datasets: we also eval-
uated performance on 4 datasets, including CNN
/ Daily Mail (See et al., 2017) for news mail, Di-
alogSum (Chen et al., 2021b) for real-life scenario
dialogue, Internet Movie Database (IMDB) (Maas
et al., 2011) for movie reviews, PubMedQA (Jin
et al., 2019) for biomedical question answering.
Each dataset contains 200 human-written examples
as positive samples and equal numbers of negative
samples by prompting GPT-4 (Achiam et al., 2023)
with the first 30 tokens of human-written text. We
divided each dataset into 200 reference samples
and 200 test samples. The text examples of each
datasets can be seen in Appendix J.

Discrimination Score Models. We selected 3
representative discrimination score models, includ-
ing a trained-based model: RoBERTa-base (So-
laiman et al., 2019), and two proxy-based mod-
els: Fast-DetectGPT (Bao et al., 2024), Lastde
(Xu et al., 2025) both using GPT-Neo-2.7B. These
models can output discrimination scores and need
thresholds to make decisions.

Comparison Methods. Current Al-generated
text detection methods mainly focus on extract-
ing features and generating a discrimination score
based on these features. Typically, they use two
strategies. (1) Static threshold: find the optimal
threshold to maximize Youden’s J statistic (true
positive rate minus false positive rate) in the ref-
erence dataset and use the static threshold for all
input texts. (2) Nearest voting: find £ = 100 dis-
crimination scores closest to the scores of input
texts in the reference dataset and use the majority
label among these as the predicted label.

Evaluation Metrics. We evaluate the perfor-
mance of the methods based on two metrics. (1)
Accuracy: proportion of correct predictions across
all classes, quantifying overall classification cor-
rectness. (2) F1 score: harmonic mean of precision
(proportion of true positives among positive pre-
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CMV SciXGen WP Xsum Avg.
Score Models Methods
Accuracy F1 score | Accuracy F1 score | Accuracy F1 score | Accuracy F1 score | Accuracy F1 score
Static Threshold | 0.820  0.8125 0.730  0.7404 0.820 0.8144 0.815 0.8159 | 0.7963  0.7958
ROBERT: Nearest Voting 0.820  0.8163 0.735 0.7488 0.835 0.8325 0.810  0.8155 | 0.8000 0.8033
o a
MoSEs-Ir 0.930 09278 0.780  0.7864 0.945 0.9458 0.810  0.8155 | 0.8663  0.8689
MoSEs-xg 0.885 0.8796 0.800  0.8020 0.970  0.9700 0.885  0.8821 | 0.8850 0.8834
Static Threshold | 0.925 0.9275 0.885 0.8867 0.875 0.8826 0.740  0.7699 | 0.8563  0.8667
Nearest Voting 0.925 0.9275 0.880  0.8835 0.880  0.8889 0.745 0.7792 | 0.8575  0.8698
Fast-DetectGPT
MoSEs-Ir 0.960  0.9592 0.890  0.8889 0.985  0.9849 0.895 0.8955 | 0.9325 0.9321
MoSEs-xg 0.970  0.9694 0.910  0.9091 0.985  0.9848 0.900 0.8958 | 0.9413 0.9398
Static Threshold | 0.900  0.9074 0.875 0.8804 0.865 0.8744 0.715 0.7467 | 0.8388  0.8522
Lastd Nearest Voting 0.905 09116 0.875 0.8804 0.860  0.8679 0.715 0.7467 | 0.8388  0.8517
astde
MoSEs-Ir 0.980  0.9800 0.890  0.8889 0.990  0.9900 0.880  0.8812 | 0.9350 0.9350
MoSEs-xg 0.985 0.9849 0.900  0.8990 1.000 1.0000 0905  0.8995 | 0.9475 0.9459

Table 1: The detection results of comparison methods and MoSEs on main datasets with three score models.

dictions) and recall (proportion of correctly identi-
fied positives to actual positives), measuring class-
specific exactness and detection completeness.

Implements. As the default, we use BGE-M3
(Chen et al., 2024) as the pre-trained language en-
coder and use PCA to reduce semantic embeddings
to 32 dimensions. The conditional feature set com-
prises seven features: text length, mean/variance
of token log-probabilities, 2-gram/3-gram repeti-
tion, type-token ratio, and PCA-processed semantic
embeddings. For MoSEs-Ir, we use logistic regres-
sion for CTE. For MoSEs-xg, we use XGBoost for
CTE and set the maximum tree depth to 6 and the
number of estimators to 100.

Overview of experimental results. We conduct
extensive experiments, including the main experi-
ments in Section 4.2, the low-resource experiments
in Section 4.3, comprehensive ablation studies in
Section 4.4, out-of-distribution experiments in Ap-
pendix F, and experiments under different prompt
generation ways in Appendix I.

4.2 Main Experimental Results

We present the main experimental results in table 1,
evaluating the performance of different methods
across four datasets and three score models. The re-
sults are reported in terms of accuracy and F1 score
for each dataset, as well as the average performance
across all datasets.

From the results, MoSEs-xg consistently out-
performs the other methods, with average accu-
racy improvements of 11.34% over static threshold
methods. In most cases, it achieves the highest ac-
curacy and F1 score. The performance of MoSEs-
Ir is also better than comparison methods. The

static threshold and nearest voting methods show
the lower performance across all datasets. This
further points to the importance of adopting a more
adaptive threshold estimation mechanism. In addi-
tion, we conducted McNemar’s test to assess the
significance of our method’s improvements. The re-
sults show that both MoSEs-Ir and MoSEs-xg yield
statistically significant enhancements compared to
baselines, with X2 of 49.0 and 60.6, and p-values
of 2.56 x 10712 and 7.17 x 1071, respectively.

In summary, the main experiments demonstrate
the effectiveness of our proposed methods, partic-
ularly MoSEs-xg, in detecting Al-generated text
across various datasets. Our method achieves su-
perior performance compared to existing methods,
highlighting the advantages of combining stylistic-
aware and conditional threshold estimation.

4.3 Low-Resource Results

We also evaluated our method in the low-resource
case with only 200 texts in the reference dataset.
The experimental results are presented in table 2.
Despite the limited size of the reference dataset,
MoSEs-xg demonstrates state-of-the-art perfor-
mance and achieves the highest accuracy and F1
score in most cases, showcasing its effectiveness
even when training data is scarce. Specifically,
MoSEs-xg achieves average accuracy improve-
ments of 19.43% and even 39.15% for ROBERTa
over static threshold method. MoSEs-Ir also out-
performs the static threshold and nearest voting
methods, further highlighting the benefits of our
framework. These findings indicate that MoSEs
can achieve remarkable results even with small ref-
erence datasets, making it suitable for scenarios
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CNN DialogSum IMDB PubMedQA Avg.
Score Models Methods
Accuracy Fl1 score | Accuracy F1 score | Accuracy F1 score | Accuracy F1 score | Accuracy F1 score
Static Threshold | 0.555 0.6920 0.575 0.6414 0.665 0.7309 0.645 0.6926 | 0.6100  0.6892
ROBERT: Nearest Voting 0.565 0.6969 0.560  0.6174 0.675 0.7325 0.630  0.6726 | 0.6075  0.6799
o a
MoSEs-Ir 0.690  0.7075 0.735 0.7440 0.835 0.8390 0.690  0.6630 | 0.7375 0.7384
MoSEs-xg 0.795 0.8038 0.860  0.8614 0.920  0.9208 0.820  0.8182 | 0.8488  0.8511
Static Threshold | 0.860  0.8654 0.740  0.7111 0.900  0.8901 0.905 0.9045 | 0.8513  0.8428
Nearest Voting 0.820  0.8378 0.750  0.7449 0.930  0.9271 0.880  0.8857 | 0.8450  0.8489
Fast-DetectGPT
MoSEs-Ir 0.900  0.9020 0.810  0.8155 0.925 0.9261 0.880  0.8723 | 0.8788  0.8790
MoSEs-xg 0.930  0.9300 0.870  0.8687 0920 09184 0.920 09216 | 0.9100 0.9097
Static Threshold | 0.775 0.8052 0.750  0.7664 0.905 0.9082 0.840  0.8584 | 0.8175 0.8346
Lastd Nearest Voting 0.825 0.8309 0.750  0.7312 0930  0.9271 0.885 0.8910 | 0.8475 0.8451
astde
MOoSEs-Ir 0.900  0.9029 0.845 0.8473 0.950  0.9505 0.850  0.8370 | 0.8863  0.8844
MoSEs-xg 0.935 0.9347 0.880  0.8788 0.945 0.9442 0.910  0.9100 | 0.9175 0.9169

Table 2: The detection results of comparison methods and MoSEs on low-resource datasets with three score models.

where data availability is limited.

4.4 Ablation Studies

more robust and flexible strategy for selecting ref-
erence data in this context.

In this subsection, we discuss four aspects of ab- SAR | Threshold Estimator Ave.
lation studies as follows. By default, we show the Accuracy  F1 score
average results with Lastde on the main datasets. Static Threshold 0.8388  0.8522
Nearest Voting 0.8388 0.8517
w.0. SAR
Avg. Logistic Regression | 0.9250 0.9234
Selection Strategy Methods
Accuracy F1 score XGBoost 0.9450 0.9439
MOoSEs-Ir 0.9200 0.9203 Static Threshold 0.8488 0.8601
Classification )
MoSEs-xg | 0.9350 0.9344 SAR Nearest Voting 0.8525 0.8619
W.
MoSEs-Ir 0.9350 0.9350 MoSEs-Ir 0.9350 0.9350
m-nearest prototypes
MoSEs-xg | 0.9475  0.9459 MoSEs-xg 0.9475  0.9459

Table 3: The detection results of selection strategy.

Selection Strategy of Reference Data. After
finding the m-nearest prototype neighbor, there are
two strategies to select specific reference samples.
The hard one is to consider SAR as a classifier
that decides the corresponding style of input text
and activates all reference samples of that style in
the SRR, which we denoted as the classification
strategy. The soft one dynamically activates all
groups of samples corresponding to the m-nearest
prototypes, which is the default setting of SAR and
we denote it as the m-nearest strategy.

Table 3 demonstrate that the m-nearest strat-
egy outperforms the classification strategy. While
the m-nearest strategy captures a broader range
of stylistic information, the classification strategy,
which activates all samples of a determined style,
may overlook important samples and introduce in-
appropriate samples. Thus, m-nearest provides a

Table 4: The detection results of with (w.) or without
(w.o.) Stylistics-Aware Router.

Stylistics-Aware Router. To demonstrate the
effectiveness of SAR, we conducted an ablation
study that compares the setups with and without
SAR across different CTE implementations. As
shown in Table 4, there is a consistent increase in
both accuracy and F1 score across both compari-
son methods and CTEs. This indicates that SAR
effectively enhances performance by dynamically
selecting reference samples based on stylistic.

The Linguistic Conditional Features. We eval-
uated the importance of different conditional fea-
tures in CTE through ablation experiments. As
shown in table 5, we can see that each conditional
feature contributes to the performance. When any
of the features are removed, there is a drop in
both accuracy and F1 score for both MoSEs-Ir and
MoSEs-xg methods. The default setting, which
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. Avg.
Condition Methods
Accuracy F1 score
MoSEs-Ir | 0.9338  0.9339
w.o. text length
MoSEs-xg | 0.9375 0.9365
MoSEs-Ir | 0.9263  0.9272
w.0. log-proba mean
MoSEs-xg | 0.9425  0.9409
MoSEs-Ir | 0.9338  0.9331
w.o. log-proba var
MoSEs-xg | 0.9413  0.9397
. MoSEs-Ir | 0.9300  0.9303
w.0. 2-gram repetition
MoSEs-xg | 0.9413  0.9397
. MoSEs-Ir | 0.9313  0.9312
w.0. 3-gram repetition
MoSEs-xg | 0.9425  0.9410
. MoSEs-Ir | 09113  0.9129
w.0. type-token ratio
MoSEs-xg | 0.9413  0.9401
. . MoSEs-Ir | 0.9200  0.9191
w.o semantic condition
MoSEs-xg | 0.9413  0.9401
MoSEs-Ir | 0.9350  0.9350
Default
MoSEs-xg | 0.9475 0.9459

Table 5: The detection results of different conditional
features in Conditional Threshold Estimator. The ‘log-
proba’ means log-probability and ‘var’ means variance.

includes all features, achieves the highest perfor-
mance, demonstrating the importance of combin-
ing multiple conditional features in the CTE. More
detailed results can be seen in Appendix G.

Compression of Semantic Features. We ana-
lyzed the impact of semantic condition dimension-
ality by PCA-based ablation experiments. In Fig-
ure 4, we can see that the performance of MoSEs
exhibits an initial performance improvement with
compressing semantic embeddings, suggesting that
compressing semantic features to a moderate extent
can lead to gains. However, further increasing the
PCA dimension does not necessarily lead to bet-
ter performance and even slightly decreases. This
implies that retaining too much deep semantic in-
formation might introduce noise and disrupt other
linguistic statistical properties, which can nega-
tively impact performance. More detailed results
can be seen in Appendix H.

4.5 Computational Efficiency Analysis

We evaluated the training and inference times of
various methods on the test dataset, with compu-
tations on Intel Xeon(R) Gold 6226R CPUs and a
NVIDIA GeForce RTX 3090 GPU. The result is
summarized in table 6. Both MoSEs-Ir and MoSEs-
xg showed efficient training, with MoSEs-xg con-

MoSEs-xg
—e— MoSEs-Ir

0 16 32 48 64
The dimension of semantic condition

Figure 4: The detection results with different dimension
of semantic condition by PCA compression.

Methods Training Time (s) Inference Time (ms)
Static Threshold - 0.02
Nearest Voting - 0.09
MoSEs-Ir 0.18 0.06
MoSEs-xg 0.13 1.04

Table 6: Training and inference times of different meth-

!

ods on main datasets. ‘—” means no training is needed.

verging slightly faster than MoSEs-Ir. In terms
of inference time, MoSEs-Ir was faster than near-
est voting method and only slightly slower than
static threshold method, while achieving signifi-
cantly better accuracy and F1 scores. MoSEs-xg
has the slowest inference, but given the huge per-
formance gains, the inference speed is acceptable
compared to discrimination score models, such as
41ms for Lastde.

5 Conclusion

In this paper, we introduce the Mixture of Stylis-
tic Experts (MoSEs) framework, which incorpo-
rates three key components. Stylistics Reference
Repository (SRR) is a multi-style labeled dataset
with each sample annotated with source labels
and multi-dimensional linguistic features for cross-
style text analysis. Stylistics-Aware Router (SAR)
dynamically retrieves reference samples via seman-
tic feature-based nearest-neighbor search in a latent
space to refine stylistic grouping and Conditional
Threshold Estimator (CTE) jointly models linguis-
tic statistics and semantic embeddings to adaptively
determine classification thresholds for uncertainty-
aware dynamic decision-making.

Experimental results demonstrate the effective-
ness of MoSEs. Compared to baselines, the frame-
work achieves an average improvement of 11.34%
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in detection performance in normal cases. Notably,
in low-resource scenarios with only 200 reference
data points, MoSEs exhibits a more pronounced
improvement of 39.15% in data-constrained envi-
ronments. Ablation studies further validate the im-
portance of each component, showing that our SAR
and conditional features are crucial for enhanced
detection performance.

Limitations

(1) While PCA-based dimensionality reduction en-
hances computational efficiency and performance
by simplifying semantic embeddings , excessive
compression may lead to loss of deep semantic
information, whereas retaining overly high dimen-
sions could introduce noise, potentially destabiliz-
ing detection accuracy. (2) Although MoSEs-xg
significantly outperforms the baseline method, its
inference time (1.04ms) is slower compared to the
static thresholding method, and the algorithm struc-
ture can be further optimized. (3) The current study
focuses on binary detection. Inspiringly, MoSEs
can offer inherent extensibility for multi-source de-
tection (e.g. SeqXGPT (Wang et al., 2023a) and
DART (Park et al., 2025)) through incorporating
multi-source annotated data and upgrading CTE to
multi-class probability prediction in future work.
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A The detailed steps of prototype-based
approximation

Step 1: Representation Extraction For each sam-
ple in the Stylistics Reference Repository (SRR),
extract its semantic embedding using a pre-trained
language model such as BGE-M3. This forms the
feature matrix X* = [z5, ..., z%.] € RN for
each style s, where d is the dimension of the em-
bedding and N ¥ is the number of samples in style s.
This step transforms raw text data into a numerical
representation that captures semantic information.

Step 2: Initialization of Prototypes The ob-
jective of clustering is to divide the semantic fea-
tures into K prototypes to obtain the corresponding
prototype matrix P* = [p}, ..., pj| € R>X . Ini-
tialize K prototypes for each style. These initial
prototypes can be randomly selected from the fea-
ture matrix X ® or uniformly sampled within the
range of the feature space. The choice of initializa-
tion method can affect the convergence speed of
the subsequent optimization process.

Step 3: Deterministic Clustering via Optimal
Transport Formulate the clustering problem as
an optimal transport problem. Then the mapping
from X°® to P* can be denoted as a binary matrix
Q° = (g5, ..., q%s] € {0, 1} which indi-
cates the assignment of samples to prototypes. To
avoid degeneracy and encourage even distribution
of samples across clusters, we can relax the binary
constraint of QQ° to a transportation polytope. This
relaxation allows the use of efficient algorithms
like the Sinkhorn-Knopp algorithm to find a solu-
tion that balances between convergence speed and
faithfulness to the original problem.

Q" = diag(a) exp <(PS)€TXS) diag(83),

where o € RX and 3 € RY” are renormalization

vectors, and € = 0.05 trades off convergence speed
with closeness to the original transport problem.

Step 4: Update of Prototypes After the ini-
tial clustering, update the prototypes using a
momentum-based approach. Specifically, for each
prototype, the update rule is

Py, < ppy + (1 = )Ty,

where 41 is the momentum coefficient and &; is the
mean feature vector of the data points assigned to
the k-th prototype of class c in the current batch.
This momentum update helps to stabilize prototype
estimation by incorporating information from pre-
vious batches, reducing the variance introduced by
batch-to-batch fluctuations.

Step 5: Selection of Prototypes and Refer-
ence Samples Once the prototypes are updated,
the Stylistics-Aware Router (SAR) selects the m-
nearest prototypes to the input text based on se-
mantic features. The distance between the input
text’s feature embedding and each prototype is cal-
culated, and the closest prototypes are identified.
These selected prototypes are then used to activate
the corresponding reference samples for the next
Conditional Threshold Estimator (CTE).

B Preliminary of Linguistic Conditions

We use text length, log-probability mean and vari-
ance, n-gram repetition (with n = 2 or 3), and
type-token ratio as linguistic conditions. Here, we
provide their preliminary definitions in sequence.

* Text Length: Defined as the number of tokens
in the input text, denoted as L = |x|, where x
is the token sequence.

* Log-Probability Mean: Given the output log-
its I € RV of proxy model, i.e. the pre-
dicted log-probabilities over the vocabulary
are computed via log-softmax. Let p; be the
log-probability of the target token at position
1, then the mean is defined as:

1 L
Hlogp = z szﬁ
=1

which reflects the average confidence of the
proxy model in its predictions throughout the
sequence.

* Log-Probability Variance: With the same
notation, the variance of log-probabilities is
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given by:

L

1
0'120gp = z Z(pl - Mlogp)Qv
=1

which captures the stability of the prediction
confidence throughout the sequence.

N-gram Repetition: The repetition rate of
n-grams is computed by sliding a window of
size n over the token sequence and measuring
the proportion of n-grams that appear more
than once. Formally, let G,, denote the set of
all n-grams and ¢(g) the count of an n-gram
g, then:

2_geg, llelg) > 1]
|Gnl ’

which indicates redundancy or repetitiveness
in the given text.

R, =

Type-Token Ratio: Defined as:

_ |Unique Tokens| [set(x)|
\/|Total Tokens| VL

which assesses lexical diversity while mitigat-
ing the bias introduced by text length.

TTR

C Analysis of Linear Coefficients

For the MoSEs model based on logistic regression,
the classification probability is computed according
to eq. (2). To account for the contribution of each
condition to the detection results, we define z =
C3 — 7, and derive the partial derivative of the
output probability P(y = 1 | C, 7) with respect to
each condition c¢;:

OP(y=1|C,7) O0Py=1|C,1) " Oz

lole 0z aicz
=o0(z)(1 —0(2))B:.

We conduct evaluations in the main datasets and
report the mean partial derivatives with respect to
each condition, as shown in table 7.

On average, text length and log-probability vari-
ance contribute negatively to the estimated thresh-
olds, indicating that texts with longer length and
higher log-probability variance of LLMs are more
likely to be classified as Al-generated. This obser-
vation is consistent with the marginal distributions
shown in the corresponding subplots of fig. 3. In

Conditional property | Mean Partial Derivative
Text Length —5.61 x 107°
Log-Proba Mean 1.49 x 1072
Log-Proba Variance —6.24 x 1073
2-gram Repetition 6.91 x 1072
3-gram Repetition 7.97 x 1073
Type-Token Ratio 5.99 x 1072

Table 7: Mean partial derivatives with respect to each
conditional feature. “Proba” means Probability.

contrast, the remaining four conditions exhibit pos-
itive contributions to the estimated thresholds.

Moreover, the relatively large absolute values
of the partial derivatives for log-probability mean,
2-gram repetition, and type-token ratio suggest
that these properties have a greater influence on
the estimated thresholds. This observation is also
supported by the ablation results of the MoSEs-Ir
model presented in table 4.

D Theoretical Error Analysis of CTE

Consider the logistic regression model:
Ply=1|C,7)=0(CB—7),

where C' is the conditional feature vector, 3 €
R? is the linear coefficient vector, and 7 is the
discrimination score.

We provide a theoretical analysis of the rela-
tionship between the estimated [3 and the true 3.
Given n independent observations (Y;, C;, 7;), the
weighted log-likelihood function is obtained by

LB) == w [yz log pi
i=1 )

+ (1 — yi) log(1 —pi)]-
For simplicity, we denote y; = o(C,; B —
7i)yi=1,---,n,and

W = diag(wipr (1 — p1), -+ Wpptn (1 — pin)).

Under standard regularity assumptions with cor-
rect model specification, the maximum likelihood
estimator ,3 derived from Equation (5) exhibits
asymptotic normality:

V(B -8) % N(0,1,Y), ©6)

where Z,, is the weighted Fisher information matrix.
Its (4, j)-th element is defined as C’Z-WC']T.
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Further, from Equation (6) we have:
Va(CB-CB) % N (0,CT,'CT), ()

where CZ,;'CT /n represents the variance of
(CB — CP). It quantifies the error between our
estimated threshold and the optimal threshold. Sub-
stituting the plug-in estimator B into I,,, we have
the empirical Fisher information matrix I,. Then
the error can be specified as:

n?. zn: c,r;'ct

i=1
E XGBoostin CTE

To address the limitations of logistic regression in
modeling nonlinear interactions, we extend Condi-
tional Threshold Estimator using XGBoost.

Formally, given the conditional feature vector C
and discrimination score 7,the prediction of XG-
Boost in CTE can be formulated as:

Ply=1]C,7) =0 (7(C) —7),

K
#HC)=>_ fulC), freF,
=1

where F denotes the space of decision trees, fi(C')
is the prediction of the k-th tree for the conditional
feature vector C. Similarly to the logistic model,
the loss function for CTE in XGBoost is (5). How-
ever, the optimization process in XGBoost involves
an additive training approach. Starting with an
initial model, each subsequent tree is trained to
minimize the regularized loss function:

n
£0 =3 [t + f(cin] +9(0), ®
i=1
where £ is the loss function, g)i(t_l) is the prediction
from the previous ¢t — 1 trees, f; is the t-th tree,
and Q(f;) is a regularization term that penalizes
the complexity of the tree to prevent overfitting.
Each tree f; recursively partitions the feature
space based on splits optimized to minimize a reg-
ularized objective function:

K

LO) = L(ynt)+ > Qf),
=1

k=1

where £(y;, y;) is the loss function that quantifies
the difference between the true labels y; and and

predictions gi. Q(fx) = YT + 3A||wg* penal-
izes tree complexity through leaf count 7" and leaf
weights wy.

By leveraging this framework, XGBoost not only
captures nonlinear interactions between features
but also accommodates their hierarchical depen-
dencies, making it a powerful tool for obtaining
CTE beyond the linearity constraints of conven-
tional parametric models.

F Out-of-distribution Experiments

We further investigate whether MoSEs can identify
Al-generated texts in out-of-distribution settings,
i.e., detect texts from unseen styles or generated
by new LLMs. By default, we show the average
results with Lastde as the score model.

F.1 Unseen Styles

MOoSEs’ prototype mechanism in the semantic
space dynamically activates the most similar refer-
ence sample groups to new texts via an m-nearest
neighbor strategy, eliminating the need for prede-
fined style categories. Unlike traditional style clas-
sification, this strategy endows MoSEs with en-
hanced robustness.

To further validate this, we conducted out-of-
distribution (OOD) experiments on unseen styles,
including ROCStories (Mostafazadeh et al., 2016)
and Wikipedia paragraphs from SQuAD contexts
(Rajpurkar et al., 2016). The results in table 8
demonstrate that MoSEs outperforms in detection
tasks, confirming its robust generalization capabili-
ties across diverse text styles.

F.2 Unseen LLMs

MoSEs framework is fundamentally rooted in
stylistic and linguistic features rather than model-
specific generation patterns, thus enabling it to
recognize newly introduced models. We take
GLM130B (Zeng et al., 2023) as an example and
conducted out-of-distribution (OOD) experiments
on unseen LLMs, and the results in table 9 demon-
strate that MoSEs successfully detects samples gen-
erated by previously unseen models, validating its
generalization.

G Detailed Results on Linguistic
Conditional Features

In this section, we simply discuss the impact of
redundant features. Considering the complex, in-
trinsic interrelations among these features, we al-
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ROCStories SQuAD
Methods
Accuracy F1 score | Accuracy FI score
Static Threshold 0.750 0.7706 0.845 0.8584
Nearest Voting 0.755 0.7763 0.840 0.8545
MoSEs-Ir 0.825 0.8416 0.885 0.8900
MoSEs-xg 0.860 0.8654 0.905 0.9045

Table 8: The detection results on unseen styles.

CMV SciXGen WP Xsum
Methods
Accuracy Fl score | Accuracy Fl1 score | Accuracy Fl1 score | Accuracy Fl1 score
Static Threshold 0.930 0.9300 0.910 0.9091 0.870 0.8632 0.795 0.8057
Nearest Voting 0.955 0.9543 0.915 0.9137 0.955 0.9543 0.795 0.7980
MoSEs-Ir 0.960 0.9596 0.920 0.9192 0.975 0.9749 0.880 0.8776
MoSEs-xg 0.960 0.9596 0.955 0.9548 0.975 0.9749 0.920 0.9158

Table 9: The detection results on unseen LLMs.

low some feature redundancy. While being aware
of efficient modeling, we collect comprehensive
linguistic and semantic features to ensure gener-
alizability under different scenarios. The optimal
feature selection is automatically learned through
the end-to-end training of CTE.

As shown in table 10, which is the detailed re-
sults of table 5, we can learn that the gains of each
feature are consistent across all datasets, supporting
the importance of this feature.

In addition, using (affordably) additional fea-
tures may not bring too much computational over-
head. Without loss of generality, We also show the
training and inference times of with/without TTR
in table 11.

H Deteailed Results on Compression of
Semantic Features

PCA can effectively denoise, filter redundant
features, and enhance computational efficiency
while preserving principal features. To validate
it, we also conducted experiments using raw
embedding vectors, which showed that training
times for MoSEs-Ir and MoSEs-xg increased from
0.18s/0.13s to 607.76s/4.96s, and inference times
rose from 0.06ms/1.04ms to 0.08ms/2.97ms.

Due to the slow training time and the curse of
dimensionality in high-dimensional spaces in logis-
tic regression, we only present results for MoSEs-
xg in table 12. These demonstrate that direct use

of embedding vectors yields inferior performance
compared to PCA-reduced features, validating the
necessity of dimensionality reduction strategy.

I Experimental Results under Other
Prompt Generation Ways

To validate the robustness of Al-generated text
across different prompts, we also conducted exper-
iments under two other prompt generation ways:

* topical prompts (e.g. generating texts based
on argument, news title, story topic);

* specified prompts (e.g. specified source infor-
mation like BBC news or Reddit posts).

Table 13 demonstrates that MoSEs consistently
achieve optimal performance, aligning with the
findings from continuation prompts.

J Examples of Evaluation Datasets

We present representative text samples selected
from both the main datasets and lower-resource
datasets in table 14 for reference.
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. CMV SciXGen WP Xsum
Condition Method
Accuracy F1 score | Accuracy Fl1 score | Accuracy Fl score | Accuracy F1 score
MoSEs-Ir | 0.975 0.9751 0.910 0.9091 0.970 0.9700 0.880 0.8812
w.o. text length
MoSEs-xg | 0.975 0.9751 0.880 0.8800 0.985 0.9848 0.910 0.9062
MoSEs-Ir | 0.980 0.9800 0.870 0.8713 0.975 0.9751 0.880 0.8824
w.0. log-proba mean
MoSEs-xg | 0.965 0.9652 0.900 0.8990 1.000 1.0000 0.905 0.8995
MoSEs-Ir | 0.970 0.9697 0.890 0.8889 0.985 0.9849 0.890 0.8889
w.0. log-proba var
MoSEs-xg | 0.975 0.9746 0.895 0.8945 0.995 0.9950 0.900 0.8947
. MoSEs-Ir | 0.975 0.9749 0.895 0.8945 0.975 0.9749 0.875 0.8768
w.0. 2-gram repetition
MoSEs-xg | 0.980 0.9798 0.895 0.8934 1.000 1.0000 0.890 0.8854
» MoSEs-Ir | 0.975 0.9749 0.885 0.8844 0.990 0.9899 0.875 0.8756
w.0. 3-gram repetition
MoSEs-xg | 0.975 0.9749 0.895 0.8945 1.000 1.0000 0.900 0.8947
. MoSEs-Ir | 0.970 0.9703 0.875 0.8731 0.960 0.9592 0.840 0.8491
w.0. type-token ratio
MoSEs-xg | 0.975 0.9749 0.895 0.8945 0.995 0.9950 0.900 0.8958
Defanlt MoSEs-Ir | 0.980 0.9800 0.890 0.8889 0.990 0.9900 0.880 0.8812
efau
MoSEs-xg | 0.985 0.9849 0.900 0.8990 1.000 1.0000 0.905 0.8995
Table 10: The detailed detection results on linguistic conditional features.
Condition | Methods | Training Time (s) | Inference Time (ms)
MoSEs-Ir 0.1767 0.0598
w.o. TTR
MoSEs-xg 0.1333 1.0457
MoSEs-Ir 0.1795 0.0635
w. TTR
MoSEs-xg 0.1305 1.0420
Table 11: Training and inference times of with/without TTR on main datasets.
CMV SciXGen WP Xsum

Dimension

Accuracy F1 score

Accuracy Fl1 score

Accuracy F1 score

Accuracy F1 score

1024 (uncompressed)

0.975 0.9749

0.885 0.8844

0.995 0.9950

0.880 0.8812

32 (default)

0.985 0.9849

0.900 0.8990

1.000 1.0000

0.905 0.8995

Table 12: The detailed detection results on compression of semantic features.

CMV WP Xsum
Prompts Methods
Accuracy F1 score | Accuracy F1 score | Accuracy F1 score
Static Threshold 0.885 0.8930 0.945 0.9436 0.930 0.9247
Topical Nearest Voting 0.840 0.8609 0.960 0.9604 0.975 0.9746
opica
MoSEs-Ir 0.985 0.9849 0.985 0.9851 0.950 0.9485
MoSEs-xg 0.960 0.9608 0.965 0.9655 0.985 0.9849
Static Threshold 0.925 0.9275 0.950 0.9485 0.910 0.9011
. Nearest Voting 0.840 0.8621 0.980 0.9800 0.965 0.9641
Specified
MoSEs-Ir 0.990 0.9899 0.980 0.9802 0.940 0.9368
MoSEs-xg 0.975 0.9751 0.985 0.9849 0.990 0.9899

Table 13: The detection results on different prompt generation ways.
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Table 14: Text examples from eight datasets.

Dataset

Text

Source

CMV

On a hair dryer: "Do not use in a shower." If somebody’s dumb enough to use a
hair dryer in the shower, they’re not going to pay much attention to a warning la-
bel! Really those things only exist because corporations are so afraid of frivolous
lawsuits that could have been avoided if the consumer had only applied com-
mon sense in the first place. (Those lawsuits just drive up costs for everybody
else, but that’s a whole another story.) So I say corporations should be allowed
to remove warning labels that would be obvious if one applies common sense
without fear of litigation when Darwin strikes again.

Human

CMV

On a hair dryer: "Do not use in a shower." If somebody’s dumb enough to use a
hair dryer in the shower, they’re not going to pay much attention to the warning
label. However, it’s important that the warning label be there to remind people of
the potential danger of using an electrical appliance near water. It’s always better
to be safe than sorry, and reminding consumers to be cautious is a responsible
thing for manufacturers to do.

GPT-3.5
Turbo

XSum

Once Kyle Abbott dismissed Sri Lanka captain Angelo Mathews for 59 in the
third over of the day in Port Elizabeth, the tone was set. Abbott (2-38), Kagiso
Rabada (3-77) and Keshav Maharaj (3-86) all played their part as they went 1-0
up in the series. Stephen Cook’s second-innings 117 had set the home side up for
the win. South Africa are on track for a third-straight series win after losing their
number one ranking at the start of the year. The second game in the three-match
series starts in Cape Town on 2 January.

Human

XSum

Once Kyle Abbott dismissed Sri Lanka captain Angelo Mathews for 59 in the
third over of the day in Port Elizabeth, the tone was set. Abbott (2-38), Kagiso
Rabada (3-77), and Keshav Maharaj (3-86) bowled with great discipline and
control to ensure that Sri Lanka could only post a total of 224 in their first in-
nings. South Africa went on to control the match, posting a commanding total of
351 in their first innings thanks to captain Faf du Plessis’ brilliant century (137),
and then bowling Sri Lanka out again for 281 in their second innings to secure
victory by 206 runs. Overall, it was a comprehensive performance from South
Africa, with everyone contributing. The bowlers were particularly impressive,
taking wickets at crucial times and maintaining pressure throughout the match.

GPT-3.5
Turbo

WP

A lightly charred slip of paper floats to the floor in front of me. "Don’t. Just.....
don’t," I read in my own handwriting. Confused, I check the back but there

is nothing more to the message. That’s odd, I think, looking around the room.
And then I see her walk in, and everything in my mind goes blank. There have
always been beautiful women in the world Scarlett Johansson, Helen of Troy,
and many others. But I could tell, she was made just for me. Every fiber of my
being screamed at me to walk no, run to her, to ask her name, her deepest fears
and grandest dreams and her favorite color and why she came here today and
who her heroes are and if she prefers scrambled eggs or poached and..... then I
looked back down at the burnt paper still between my fingers.

Human
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Table 14 (Continued): Text examples from eight datasets.

Dataset

Text

Source

WP

A lightly charred slip of paper floats to the floor in front of me. "Don’t. Just.....
don’t," I read in my own handwriting. Confused, I check the back but there

is nothing written on it. It appears to be a torn piece of a larger note. My first
thought is that I must have written it to myself as a reminder or warning, but I
can’t remember what it could be referring to. I start to feel a sense of unease
and wonder if there is something important that I am forgetting. I try to think
back to any recent events or tasks that seemed significant, but nothing comes

to mind. As I ponder over the mysterious note, I decide to do some research to
help jog my memory. I search through my emails and text messages, hoping to
find any clues that might shed light on the note’s meaning. After several minutes
of searching, I come across an old email from a former colleague. As I read
through it, the memory suddenly floods back to me. It was a warning about a job
opportunity that seemed too good to be true, and my colleague had cautioned
me not to accept it due to some red flags she had noticed. I must have written the
note to remind myself of the warning, but somehow it had slipped my mind until
now. Grateful for the reminder, I make a mental note to be more cautious in the
future and trust my instincts when it comes to job opportunities.

GPT-3.5
Turbo

SciXGen

We present a novel unsupervised deep learning framework for anomalous event
detection in complex video scenes. While most existing works merely use hand-
crafted appearance and motion features, we propose Appearance and Motion
DeepNet (AMDN) which utilizes deep neural networks to automatically learn
feature representations. To exploit the complementary information of both ap-
pearance and motion patterns, we introduce a novel double fusion framework,
combining both the benefits of traditional early fusion and late fusion strategies.
Specifically, stacked denoising autoencoders are proposed to separately learn
both appearance and motion features as well as a joint representation (early fu-
sion). Based on the learned representations, multiple one-class SVM models
are used to predict the anomaly scores of each input, which are then integrated
with a late fusion strategy for final anomaly detection. We evaluate the proposed
method on two publicly available video surveillance datasets, showing competi-
tive performance with respect to state of the art approaches.

Human

SciXGen

We present a novel unsupervised deep learning framework for anomalous event
detection in complex video scenes. While most existing works merely use hand-
crafted appearance and motion features, we propose Appearance Guided Motion
Features (AGMF) as the input to our deep learning framework. These features
are extracted by clustering superpixels of each frame into several appearance
groups based on the similarity of their color and texture statistics. The motion
information is then utilized by computing the optical flow between consecutive
frames over each appearance group. This results in a set of motion models that
capture the common patterns of motion within each appearance group. Once
the AGMFs are extracted, they are fed into a deep autoencoder neural network
that is trained in an unsupervised manner to reconstruct the input AGMF se-
quence. The autoencoder network is then used to compute reconstruction errors,
which are used to determine the likelihood of a given sequence of AGMFs be-
ing anomalous or normal. Experimental results demonstrate that our proposed
approach outperforms several state-of-the-art methods on two challenging video
datasets. The proposed approach achieves high accuracy and detection rates
while maintaining low false positive rates, which is especially important in real-
world applications.

GPT-3.5
Turbo
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Table 14 (Continued): Text examples from eight datasets.

Dataset

Text

Source

CNN

Pep Guardiola was in no mood to celebrate as Bayern Munich secured their
place in the semi-final of the German Cup with a 5-3 penalty shoot-out vic-

tory over Bayer Leverkusen on Wednesday. The Munich boss instead admitted
his concern at the scoring touch which appears to have deserted his side in re-
cent games, with the German champions only finding the net once in their last
three matches. Guardiola believes the team is shackled by the absence of Franck
Ribery and Arjen Robben. Bayern Munich manager Pep Guardiola is concerned
about his team without Arjen Robben and Franck Ribery . Ribery (left) is absent
with an ankle injury while Robben is out until May with a stomach muscle tear .
>Without Arjen Robben and Franck Ribery, we are a different team,” Guardiola
said after the game. *Of course we have big problems because we have no play-
ers for the one-on-one situations. We have other players and have to adapt the
game for them.” Robben was ruled out for around two months with a stomach
muscle tear at the end of March. Ribery has an uncertain timescale on his recov-
ery from an ankle injury but is doubtful for the first leg of Munich’s Champions
League quarter-final tie against Porto. Munich’s players celebrate after progress-
ing to the semi-final of the German Cup . Thiago scored the winning penalty for
Munich against Bayer Leverkusen as the shoot-out was won 5-3 . Guardiola will
hope he can inspire his players to overcome the problem when they host Eintra-
cht Frankfurt on Saturday in the Bundesliga, looking to maintain their 10-point
advantage over Wolfsburg. The one goal Munich did score over their last three
encounters came from Robert Lewandowski in the 1-0 win against his former
club Borussia Dortmund and the two sides will meet again in the semi-final.

Human

CNN

Surging disappointments have emerged for Bayern Munich, following their most
recent games. They have encountered an unfortunate series of matches, mark-
ing only one goal in their last three. This dry spell created a pinching sense of
frustration following their near-victory against Bayer Leverkusen in the German
Cup, ending in penalties. The renowned football manager and former profes-
sional football player, Pep Guardiola, has weighed in on the situation. In his
opinion, the notable absence of Arjen Robben and Franck Ribery is the missing
key to Bayern Munich’s recent struggle. The dedication, precision, and team-
work of these premier players are difficult to replicate without them present.
Indeed, the recent goal drought has been an anomaly for the Bundesliga gi-

ants and should not detract from a strong season overall. With key figures like
Robben and Ribery returning and the continued guidance of Guardiola, the team
can learn from these losses and come back stronger and hungrier for their next
matches. Bayern Munich remains a force to be reckoned with even amidst a tem-
porary stumble.

GPT-4

DialogSum

Personl: I want to improve my handwriting, and I’ve practiced it for several
weeks, but nothing happened. You see, my handwriting is still bad. Person2:
Oh, come on. You know it’s a long process, you have to be patient. Personl: I
know it, but I don’t know when I can make it better. Person2: A, whatever you
do, the most important is perseverance. So you have to hang on there, the longer,
the better. Then some day, you will find you’ve already made a lot of progress.
Personl: Yeah, you are right. I must stop complaining and stick to it every day.
Person2: Yeah! Where there is a will, there is a way.

Human
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Table 14 (Continued): Text examples from eight datasets.

Dataset

Text

Source

DialogSum

Personl: Yeah, I know. But it’s really frustrating to see no progress. I've tried
different methods and techniques, but nothing seems to work. Person2: Well,
maybe you can try changing your approach. Instead of putting pressure on your-
self or focusing on the end result, shift your mindset to enjoying the process and
learning from each experience. Personl: That’s a good point. I guess I have been
too focused on how bad my handwriting is, instead of what I can learn from each
practice session. Person2: Exactly. And remember, improvement doesn’t always
have to be drastic. Small progress is still progress, and it’s something you can
build on. Personl: You’re right. I'll try to have more patience and focus on the
process, rather than being so hard on myself. Thanks for the advice. Person2:
No problem. Good luck with your practice, and I'm sure you’ll see some im-
provement soon!

GPT-4

IMDB

The Battleship Potemkin was said to have been a favourite of Charlie Chaplin. It
presents a dramatised version of the mutiny that occurred in 1905 when the crew
of the Russian battleship Potemkin rebelled against their officers of the Tsarist
regime.The film is a textbook cinema classic, and a masterpiece of creative edit-
ing, especially in the famous Odessa Steps sequence in which innocent civilians
are mown down in the bloodshed; the happenings of a minute are drawn into five
by frenzied cross-cutting. The film contains 1,300 separate shots, and in 1948
and 1958 was judged the best film ever made by a panel of international critics.
The Battleship Potemkin is in the public domain, in some parts of the world.

Human

IMDB

The Battleship Potemkin was said to have been a favourite of Charlie Chaplin,
which comes as no surprise considering this iconic silent film’s powerful impact
on cinema. Directed by Sergei Eisenstein in 1925, Battleship Potemkin tells

the story of a group of sailors who challenge their superiors on the eponymous
vessel, culminating in a mutiny that ultimately plants the seed of revolution in
early 20th century Russia. As a silent film, the movie relies heavily on visuals,
and Eisenstein’s innovative use of montages and editing techniques crafts a
compelling narrative that transcends language barriers. One of the most notable
elements of the film is the chilling "Odessa Steps" sequence, which depicts

the brutal massacre of civilians by Tsarist soldiers. The scene demonstrates
Eisenstein’s impressive ability to intertwine emotion and political commentary
through imagery, stirring a sense of empathy and urgency in the viewer. Thanks
to numerous restorations, the film’s cinematography remains striking in modern
viewings, with iconic shots that portray both the intensity and the vulnerability
of the revolutionaries. The film’s score, though separate from the original film
due to the nature of silent cinema, is nevertheless a vital component in conveying
emotion, and various new compositions have been created over the years to add
layers of meaning to the film. One cannot address Battleship Potemkin without
noting its historically controversial nature, earning the film a flickering list of
bans and censorship in numerous countries throughout its lifespan. Despite
this, or perhaps because of this, the film maintains a lasting influence on the

art of filmmaking and can be seen as the predecessor of numerous socially and
politically conscious films that followed. In conclusion, The Battleship Potemkin
is a fascinating classic that still captivates today, showcasing cinema’s ability

to provoke emotion and stir revolutions. Just as it was said to be a favorite of
the legendary Charlie Chaplin, audiences today can appreciate Eisenstein’s
innovative craftsmanship and the poignant tale of revolutionaries fighting for
freedom and justice.

GPT-4
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Table 14 (Continued): Text examples from eight datasets.

Dataset

Text

Source

PubMedQA

A neglect-like spatial unawareness and a lack of cognitive compensation for
varying degrees of temporal visual field loss were present in all the patients
observed. Not only is visual field loss a feature of chiasmal pathology, but the
higher visual function of affording attention within the temporal visual field by
means of using conscious thought to invoke appropriate compensatory eye move-
ment was also absent. This suggests the possibility of ’trans-synaptic dysfunc-
tion’” caused by loss of visual input to higher visual centres. When inattention

to the temporal side is manifest on monocular visual testing it should raise the
suspicion of chiasmal pathology.

Human

PubMedQA

Temporal visual field defects can indeed be associated with monocular inatten-
tion in chiasmal pathology. Chiasmal pathology refers to disorders or damage
affecting the optic chiasm, where the optic nerves from each eye cross and par-
tially exchange nerve fibers. This area is responsible for relaying visual infor-
mation from the eyes to the brain. In chiasmal pathology, the damage on the
optic chiasm can lead to various visual field defects, including temporal visual
field defects. Temporal visual field defects are characterized by loss of vision

or impaired vision in the outer (temporal) part of the visual field in one or both
eyes. Monocular inattention, on the other hand, refers to a patient’s inability to
pay attention to or process visual information coming from one eye, typically the
eye contralateral to the lesion. This can result in worsened visual performance
and can be associated with temporal visual field defects due to the impaired pro-
cessing of visual information from the affected eye. So, while temporal visual
field defects in chiasmal pathology can be associated with monocular inattention,
it is crucial to have a thorough assessment by an ophthalmologist or neurologist
to determine the exact cause of visual impairments and formulate appropriate
treatment plans.

GPT-4
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