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Abstract
The empathy dialogue system requires under-
standing emotions and their underlying causes.
However, existing datasets mainly focus on
emotion labels, while cause annotations are
added post hoc through costly and subjective
manual processes. This leads to three limita-
tions: subjective bias in cause labels, weak ra-
tionality due to ambiguous cause-emotion rela-
tionships, and high annotation costs that hinder
scalability. To address these challenges, we
propose ECC (Emotion-Cause Conversation
Dataset), a scalable dataset with 2.4K dia-
logues, which is also the first dialogue dataset
where conversations and their emotion-cause
labels are automatically generated synergisti-
cally during creation. We create an automatic
extension framework EC-DD for ECC that uti-
lizes knowledge and large language models
(LLMs) to automatically generate conversa-
tions, and train a causality-aware empathetic
response model CAER on this dataset. Experi-
mental results show that ECC can achieve com-
parable or even superior performance to artifi-
cially constructed empathy dialogue datasets.
Our code will be publicly released on https:
//github.com/Yuan-23/ECC.

1 Introduction

The field of empathetic response aims to improve
interpersonal communication by understanding and
reflecting others’ emotions (Huang et al., 2024;
Hsu et al., 2023). While emotions have been ex-
tensively studied, the ability to identify and utilize
emotion causes, the underlying triggers of emo-
tions, remains underexplored but critical for achiev-
ing deeper conversational understanding.

Emotion-cause analysis not only enriches emo-
tional reasoning (e.g., answering “Why does the
user feel this way?”) but also guides models to gen-
erate actionable and logically coherent responses,
moving beyond generic platitudes, like “I’m sorry
you feel this way.” As Figure 1, responses focus-
ing solely on emotion labels often fail to address

I have been under a lot of work pressure

lately, working overtime until late at

night. I feel like I‘m going to collapse...

It sounds like you’ve been working really

hard lately. Try giving yourself some time

to relax, such as listening to music.

In fact, the project deadline has suddenly

been advanced, and there are still people

in the team taking leave.

The sudden increase in burden must make

you feel helpless (emotion), don’t blame

yourself, you have already done your best.

The early deadline and team shortage have

indeed increased your pressure (cause),

and it is normal to feel helpless (emotion).

Perhaps we can communicate with super-

iors to postpone some non core tasks?
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Figure 1: (a) focus on emotions. (b) simultaneously
focus on emotions and causes. (c) the cause labels can’t
be annotated during the generation phase.

the root cause of distress (Figure 1a, empty talk of
encouragement has little effect), whereas integrat-
ing cause-aware reasoning enables targeted sugges-
tions (Figure 1b, proposing workload management
strategies for burnout caused by overtime work).

Despite its importance, existing dialogue
datasets mainly focus on emotion labels alone,
like EMPATHETIC DIALOGUES (Rashkin et al.,
2019) and ESConv (Liu et al., 2021), while cause
labels are typically added through post hoc manual
annotation, such as RECCON (Poria et al., 2021).
This approach introduces three critical limitations,
as shown in Figure 1c: Subjectivity Bias. Cause
labels are highly context-dependent and vary signif-
icantly across annotators (Xiao et al., 2023; Cheng
et al., 2023). Weak Rationality. Most dialogues
are originally designed without cause considera-
tions, resulting in ambiguous or mixed causes dur-
ing retrospective labeling (Liu et al., 2021; Gupta
and Dandapat, 2023). High Annotation Cost.
Manual cause labeling via crowdsourcing or ex-
pert annotation is resource-intensive and scales
poorly(Poria et al., 2021), limiting dataset utility
for large-scale model training.
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To address these challenges, we introduce ECC
(Emotion-Cause Conversation Dataset), the first
dialogue dataset automatically generated with joint
emotion-cause labels during its creation phase. Un-
like conventional datasets that retrofit cause labels
post hoc, ECC explicitly links each emotional ex-
pression to its contextual cause before generation
(e.g., “I’m anxiety [emotion] because my project
deadline was abruptly moved up [cause]”). This
approach ensures three key advantages: Cause-
Emotion Cohesion: Eliminates the semantic gap
between emotions and causes by integrating causal
relationships into the dialogue context in advance.
Reduced Subjectivity: Automated generation min-
imizes human bias, ensuring label consistency
across diverse scenarios. Scalability: Leveraging
LLMs, ECC can be efficiently expanded to support
evolving research needs. Our contributions:

• Emotion-Cause Dialogues Distillation Frame-
work (EC-DD): We propose a novel frame-
work that integrates commonsense knowledge
distillation into LLMs to automate dialogues
generation and emotion-cause extraction.

• Emotion-Cause Conversations dataset (ECC):
We construct and release ECC, which both
conversations and their emotion-cause labels
are generated synergistically without manual
intervention.

• Causality Aware Empathetic Response Model
(CAER): Leveraging ECC, we train CAER,
a model that prioritizes both emotional align-
ment and causal reasoning. Extensive exper-
iments demonstrate that CAER can generate
better empathetic responses.

2 Related Work

2.1 Empathetic Dialog Dataset Construction
Collecting real data on empathetic conversations is
challenging(Cai et al., 2023; Zhao et al., 2023), so
these two main methods are currently commonly
used: Crowdsourcing and data collection. Many
conversation datasets rely on crowdsourcing, which
involves recruiting workers for simple tasks and
providing them with themes, strategies, or person-
ality traits to guide their interactions, as seen in
works like (Liu et al., 2021; Rashkin et al., 2019;
Zhang et al., 2018). The other method involves
collecting data from existing sources by extracting
conversations from websites, novels, news articles,

or drama scripts, and workers are then recruited to
tag emotion labels, as demonstrated in (Li et al.,
2017; Gui et al., 2018; Gupta and Dandapat, 2023).

2.2 Emotion-Cause Labels

It is clear that understanding the reasons behind oth-
ers’ emotions allows us to better comprehend their
feelings. Based on this, extraction tasks related to
emotion and cause labels (ECE/ECPE) have been
proposed (Lee et al., 2010; Gui et al., 2018; Xia
and Ding, 2019). However, these tasks have fo-
cused on narrative texts (Xiao et al., 2023; Cheng
et al., 2023) and do not address conversational
texts, which are essential for empathetic responses.
Consequently, Poria et al. (2021) developed the
RECCON dataset, which combines portions of the
IEMOCAP (Busso et al., 2008) and DailyDialog
(Li et al., 2017) datasets, manually adding emotion
and cause labels. Although it is not designed for
empathy tasks, still sparked interest in exploring
reasons(Chen et al., 2024a,b) or extracting emotion
and cause (An et al., 2023; Chen et al., 2023; Zou
et al., 2024; Su et al., 2024) in the field of empathy.

3 EC-DD Framework

We develop Emotion-Cause Dialogues Distillation
(EC-DD) Framework to create the ECC dataset.
It integrates commonsense knowledge distillation
into LLMs to automate dialogues generation and
emotion-cause label extraction. As shown in Figure
2, the framework consists of four core steps. (i)
Extract Emotion-Cause Seeds. (ii) Processing of
Seeds. (iii) Dialogues Generation. (iv) Emotion-
Cause Labels Annotation.

Formally, given a commonsense triplet
xReact = {h, r, t}, h represents head, r repre-
sents relationship, t represents tail, the LLM (M )
generates a dialogue (D) based on the triplet. The
dialogue is defined as D = {u1, u2, u3, ..., un},
where ui represents the utterance at the ith turn.
Our goal is to have M generate the complete
conversation and annotate the emotion (e) label ue
and cause (c) label uc based on triplets.

3.1 Extract Emotion-Cause Seeds

Why choose xReact triplets? The commonsense
knowledge dataset Atomic2020 (Hwang et al.,
2021) proposes 23 types of commonsense relation-
ships, including seven event-centered relationships.
(West et al., 2022) utilized LLMs to distill these
relationships starting with “x” into seven types
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I know, I've been thinking about this painting for

weeks. I can't wait to bring it to life.

What is it about painting that excites you so much?

It's the process of creating something from nothing.

It's the feeling of tapping into my imagination and

expressing myself through color and form. It's like

a rush of energy that just fills me up.

It sounds like you're really passionate about it.

Absolutely. Painting is more than just a hobby for

me. It's my way of connecting with the world and

leaving my mark on it. It's where I find my

purpose and joy.

That's beautiful. I can't wait to see what you create.

Situation

Enzo's excitement stems from his love for

art and his passion for painting. As he

carefully selects the perfect shade of blue for

his next masterpiece, he can feel his

creativity bubbling to the surface. The

anticipation of creating something beautiful

fills him with a sense of joy and fulfillment.

`
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Figure 2: EC-DD Framework: (1) Extract emotion-cause seeds from the commonsense database. (2) Map emotions
to types in the emotion dictionary. (3) Use these seeds to generate situations and dialogues via LLMs. (4) Label
emotion and cause sentences in generated dialogues.

Head Relation Tail
X gets an advance xReact (so, X feels) proud
X is not giving up xWant (so, X wants) to succeed
X talks with his boss xAttr (X is seen as) polite

Table 1: Some Cases of ATOMIC triplets.

of symbolic knowledge, including {HinderedBy,
xNeed, xWant, xContent, xReact, xAttr, and xEf-
fect}, in the format of a triplet (Head, Relation,
Tail), as shown in Table 1. The xReact ralation cap-
tures an individual’s reaction to a specific situation,
i.e., (PersonX pays attention to the paint, xReact,
Motivated). It can be seen that the “Head” contains
the cause of an event, while the “Tail” contains the
emotional response of the protagonist “Personx” to
the event. Therefore, we extract the xReact triplet
as our foundational data.

Extraction of Emotion-Cause Seeds. The connec-
tion of the parts of the xReact triplet can be seen
as (“Head”, so, X feels “Tail”) (West et al., 2022).
We use Se to represent emotion seed and Sc to rep-
resent cause seed. The triplet’s “Tail” indicates the
speaker’s emotion, so Se = Tail, while the “Head”
provides the cause of emotion, so Sc = Head.

3.2 Processing of Seeds

Creation of Emotion Dictionary. Due to the com-
plexity of emotion seed categories, we created an
emotion dictionary (Poria et al., 2021) for clas-
sification. Specifically, we analyze the number
and frequency of emotion seeds, with consider-
ing the classification methods used in previous

papers (Busso et al., 2008; Li et al., 2017), we
extract ten emotions as category labels. We set pos-
itive categories (happy, excited, confident, relaxed,
proud) and negative categories (angry, frustrated,
sad, guilty, afraid). In addition, we have a neutral
category that includes words with ambiguous emo-
tion tendencies. During the dialogue generation
stage, we discard neutral data to avoid generating
conversations with unclear emotional labels.

Mapping Emotion to Category. Based on the clas-
sification defined in the emotion-dictionary, we use
GPT-3.5 to categorize the emotion seeds according
to their emotional tendencies and meanings, con-
solidating them into eleven categories (including
neutral). To ensure classification accuracy, we en-
list three expert evaluators. Each expert receives
prior training, classifying over 500 emotion words.
They review the model’s categorization of each
word, and in cases where two experts disagreed,
the third expert’s judgment is used to resolve the
conflict. The complete emotion dictionary can be
found in Appendix A.1.

3.3 Dialogues Generation

Generation of Situation. Inspired by the social
dialogue framework (Kim et al., 2023), we com-
bine emotion-cause seeds as the core theme of the
conversation, which is then provided as input to
GPT-3.5, to generate the “Situation” (T ):

T = M(Sc ⊕ c⊕ Se ⊕ Ps) (1)

Sc represents the triplet connector “so, personX
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Emotion Seed: Excited
Cause Seed: PersonX pays attention to the paint
Situation: Enzo’s excitement stems from his love for art and his passion for painting. As he carefully selects the perfect
shade of blue for his next masterpiece, he can feel his creativity bubbling to the surface. The anticipation of creating
something beautiful fills him with a sense of joy and fulfillment.
Dialogue:
Enzo: I know, I’ve been thinking about this painting for weeks. I can’t wait to bring it to life.
Friend: What is it about painting that excites you so much?
Enzo: It’s the process of creating something from nothing. It’s the feeling of tapping into my imagination and expressing
myself through color and form. It’s like a rush of energy that just fills me up.
Friend: It sounds like you’re really passionate about it.
Enzo: Absolutely. Painting is more than just a hobby for me. It’s my way of connecting with the world and leaving my
mark on it. It’s where I find my purpose and joy.
Friend: That’s beautiful. I can’t wait to see what you create.
Score: 5 (The better emotion / cause sentence is null)
Evaluation: The emotion and cause sentences align well with the dialogue and seeds. Enzo expresses excitement about
painting, detailing that the creation process, and opportunity to self-expression are the causes of his excitement.

Table 2: Each conversation in ECC contains emotion-cause seeds, situations, emotion sentence annotations, cause
sentence annotations, and complete dialogue information.

feelings”, and Ps is a prompt1 that emphasizes
the logic of emotion and cause. M generates a
comprehensive story description based on the core
theme as the background context for the dialogue,
as shown in the second row of Table 2.
Generation of Dialogue. We re-input the situation
T as background to GPT-3.5 to generate binary
dialogues D:

D = M(T ⊕ Pd) (2)

Pd is a prompt1 used to generate dialogues, and
the third row of Table 2 shows a complete dialogue.
Filtering and Regenerate. We have incorporated
semantic verification and safety screening modules
to filter generated dialogues. For responses that
deviate from the intended semantic context, the
model is prompted to regenerate the dialogue to
ensure consistency. To prevent dialogue patterns
from unduly influencing emotional tone, we have
systematically filtered out emotional annotations
and character action descriptors, i.e., “Selena (cry-
ing sadly): I want to try too”, “Edward (stumbling):
Yes, we did it”. Furthermore, we implemented the
Rewire API2 for toxic content detection, including
but not limited to biased, discriminatory, or violent
material. Dialogues exceeding a predefined toxicity
threshold (0.6) are automatically discarded.

3.4 Emotion-Cause Labels Annotation
Annotation of Emotions and Causes. We use
GPT-4o to annotate each binary, multi-round di-

1All prompt templates are shown in the appendix A.2
2https://rewire.online/

alogue. Specifically, we input the emotion-cause
dialogue along with the corresponding emotion-
cause seeds into M :

ue, uc = M(D ⊕ Se ⊕ Sc ⊕ Pl) (3)

Among them, Pl is the prompt1 we designed to
search for ue that matches Se and uc that corre-
sponds to Sc. For example, in Table 2, based on
the seed Se and Sc in the first row, Mark ue and
uc throughout the entire conversation in the third
line. Given the high coherence and consistency of
emotions throughout a conversation, we instruct
the model to select the sentences that best capture
both the emotion and its underlying cause.

Quality Evaluation of Labels. To confirm the
quality of labels, we conduct an automatic evalua-
tion of the rationality using GPT-4.0, with a scoring
system out of 5, where 1 is unreasonable and 5 is
reasonable. Given the LLMs may overly rely on
prompts for evaluation, there is a risk of overlook-
ing the diversity and nuances of dialogues. To
address this, we request LLMs provide reasoning
during the evaluation process. Additionally, to chal-
lenge the model’s inherent conservatism, we ask
the LLMs to suggest more reasonable emotion and
cause sentences. The scoring process is shown in
the last row of Table 2, and we incorporate the
LLMs’ reasoning process into the dataset as a refer-
ence. The final average score for ECC is 4.2, which
preliminarily validates the reasonableness of the
labels. We will reconfirm the quality of the labels
through human evaluation in section 4.3.
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Dataset Method Source Label Size Avg.Turn / Uttr MTLD ↑
DailyDialog Manual Collection Emotion 13K 7.9 / 11.2 41.1

CHASE Manual Collection Null 4K 2.7 / 68.1 35.0

ED Manual Writing Emotion 25K 4.3 / 13.7 41.2

ESConv Manual Writing Emotion 1K 29.8 / 17.8 67.6

RECCON Manual Writing Emotion + Cause 1K 10.5 / 13.8 10.8

SODA Automatic LLMs Null 1.5M 7.6 / 16.1 68.0

ECC Automatic LLMs Emotion + Cause 2.4K 13.0 / 22.0 55.3

Table 3: Comparison of dialogue datasets based on different production methods, data sources, label types, dataset
sizes, average dialogue turns/utterances, and MTLD scores. The MTLD (Measure of Textual Lexical Diversity)
score is used to evaluate the diversity of the conversations in each dataset.

4 ECC Dataset

Through the EC-DD framework, we extract an
Emotion-Cause Conversation (ECC) Dataset from
LLMs. We generate 3,000 data entries, and after
filtering, 2,398 dialogues with emotion-cause la-
bels are retained. Each conversation contains the
emotion-cause seed, situation, emotion sentence an-
notation, cause sentence annotation, and complete
dialogue information. Notably, ECC is the first
dialogue dataset with emotion-cause labels that is
generated without manual writing or labeling.

4.1 Data Quality

We compare ECC with various datasets commonly
used in the field of emotional dialogue, the fol-
lowing datasets are included: DailyDialog (Li
et al., 2017) includes 13,118 dialogues annotated
with 7 emotions for emotion recognition and dia-
logue generation. CHASE (Gupta and Dandapat,
2023) comprises approximately 42,293 utterances
from famous plays, generating 4.1k conversations
with manually crafted replies. EMPATHETIC
DIALOGUES (ED) (Rashkin et al., 2019) aims
for empathetic conversation generation, containing
25,000 manually annotated dialogues with 32 emo-
tion labels. ESConv (Liu et al., 2021) introduces
the Emotional Support Dialogue task, with 1,053
dialogues annotated for 7 negative emotions. REC-
CON (Poria et al., 2021) includes 1,106 dialogues
focusing on reasoning, with emotion and cause an-
notations. SODA (Kim et al., 2023) contains 1.5
million conversations and over 11 million utter-
ances focused on social dialogue, lacking empathy
or emotional cause labels.

As the first dataset automatically generated by
LLMs with simultaneous emotion and cause la-
beling, ECC preserves dialogue complexity while

overcoming the limitations of manual annotation.
As shown in Table 3, compared to other manu-
ally annotated datasets (i.e., DailyDialog, ED, and
ESConv, which only label emotions), ECC not
only provides joint emotion-cause labels (similar
to RECCON) but also expands the dataset size to
2.4K (RECCON has 1K), and avoids the subjectiv-
ity and high costs associated with manual annota-
tion through automatic generation. In terms of lan-
guage quality, ECC’s MTLD (McCarthy and Jarvis,
2010) score is significantly higher than most man-
ually annotated datasets (e.g., CHASE’s 35.0 and
RECCON’s 10.8), indicating greater diversity in its
dialogue texts. Additionally, its average turn length
(13.0 turns) and utterance length (22.0 words) out-
perform most similar datasets, suggesting that the
dialogue content has better contextual coherence
and logical depth. Although the dataset size is
smaller than the purely automatically generated
SODA, ECC fills the gap in joint emotion-cause
modeling within automatically generated datasets,
providing a more structured and scalable train-
ing resource for models to understand emotional
causality. Appendix B has more analysis.

4.2 Automatic Evaluation

We compare the performance of the automatically
generated ECC dataset with two manually anno-
tated datasets, ED (emotion labels only) and REC-
CON (emotion-cause labels), to evaluate their effec-
tiveness in training emotion-aware dialogue mod-
els. We fine-tune the same base model on all
three datasets using identical hyperparameters and
an 8:1:1 train/test/validation split. To ensure fair-
ness, we align the dataset sizes uniformly to ECC’s
size. Specifically, we randomly select complete
dialogue turns from ED to match the target size,
while performing data augmentation on the under-
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Model
Loss ↓ PPL ↓ Bleu-1 ↑ Rouge-1 ↑ ACC ↑

ED REC ECC ED REC ECC ED REC ECC ED REC ECC ED REC ECC

MOEL 5.9692 5.4379 4.1258 391.20 229.96 61.92 0.1814 0.2651 0.2986 0.1603 0.2445 0.2953 0.2746 0.5123 0.4810

MIME 5.9264 5.5050 3.9132 374.81 245.92 50.06 0.1735 0.2735 0.3119 0.1720 0.2455 0.2730 0.2355 0.5167 0.3917

EmpDG 5.2063 5.8464 3.5435 182.42 345.98 34.59 0.1794 0.2459 0.2602 0.1738 0.2397 0.2922 0.1250 0.4442 0.3984

Multi-Trs 5.4244 5.7590 3.6698 226.88 317.05 39.24 0.1869 0.3086 0.3030 0.1824 0.2442 0.2561 0.2143 0.4721 0.4375

Trs 5.5552 5.7841 3.6639 258.57 325.07 39.01 0.1711 0.2527 0.3184 0.1853 0.2527 0.2552 - - -

Table 4: ED represents EMPATHETIC DIALOGUES dataset, and REC is RECCON dataset. All experiments follow
the same experimental setup, and the dataset ratio follows 8:1:1. Bold indicates the best, followed by underline.

sized RECCON to fill the gap. We evaluate model
performance using metrics across four dimensions:
model loss (LOSS), perplexity (PPL), generative
quality (Blue-1, Rouge-1), and emotion accuracy
(ACC). The baseline models are as follows:

MIME (Majumder et al., 2020) generates di-
verse emotional responses by simulating mixed
emotions in conversations. MOEL (Lin et al.,
2019) uses multiple emotion-specific listeners to
produce responses aligned with the speaker’s emo-
tions. EmpDG (Li et al., 2020) enhances empa-
thetic dialogue by predicting emotions and gen-
erating context-appropriate responses. Multi-
Transformer (Rashkin et al., 2019) improves
multi-turn dialogue coherence by capturing de-
pendencies across turns. Transformer (Vaswani,
2017) captures relationships by self-attention, ex-
celling in text generation and emotion recognition.

As shown in Table 4, ECC exhibits superior
learning efficiency and text generation capabil-
ity, as evidenced by its significantly lower loss
and perplexity. Although RECCON’s granular
labeling enhances emotion recognition precision,
ECC generates smoother and more contextually
grounded responses, bridging the gap between
manual datasets and LLM-generated data. And
ECC, equipped with both emotion and cause la-
bels, consistently outperforms the emotion-only
ED dataset across all models in accuracy (ACC),
while RECCON achieves the highest accuracy due
to its fine-grained utterance-level emotion annota-
tions (versus dialogue-level in ECC/ED). Remark-
ably, ECC matches or even surpasses manually cu-
rated datasets in overall performance, proving that
automated emotion-cause labeling can rival human
annotation quality when integrated with structured
causal reasoning. We also present experimental re-
sults for both the original dataset size and a resized
version aligned with the RECCON dataset scale. In

Judge Aff Rel Con Nat Overall
human 1 4.52 4.24 4.07 4.47 4.33
human 2 5.00 4.54 4.56 4.75 4.71
human 3 5.00 4.53 4.62 5.00 4.79
Average 4.84 4.44 4.42 4.74 4.61

Table 5: The results of human evaluation for ECC.

human1&2 human1&3 human2&3 Avg
PCC ↑ 0.8574 0.8788 0.8737 0.8700

Table 6: PCC among three humans. The range is 0-1.

both cases, ECC demonstrates highly competitive
performance. For detailed comparative analysis,
please refer to Appendix B.3.

4.3 Human Evaluation
We invited three human evaluators, who had re-
ceived training in assessing emotional dialogues,
to conduct a manual evaluation of 100 randomly
selected dialogues from the ECC dataset. Four eval-
uation criteria were established: Affective, Rele-
vance, Consistency, and Naturalness, along with an
Overall score. Each evaluator independently rated
all dialogues, and the final results are presented
in Table 5. Additionally, to assess the consistency
among evaluators, we calculated the Pearson corre-
lation coefficient (PCC) between their ratings, as
shown in Table 6. The evaluation criteria are as fol-
lows: Affective(Aff) measures the authenticity and
intensity of emotional expression. Relevance(Rel)
measures the association between dialogue con-
tent and seeds. Consistency(Con) evaluates the
internal coherence of emotion and cause annota-
tions. Naturalness(Nat) assesses the naturalness
and fluency of the dialogue. We also used the latest
release of DeepSeek-v3 (671B) for the same evalu-
ation based on human evaluation metrics, and the
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Model PPL ↓ DIST-1 ↑ DIST-2 ↑ Bleu-1 ↑ Bleu-2 ↑
GPT-3.5 - 0.1742 0.5708 0.0827 0.0029

GPT-4o - 0.1378 0.5275 0.0547 0.0023

LLM+Kno - 0.1185 0.4762 0.1053 0.0364

DeepSeek-R1 - 0.0923 0.3497 0.0548 0.0115

T5-Large 12.5243 0.1758 0.1740 0.1121 0.0121

COSMO 18.0440 0.2907 0.7728 0.1491 0.0053

LLAMA3.2 15.0180 0.1030 0.3939 0.0489 0.0033

CAER 10.9965 0.2907 0.7045 0.2287 0.0559

Table 7: Experimental results of models on the REC-
CON dataset. RECCON is an unseen dataset with emo-
tion and cause labels for all models.

Model PPL ↓ Bleu-1 ↑ Bleu-2 ↑
LLM+Kno - 0.0963 0.0357
DeepSeek-R1 - 0.0620 0.0113

T5-Large 15.4101 0.1532 0.0181

COSMO 15.9213 0.1078 0.0100

LLAMA3.2 10.7275 0.0446 0.0043

CAER 7.8716 0.1571 0.0212

Table 8: Experimental results of models on the ED
dataset. ED is an unseen dataset without cause labels.

results and analysis are shown in Appendix B.5.
The evaluation results indicate that ECC per-

formed well across all dimensions, achieving an
overall score of 4.61. Among the criteria, Natural-
ness receive the highest score (4.74), suggesting
that the generated dialogues are fluent and align
with natural human expressions. The Affective
score is also relatively high (4.84), indicating that
the dialogues effectively convey emotions. The
correlation analysis of ratings shows a high level of
agreement among evaluators, with an average PCC
of 0.87, demonstrating consistency in their judg-
ments of dialogue quality. This further validates
that the ECC dataset maintains stable dialogue qual-
ity in most cases. Overall, the ECC dataset exhibits
high-quality dialogues, particularly excelling in
Naturalness and Emotional Expression.

5 CAER Model

We trained a Causal-Aware Empathetic Response
model, CAER, using our ECC dataset. Built on
the LLAMA-3.2-3B architecture, the CAER model
takes as inputs the historical dialogue context, situ-
ation, emotion-cause labels, and speaker informa-
tion extracted from the ECC dataset. Serving as an

emotional supporter, the model aims to generate
subsequent empathetic responses by effectively in-
tegrating contextual and causal information from
the dialogue history.

5.1 Automatic Evaluation

We use ED (25k) and RECCON (1k) as bench-
mark datasets. The automatic evaluation indicators
use PPL, Dist-1/2 and Blue-1/2. Considering that
CAER is trained on LLAMA and the current per-
formance of LLMs in playing emotional supporters
is already significant, we use LLMs as the baseline
for comparison. All models are set with the same
emotional support prompt1.

GPT-3.5 (Brown, 2020) generates coherent text
and engages effectively in conversations. GPT-4o
(Achiam et al., 2023) enhances the capabilities of
contextual understanding and produces more nu-
anced responses. T5-Large (Raffel et al., 2020)is a
transformer model utilizing the text-to-text frame-
work for various NLP tasks, such as translation
and summarization. COSMO (Kim et al., 2023)
is trained using SODA and ProsocialDialog (Kim
et al., 2022) in the social domain. LLAMA3.2-
8B (Dubey et al., 2024) is a pre-trained language
model with 3.2 billion parameters, known for its
strong text generation and comprehension capabili-
ties. DeepSeek-R1-Distill-Llama-8B (Guo et al.,
2025) is an AI assistant designed for productiv-
ity and complex tasks through advanced reasoning
and intelligent solutions. LLM+Knowledge (Qian
et al., 2023) combines LLM (GPT-3.5) with knowl-
edge to generate empathetic dialogues.

As shown in Table 7, CAER demonstrates out-
standing performance in empathetic response gen-
eration on the RECCON dataset. First, with a
perplexity (PPL) score of 10.9965, it significantly
outperforms COSMO (18.0440) and LLAMA3.2
(15.0180), indicating that CAER generates re-
sponses that are more fluent and coherent. Ad-
ditionally, in terms of diversity, CAER achieves
DIST-1 and DIST-2 scores of 0.2907 and 0.7045,
showcasing a richer lexical variety in its re-
sponses. Furthermore, CAER excels in BLEU
scores, achieving 0.2287 (BLEU-1) and 0.0559
(BLEU-2), significantly outperforming baseline
models, indicating better contextual alignment and
response quality even on unseen data. These results
suggest that CAER maintains low perplexity and
high response quality when handling new datasets,
showcasing stronger generalization ability and em-
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PPL ↓ DIST-1 ↑ DIST-2 ↑
CAER 9.8164 0.1026 0.4103
w/o E 9.9626 0.0915 0.3785

w/o C 10.3504 0.0645 0.3108

w/o EC 10.8673 0.0629 0.2998

Table 9: Ablation of Emotion(E) / Cause(C) labels.

pathetic response generation. In addition, as shown
in Table 8, the results of the ED dataset further
validate that CAER still performs quite well in gen-
erating empathy responses without cause labels.
Overall, CAER achieves low perplexity, high diver-
sity, and superior coherence while demonstrating
strong BLEU scores, proving its effectiveness in
causal-aware empathetic response generation.

5.2 Ablation experiment

The ablation study highlights the critical role of
cause labels in the CAER model’s performance
as Table 9. While removing emotion labels (w/o
E) slightly degrades perplexity (PPL) and diversity
(DIST), the absence of cause labels (w/o C) leads to
a more significant decline in both language quality
and lexical variety. Notably, the combined removal
of both labels (w/o EC) results in the poorest per-
formance, but the gap between “w/o C” and “w/o
EC” is smaller than between “CAER” and “w/o
C”, underscoring that cause labels dominate the
model’s ability to generate contextually relevant
and diverse responses. The sharp drop in DIST-2
when omitting cause labels versus emotion labels
suggests that causal reasoning is pivotal for main-
taining coherent and specific empathetic interac-
tions, as cause labels anchor responses to concrete
triggers rather than generic emotional cues. There-
fore, our subsequent tasks will consider inferring
emotional reasons in empathy response tasks.

5.3 Human Evaluation

Due to the subjectivity inherent in emotional dia-
logue, automatic evaluation metrics often struggle
to accurately assess empathetic responses. To ad-
dress this, we incorporate manual evaluation by se-
lecting three trained human experts. They evaluate
the models based on four criteria: context empa-
thy (Emp), topic relevance (Rel), dialogue natural-
ness (Nat), and Overall effectiveness. We compare
CAER head-to-head with five other response mod-
els and the ground truth, randomly selecting 50
conversation rounds from the unseen-dataset REC-

Model Emp Rel Nat Overall
GPT-3.5 30.29% 12.97% 10.64% 17.97%
CAER 69.71% 87.03% 89.36% 82.03%
GPT-4o 18.67% 5.38% 3.02% 9.02%
CAER 81.33% 94.62% 96.98% 91.88%
LLAMA-3.2 11.79% 4.24% 2.98% 6.34%
CAER 88.21% 95.76% 97.02% 93.66%
T5-Large 13.41% 8.19% 8.11% 9.90%
CAER 86.59% 91.81% 91.89% 90.10%
COSMO 6.72% 8.26% 10.41% 8.46%
CAER 93.28% 91.74% 89.59% 91.54%
Ground Truth 23.40% 27.20% 32.80% 27.80%
CAER 76.60% 72.80% 67.20% 72.20%

Table 10: Human evaluation of empathy response using
head-to-head method on the unseen dataset RECCON.

CON for the judges to assess. For fairness, all
models share the same prompt1.

The results in Table 10 indicate that the fre-
quency of selecting CAER is much higher than
other models in terms of empathy, relevance, natu-
ralness, and overall, indicating that CAER gen-
erates responses that are more in line with hu-
man emotions in conversations. In addition, al-
though RECCON is a precision manually annotated
dataset, its ground responses are not specifically
empathetic conversations based on emotions and
reasons in the conversation history, so the proba-
bility of being selected by human judges is also
difficult to beat CAER. We conducted a case study
in Appendix B.6 to explore why CAER’s response
is more favored by humans.

6 Conclusion

Our research introduces the EC-DD framework,
which utilizes LLMs to effectively extract empa-
thetic dialogue data based on common sense knowl-
edge, and annotate emotions and their root causes,
simplifying the generation of emotionally rich di-
alogues. Through this framework, we have gen-
erated a high-quality emotional dialogue dataset
ECC. We have established the first emotion-cause-
empathy strategy mapping and developed the first
fully automated emotion-cause annotation dataset,
achieving comparable or even superior quality to
manual datasets at a traditional cost of 5%. Using
the ECC dataset, we trained the empathy dialogue
model CAER, which achieved significant improve-
ments in empathy accuracy, strategy compatibility,
and response diversity.
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7 Limitations

Using LLMs to generate data may lead to illu-
sions and bias issues, although we have taken
multiple measures, including introducing external
knowledge, standardizing hierarchical templates,
multi model validation, and manual review. We
cannot guarantee the complete elimination of illu-
sions or bias issues, but our method significantly
improves consistency compared to retrospective
manual labeling. A second limitation lies in eval-
uation methodologies, current metrics for empa-
thetic dialogue systems lack automated mecha-
nisms to assess emotion-cause annotation quality.
While human evaluation partially addresses this
gap, developing standardized metrics for cause-
aware dialogue evaluation remains critical, a direc-
tion we are actively pursuing. In addition, while the
ECC dataset provides a foundational resource for
emotion-cause dialogue research, its current scale
remains limited due to our resource constraints.
Nevertheless, the existing corpus is sufficiently ro-
bust to support statistically meaningful preliminary
experiments in emotion-cause reasoning. We en-
vision that leveraging the EC-DD framework will
enable the generation of larger-scale dialogue data,
and future iterations will prioritize scaling efforts.
Despite these constraints, we believe ECC repre-
sents a significant step toward bridging the emotion-
cause gap in conversational AI. By open-sourcing
the ECC dataset, we aim to catalyze community ef-
forts in building more interpretable and actionable
empathetic systems.

8 Ethical Considerations

Our dataset is automatically generated, avoiding
personal user data, and our conversations are also
ethically filtered to ensure compliance with ethical
standards. Although enhancing machine empathy
is expected to provide mental health support, over-
reliance on AI for emotional labor may carry un-
expected risks. We hope that the dialogue between
intelligent artificial intelligence can be strictly regu-
lated, and policymakers and practitioners can strike
a balance between technological advancement and
human-centered oversight.
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A Details of ECC dataset

A.1 Emotion Dictionary
Figure 6 shows our complete emotion dictionary.
The emotion categories are divided into 11 cate-
gories, including five positive categories, five neg-
ative categories, and a neutral category. Positive
categories include: Happy, Excited, Confident, Re-
laxed, Proud. Negative categories include: Angry,
Frustrated, Sad, Guilty, Afraid.

A.2 Prompt Templates
Figure 7 details the hierarchical prompt templates
used in our framework, which are categorized into
four functional groups: (1) Generation of Situation
(e.g., “This sentence contains emotions and the rea-
sons that trigger them, expand this sentence into
no more than three sentences.”), (2) Generation of
Dialogue (e.g., “In the scene, there should be mul-
tiple rounds of in-depth dialogue between Person 1
and Person 2, which should clearly express Person
1‘s emotions and emotional sources.”),(3) Annota-
tion of Emotions and Causes. Template includes
placeholders for dynamic variables (e.g., emotion,
cause and dialogue) to ensure adaptability. and
(4) CAER Model. CAER model and other LLMs
use the same prompts in experimental comparisons.
Template includes placeholders for dynamic vari-
ables (e.g., speaker roles, emotional intensity) to
ensure adaptability. In practice, we recommend
iteratively adjusting template specificity and tone
based on the model’s intermediate outputs—for in-
stance, increasing cause explicitness if generated
dialogues exhibit vague causal links.

A.3 Cost-Efficiency Analysis
The cost of LLM-generated datasets is manageable,
and the ECC dataset costs less than 500 dollars in
total. However, traditional methods require over
7,000 dollars even excluding training and label-
ing costs, as shown in tabel 11. Our calculation
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Dataset Size Cost(USD) ↑ Detail

ESConv 1k 7.65k 425 workers × 3 dollars/h × 6 h

ED 25k 9.72k 810 workers × 2 dollars/h × 6 h

ECC 2.4k 0.5k Fully automated

Table 11: Cost comparison between manual crowd-
sourcing dataset and ECC dataset. The ED dataset was
released in 2019, and ESConv was 2021.

data comes from the original manuscript of the pa-
per and the Amazon crowdsourcing prices of the
year the paper was published. In addition, we only
estimate the data generation cost in the table. Tra-
ditional datasets such as ESConv and ED require
secondary human labeling of cause tags, which
may double the cost in our calculations and is a key
obstacle to expanding the emotional reason dataset.
Our method collaboratively generates emotion and
cause labels, reflecting three advantages:

• No Retroactive Labeling: Traditional ap-
proaches double costs for emotion/cause an-
notation.

• Scalability: The EC-DD framework enables
easy dataset expansion, unlike crowd-sourced
methods.

• Consistency: LLMs avoid inherent labeler at-
trition effects in crowd-sourcing.

A.4 Dialogues Cases

Tabel 16 showcases diverse dialogues generated
through the EC-DD framework, highlighting its
capability to model complex emotion-cause inter-
actions. These two dialogue cases generated by
the EC-DD framework demonstrate the effective-
ness of the close integration of emotions and causal
seeds. The first case, based on Vera’s driving expe-
rience in mountainous areas, naturally presents the
emotion of “Relaxed” with details of fresh air and
magnificent scenery. Mike’s response in the con-
versation reinforces the healing effect of the natural
environment, with logical coherence and realistic
context. The second case is based on Teagan’s frus-
tration caused by a technical malfunction leading
to a failed speech, accurately mapping the causal
relationship between “Frustrated” emotions and
“PersonX goes through a lot of trouble”. Andy’s em-
pathy and rational suggestions balance the tension

ED

surprised

excited

annoyed

proud

angry

sad

lonely

grateful

impressed

afraid

COLA

happy

excited

sad

angry
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confident

afraid

frustrated

proud

guilty

RECCON

neutral

happiness

surprise

anger

sadness

excited

disgust

frustrated

angry

sad

Figure 3: Distributions of the top ten emotions in ED,
RECCON, and ECC datasets.

of the conversation. Overall, the EC-DD frame-
work demonstrates robustness in emotional logic
and situational construction.

B Supplementary Experiments

B.1 Implementation Details

The model configuration uses 300-dimensional hid-
den states and embeddings, a batch size of 16, learn-
ing rate of 0.0001, gradient clipping at 2.0, beam
search size of 5, and a fixed random seed of 42. The
experiments employed a distributed data-parallel
strategy with mixed-precision training (FP16) on 4
NVIDIA A100 GPUs (80GB VRAM each, 320GB
total), completing in approximately 6 hours.

B.2 Emotion Distribution

By analyzing the distribution of emotions across
different datasets, as shown in Figure 3, we observe
that the ECC dataset has a more balanced emotion
distribution compared to the manually annotated
RECCON dataset (both datasets contain emotion-
cause labels). The emotional distribution in ECC is
similar to that in the artificial balanced dataset ED,
but the ‘happy’ category appears more frequently,
likely because LLMs tend to generate more positive
conversations. Meanwhile, our emotion dictionary
automatically classifies many nuanced, generally
positive emotion words under the ‘happy’ label,
which helps minimize ambiguity.

Overall, the emotional distribution of the ECC
dataset is balanced, avoiding overexpression or un-
derexpression of specific emotions, allowing mod-
els trained on ECC to experience various emotional
expressions, thereby enhancing their generalization
ability in different emotional scenarios.

B.3 Automatic Evaluation

In Table 4 of the main text, we presented com-
parative results of the ED, RECCON, and ECC
datasets under the same data scale. Here, Table
14 shows the performance comparison of the orig-
inal dataset after training on various models: ED
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Figure 4: The performance comparison of the original
datasets: ED(25K), RECCON(1K), and ECC(2.4K).

(25K), RECCON (1K), and ECC (2.4K). The re-
sults indicate that ED, with ten times the data vol-
ume, partially compensates for model convergence
(lower loss and perplexity), but fails to significantly
improve emotion recognition accuracy. The perfor-
mance of the RECCON dataset slightly declines
due to its reduced scale. Notably, the ECC dataset
achieves robust model convergence and high emo-
tion classification accuracy with only one-tenth of
ED’s data volume, demonstrating that our ECC
dataset matches or even surpasses the performance
of manually curated datasets (ED, RECCON) in
emotion-related tasks. Figure 4 shows a more intu-
itive comparison effect.

For the sake of fairness in comparison, we also
aligned the ED dataset (1K) and ECC dataset (1K)
with the RECCON dataset (1K), trained and tested
them on each model separately, and the results are
shown in Table 15. The experimental results show
that after losing the advantage of data volume, the
ED dataset (1K) cannot effectively generate high-
quality responses in various models, and its emo-
tion accuracy is greatly reduced. Compared with
the RECCON dataset of the same scale, ECC out-
performs RECCON in terms of model convergence
and response ability. Although ECC’s dialogue-
level emotion labels result in slightly lower classi-
fication accuracy than the discourse-level emotion
labels in the RECCON dataset, it still maintains an
accuracy similar to that of 2K dataset, proving the
stability and reliability.
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Figure 5: The differences in the results of various indi-
cators between ECC and RECCON datasets on LLMs.

B.4 Automatic indicators

As shown in Figure 5, we compared the responses
of RECCON and ECC datasets on a large model
and found that RECCON’s overall performance
was inferior to ECC’s across all models, indicating
that the conversations in the RECCON dataset were
of poor quality for empathetic responses, while
ECC maintained good response on multiple large
models on the same unseen dataset.

B.5 DeepSeek Evaluation

In order to evaluate more objectively, we used
LLMs outside the GPT series to assess our ECC
dataset. We conducted a comprehensive evaluation
of the full dataset and individual the test sets using
the latest released DeepSeek-v3-250324 (671B).
Our evaluation criteria use five quantitative indica-
tors (0-5 points) consistent with expert recommen-
dations: context empathy (Emp), topic relevance
(Rel), dialogue naturalness (Nat), and Overall ef-
fectiveness. To verify the evaluation results, we
compared the manual evaluation results (Table 5)
with the DeepSeek automatic evaluation and calcu-
lated the Pearson correlation coefficient (PCC) to
measure consistency. For the reliability of the data,
we manually checked the test set and evaluated it
outside the entire dataset.

From the evaluation results in Table 12, it can be
seen that the Test Set is highly consistent with the
Full Data in all indicators, verifying its rationality
and representativeness. For example, a Nat score
of 4.96 indicates that the test set perfectly matches
the complete data in terms of language fluency and
authenticity; The scores for emotional consistency
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ECC Aff Rel Con Nat Overall

Full Data 4.51 4.13 4.41 4.96 4.56

Test Set 4.52 4.11 4.42 4.96 4.58

Table 12: Evaluation results of the ECC full data and
test data using DeepSeek-v3-250324 (671B).

Full & Test Full & Human Test & Human

PCC ↑ 0.998 0.832 0.827

Table 13: Pearson correlation coefficient(PCC) between
deepseek and human judges. The PPC is 0-1.

(Aff) and content coherence (Con) were 4.52 and
4.42, respectively, which were almost on par with
the complete data’s 4.51 and 4.41, further indicat-
ing that the test set screening did not introduce
significant bias. Although the correlation (Rel)
score was slightly lower (4.11 vs. 4.13), the over-
all performance (Overall 4.58 vs. 4.56) was still
slightly better than the complete data, reflecting
the effectiveness of manual screening in removing
low-quality samples.

In addition, it can be found that DeepSeek’s eval-
uation consistently exceeds 4.0 on all metrics, ver-
ifying the high quality of the ECC dataset. table
13 demonstrates strong alignment (PCC > 0.8) be-
tween model ratings and human judgments, further
validating the reliability of the evaluation.

B.6 A Case of Responses

We provide a specific comparison of response cases,
as shown in Table 17, with all model settings con-
sistent with section 5.2.

Different models exhibit distinct response char-
acteristics. GPT-3.5 acknowledges the challenges
of the situation and emphasizes the importance
of celebrating victories. GPT-4o expresses excite-
ment and asks Mauricio about his feelings regard-
ing future work. GPT-3.5+Knowledge conducts
polite greetings and analysis, giving a strong sense
of distance. DeepSeek-R1-Distill-Llama and T5
offer minimal engagement, conveying happiness
without depth. COSMO recognizes the situation
while demonstrating some engagement with future
goals. LLAMA3.2-3B delivers a lengthy analy-
sis of Mauricio’s emotions, which may overwhelm
him with details. While all models aim to provide
positive feedback on Mauricio’s excitement, mod-
els like LLAMA3.2-3B, GPT-3.5, DeepSeek-R1-

Distill-Llama and T5 often produce responses that
are either overly detailed or too brief, potentially
limiting empathetic engagement. COSMO empha-
sizes social interaction but lacks significant emo-
tional depth. GPT-3.5+Knowledge and GPT-4o’s
responses feel more observational and less immer-
sive. Empathy response not only requires feedback
on the content of the user’s words, but also makes
the user feel understood and cared for, providing
emotional value. Therefore, these responses are
perfect in daily conversations, but appear slightly
inferior in empathy.

While the CAER model enhances understanding
of user emotions and their sources through emo-
tional and causal information, resulting in more tar-
geted responses. It first acknowledges Mauricio’s
feelings and the positive impact of his new job,
then asks an open-ended question about his expec-
tations to invite him sharing more and foster deeper
connections. Emotion labels help accurately cap-
ture feelings, while cause labels offer insights into
the motivations, leading to more personalized and
supportive responses. In contrast, models lacking
this information often generalize or deviate from
the topic. By combining emotion and cause labels,
CAER achieves a balanced approach to empathy
and engagement, showcasing distinct advantages
over similar models.
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Happy

appreciated amused cheerful connected entertained friendly good grateful kind

loved nice optimistic secure silly understood warm delighted hopeful

safe joyful interested generous valued encouraged clever intelligent protective

beautiful lucky enlightened okay welcomed close attractive rewarded accepting

loving so happy protected welcome understanding romantic glad liked attracted

hot alive agreeable tender forgiving relieved reborn satisfied content

pleased full fulfilled grateful helpful responsible productive useful thankful

trusted supported supportive accepted mature awake

Excited
adventurous amazed eager energized exhilarated inspired intrigued motivated passionate

playful surprised curious creative enthusiastic energetic shocked elated ecstatic

more adventurous brilliant crazy thrilled ready freed liberated thrilled

Confident
brave courageous decisive determined empowered powerful strong respected in control

fearless knowledgeable organized

Relaxed
at ease calm cool peaceful rested refreshed comfortable free nostalgic

cared for comforted listened to caring at home at peace cared about

Proud accomplished successful victorious triumphant honored competent wise patriotic loyal

Angry
annoyed irritated mad upset disgusted resentful apathetic betrayed deceitful

ridiculous enraged insulted jealous entitled

Frustrated
discouraged helpless hopeless overwhelmed confused embarrassed uncomfortable exhausted trapped

envious sick rejected powerless puzzled bored sentimental less energetic

inferior unlucky uninterested bad ignored defeated unwanted

Sad
blue disappointed lonely hurt miserable unhappy lost devastated compassionate

depressed sympathetic alone touched moved in pain abandoned pain misunderstood

painful sore

Guilty ashamed regretful remorseful sorry apologetic distracted punished

Afraid
anxious nervous scared terrified worried concerned frightened stressed tense

restless isolated apprehensive threatened exposed fearful horrified skeptical

Neutral

challenged important thoughtful impressed unsure open special obligated focused

included artistic stubborn attentive elegant self-righteous accountable serious cultured

independent in need stylish cold tough patient alert rich noble

mean sluggish uncertain logical poor seen in charge self-conscious committed

rebellious resigned controlled paid sober weak taller awkward humble

uneasy clean innocent involved damp wet unique grounded cramped

dirty healthy smart hungry tired

Figure 6: Emotion Dictionary

Generation of Situation
This sentence contains emotions and the reasons that trigger them, expand this sentence

into no more than three sentences:

Generation of Dialogue
In the scene, there should be multiple rounds of in-depth dialogue between Person 1 and

Person 2, which should clearly express Person 1‘s emotions and emotional sources:

Annotation of 

Emotions and Causes

Conversation content:{dialogue}

Emotional description:{Head, so X feel Tail}

1.Emotion:Please find the Conversation content that best fits the emotions or meaning

conveyed by {emotion} in the original conversation, preferably in one sentence.

2.Cause:Please find the Conversation content that best fits the situation or meaning

expressed by {cause} in the original conversation, preferably in one sentence.

3.Please directly return the Emotion and Cause found in Conversation content, and do not

add any irrelevant text.

4.Please provide your output in the following format:

Emotion: emotion clause from the Conversation

Cause: cause clause from the Conversation

CAER Model

Your are {Model Name}, you are comforting users who come to share their feelings, and

you can provide emotional support.

You are good at discovering emotional reasons and the emotions of the other party. Please

provide a new answer for the conversation with the user.

Figure 7: Prompt Templates
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Model
Loss ↓ PPL ↓ ACC ↑

ED(25k) REC(1k) ECC(2.4k) ED(25k) REC(1k) ECC(2.4k) ED(25k) REC(1k) ECC(2.4k)

MOEL 3.6538 5.3284 4.1258 38.6217 206.1164 61.92 0.3473 0.5335 0.4810

MIME 3.6216 5.7027 3.9132 37.3986 299.6700 50.06 0.2990 0.5660 0.3917

EmpDG 3.6241 5.9463 3.5435 37.4909 382.3244 34.59 0.3184 0.4493 0.3984

Multi-Trs 3.6201 5.7897 3.6698 37.3425 326.9298 39.24 0.3189 0.5232 0.4375

CEM 3.5918 8.8923 4.7330 36.3011 7335.5936 113.6355 0.3743 - 0.4810

Trs 3.6250 5.8274 3.6639 37.5253 339.4767 39.01 - - -

Table 14: The performance comparison of the original datasets: ED (25K), RECCON (1K), and ECC (2.4K).
EMPATHETIC DIALOGUES(ED), RECCON(REC). Bold indicates the best, followed by underline.

Model
Loss ↓ PPL ↓ ACC ↑

ED(1k) REC(1k) ECC(1k) ED(1k) REC(1k) ECC(1k) ED(1k) REC(1k) ECC(1k)

MOEL 5.9151 5.3284 4.6684 370.5991 229.9617 106.5303 0.2390 0.5123 0.4029

MIME 6.6778 5.7027 4.9533 794.5479 245.9227 141.6364 0.1720 0.5167 0.3973

EmpDG 9.1134 5.9463 5.0277 9075.9811 345.9754 152.5772 0.0134 0.4442 0.3292

Multi-Trs 9.1243 5.7897 5.0504 9175.7161 317.0468 156.0811 0.0301 0.4721 0.3627

CEM 9.1171 8.8923 6.4850 9109.4356 7335.5936 655.2152 0.0174 0.0190 0.3862

Trs 9.1230 5.8274 4.9950 9163.8827 325.0747 147.6679 - - -

Table 15: Comparison of test results of ECC subset (1K) and ED subset (1K) with the same size as RECCON (1K)
after training on all models. Bold indicates the best, followed by underline.
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Emotion Seed: Relaxed

Cause Seed: PersonX drives to the mountains

Situation: As Vera drives higher and higher into the mountains, she feels the weight of her stress and worries begin to
fade away. The fresh, crisp air and breathtaking views give her a sense of peace and calm that she hasn’t felt in a long
time. As she continues to wind her way through the scenic roads, she can feel herself letting go of all the tension and
embracing the tranquility of the mountains.

Dialogue:

Vera: incredible. I’ve never felt so at peace before. The stress from work and everything else just seems to melt away as I
drive higher into the mountains.

Mike: It’s amazing how nature has a way of doing that. The beauty and tranquility of the mountains can have a profound
effect on our emotions.

Vera: It’s like a weight has been lifted off my shoulders. I can breathe and think clearly for the first time in a long time.

Mike: Sometimes we just need to escape from our everyday surroundings and find a place that allows us to connect with
ourselves and nature. I’m glad you’re finding some peace up here.

Vera: Me too. I’ve been feeling so overwhelmed lately, but being up here has really helped me put things into perspective.
I feel like I can finally let go of all the worry and stress that’s been weighing me down.

Mike: That’s the power of the mountains. It’s like they have a way of cleansing our minds and rejuvenating our spirits.

Score: 5 (The better emotion / cause sentence is null)

Evaluation: The EC-labels align perfectly with the emotion and corresponding reason mentioned in the dialogue. There
is no need to change the emotional or reason sentence as it accurately captures Vera’s feeling of relaxation. The cause
of her relaxation, which is driving into the mountains, is also well explained in the EC-labels and coincides with the
dialogue. Overall, the reasonableness of the EC-labels are excellent, subsequently receiving the highest possible score of
5.

Emotion Seed: Frustrated

Cause Seed: PersonX goes through a lot of trouble

Situation: Teagan had spent hours preparing for the big presentation at work, only to have the technology fail right as
she was about to start. She had put so much effort into making sure everything was perfect, and now it was all falling
apart. Frustrated and overwhelmed, she couldn’t help but feel like all of her hard work had been in vain.

Dialogue:

Teagan: I spent so much time and effort preparing for this presentation, only for the technology to fail at the last minute.
It feels like everything I’ve worked for has been for nothing.

Andy: I understand how frustrating that must be.

Teagan: I just can’t shake the feeling that I let everyone down. I wanted to show my colleagues what I’m capable of, and
now I feel like I’ve failed them.

Andy: You didn’t fail anyone, Teagan. Sometimes things don’t go as planned, but that doesn’t diminish the hard work
and dedication you put into preparing for this presentation. You’ll have another chance to show everyone what you’re
capable of.

Teagan: I know, but it’s just so frustrating. I wanted everything to go perfectly, and now it’s all gone wrong.

Andy: It’s okay to feel frustrated, Teagan. But don’t let this one setback undermine all the hard work and preparation you
put into this presentation. You’re capable of so much, and one mishap doesn’t change that.

Teagan: You’re right. I need to remember that this doesn’t define me or my abilities. I just need to regroup and figure out
how to move forward from here.

Andy: Exactly. Take a deep breath and remember that you’ve overcome challenges before. This is just another bump in
the road, and I have no doubt that you’ll find a way to make the best of it.

Score: 5 (The better emotion / cause sentence is null)

Evaluation: The EC-labels are completely reasonable. The identified emotion aligns with Teagan’s expressed feelings
of failure and disappointment. The cause is also accurate as it is based on the technological failure that caused Teagan’s
failure. There is no need for another emotion or cause to be selected from the original dialogue, as these are the most
expressive and pertinent.

Table 16: More cases of generating dialogues through the EC-DD framework.
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Emotion: Excited

Cause: Mauricio gets a job.

Situation: Mauricio had been searching for a job for months, and finally landing one made him feel relieved and proud
of himself. He had been feeling discouraged and stressed about his financial situation, but now with a stable income, he
felt a sense of security and success. The excitement of starting a new chapter in his life gave Mauricio a newfound sense
of motivation and optimism for the future.

Dialogue History:

Mauricio: I finally got the job! I’ve been searching for so long, and it feels like a weight has been lifted off my shoulders.

Friend: That’s fantastic, Mauricio! I’m so happy for you. How are you feeling about it?

Mauricio: Relieved, for sure. I’ve been feeling so stressed about my financial situation, and finally having a stable
income is a huge relief. I feel like I can finally breathe again.

Ground Truth: I can only imagine how tough it’s been for you. But now that you’ve got this job, how are you
feeling about the future?

GPT-3.5: I can imagine how tough that must have been for you. It’s completely normal to feel that sense of relief and
gratitude when things start to go your way. It’s important to take a moment to acknowledge all your hard work and
determination. I’m really proud of you for never giving up on your search. How are you planning to celebrate this
victory?

GPT-4o: It’s wonderful to hear that you’re feeling relieved, Mauricio! Finding stability can truly change everything.
What are you most excited about as you start this new job?

GPT-3.5+Knowledge: Thank you for sharing. It sounds like you have been feeling a range of emotions. It’s important
to take the time to process and understand your feelings. How have you been coping with everything?

DeepSeek-R1-Distill-Llama-8B: Congratulations again!

T5-Large: Thank you, Mauricio. I’m so happy for you.

COSMO: That’s understandable. It’s tough when you’re not sure what your next move should be. But now that you
have this job, what are your goals? What do you hope to accomplish in your career?

LLAMA3.2-3B: Mauricio, it sounds like you’re feeling an incredible sense of accomplishment and relief. Landing a job
after months of searching is a huge milestone, and it’s no wonder you’re feeling proud of yourself. But I also sense that
there’s more to your emotions than just excitement and relief. You mentioned feeling stressed and discouraged about
your financial situation before getting the job. Can you tell me more about what was going through your mind when you
were struggling? Was it the uncertainty of your future, the pressure to provide for yourself and others, or something else
entirely? I want to make sure I understand the full range of your emotions and help you process them. You are so much
more than your current circumstances, and I’m here to support you in exploring those aspects of yourself.

CAER: I can imagine. It’s amazing how much of a difference a stable income can make. What are you most looking
forward to about this new chapter in your life?

Table 17: Empathetic responses from different models within the same dialogue history and situation.
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