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Abstract

When performing reasoning tasks with user-
specific requirements, such as strict output for-
mats, large language models (LLMs) often pri-
oritize reasoning over adherence to detailed
instructions. Fine-tuning LLMs on supervised
datasets to address this is impractical due to
high computational costs and limited parame-
ter access. To tackle this, we propose DICE,
a lightweight framework that guides small lan-
guage models (SLMs) to refine LLMs’ out-
puts through chain-of-thought (CoT) correc-
tion. DICE decouples the process by first
prompting LLMs to generate natural language
responses, then using trained SLMs to analyze
and refine these outputs to meet structured out-
put specifications. This framework preserves
LLMs’ broad knowledge and reasoning capa-
bilities while ensuring the outputs conform to
user demands. Specifically, DICE first con-
structs structured CoT adaptation datasets via a
two-stage method and subsequently applies a
dual-tuning strategy to fine-tune SLMs for gen-
erating structured outputs in an analyze-then-
answer pattern. Experiments demonstrate that
DICE improves the average format accuracy
and content correctness of LLM outputs by
35.4% and 29.4%, respectively, achieving state-
of-the-art (SOTA) performance over other com-
petitive baselines.

1 Introduction

Large language models (LLMs) have demonstrated
significant advancements across diverse natural
language processing (NLP) tasks, exhibiting ex-
ceptional capabilities in language comprehension
and reasoning (Guo et al., 2025; Yang et al., 2024;
Grattafiori et al., 2024; Team et al., 2024; Chen
et al., 2025b; Hurst et al., 2024). Their ability to
follow general instructions is crucial in practical
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Figure 1: Structured format accuracy and unstruc-
tured output accuracy across model sizes on MATH.
The models are required to generate structured output
given 2-shot prompts. The bars represent content accu-
racy of unstructured natural language outputs, and the
lines denote the format accuracy of structured outputs.
More details about formats are in Appendix B.

scenarios, such as complex decision-making, sci-
entific research, and automated problem solving
(Ouyang et al., 2022; Qin et al., 2024; Zhao et al.,
2025). However, this instruction-following ability
tends to degrade when LLMs are applied to chal-
lenging reasoning tasks (Tam et al., 2024; Shorten
et al., 2024; Chen et al., 2025a), which restricts the
broader application in reasoning-intensive tasks.

While scaling up LLMs can enhance their rea-
soning capacity (Kaplan et al., 2020; Zhong et al.,
2021; Naveed et al., 2024), we observe a counter-
intuitive trade-off: larger models sometimes ex-
hibit weaker adherence to user-specific instructions
compared to smaller counterparts, even when their
underlying reasoning is correct. Our preliminary
experiments (Figure 1) provide empirical evidence
of this trade-off, focusing on user instructions re-
lated to specific output formats. It is observed that
format accuracy peaks at mid-scale models while
declining in larger models, despite their superior
reasoning performance. Specifically, large-scale

6951

Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 6951-6966
November 4-9, 2025 ©2025 Association for Computational Linguistics


https://github.com/1717Li/DICE

Overview

& I

0
@ T
< L @ .

—

& —|—' Noocoooooooooo
|
Structured CoT S X e
SL Adaptation Data

Data construction details
000---, g

/

0 -
@? 0O @’; o’ g
]

LLM SLM LLM

P

So=LsEs, 1 A
! b A
! SFT JK " Grro
— |
1 /
! SLM SLM
- SLM
Legend
PR >0 A 3% @ Frozen
- O ’\ : Trainable
O—» — = —_— —_ [ : Question token
: LLM output token
: Format token
StM Structured : Answer token
Output : Rationale token

Figure 2: Overview of DICE framework. The training process comprises two sequential phases: DICE first
employs a two-stage strategy to construct structured chain-of-thought data and subsequently implements a dual-
tuning methodology to optimize the SLM to enforce rigorous format compliance. During inference, the trained
SLM systematically analyzes and refines the natural language outputs from the LLM.

models (e.g., 32B and 72B parameters) optimized
for diverse tasks tend to allocate more attention to
solving difficult problems, but often at the expense
of strict adherence to output formatting instructions.
The fragility of structured outputs exacerbates this
issue—minor deviations (e.g., a misplaced bracket
in JSON) can lead to complete parsing failures,
disproportionately penalizing larger models during
evaluation.

A natural solution is to fine-tune LLMs on the
supervised dataset, but it is associated with several
critical challenges: (1) Inefficiency: fine-tuning
LLMs typically requires prohibitive computational
resources and extended training duration; (2) Align-
ment Tax: task-specific fine-tuning risks catas-
trophic forgetting, which can inadvertently lead
to performance degradation (Ouyang et al., 2022;
Bubeck et al., 2023; Jiang et al., 2024). (3) Imprac-
ticality: for many API-only LLMs such as GPT-4
(Achiam et al., 2023), fine-tuning is infeasible due
to inaccessible of model parameters. Recent stud-
ies have investigated collaborative frameworks that
utilize small language models (SLMs) to effectively
adapt LLMs to domain-specific tasks. Some meth-
ods use the probability distribution shift of SLM
during fine-tuning to calibrate the LLM outputs
(Liu et al., 2024; Ormazabal et al., 2023), while
others employ model collaboration techniques to
facilitate multi-step reasoning generation and path
search (Sun et al., 2024; Fan et al., 2025; Kim et al.,
2025; Zheng et al., 2025). Additionally, several

studies fine-tune SLMs to learn the correctional
residuals between the ground-truth and the LLM-
generated answers (Ji et al., 2024; Kim et al., 2024;
Chen et al., 2024). However, these methods orig-
inally focus on enhancing the LLM’s reasoning
performance while overlooking its capability to
follow instructions. Moreover, they fail to fully
exploit the information embedded in the outputs of
LLM, resulting in a high mis-correction rate. Thus,
even when applied to structured reasoning tasks,
these methods fail to adequately balance format
output and reasoning performance.

To address these limitations, we propose a frame-
work that adapts LLMs to structured reasoning
tasks by guiDing SLMs to thInk with Chain-of-
thought corrEction (DICE), as illustrated in Fig-
ure 2. The framework operates in two stages: first,
the LLM is prompted to produce unstructured natu-
ral language responses, avoiding interference from
complex formatting requirements that could de-
grade reasoning quality. Then, a trained SLM is
deployed to refine these outputs into specific for-
mats. To train the SLM, we employ a two-stage
process to generate rationales and construct struc-
tured chain-of-thought (CoT) adaptation datasets,
followed by a dual-tuning strategy that guides the
SLMs to perform deep analysis on LLM outputs
before generating final answers. The core inno-
vation of DICE lies in our novel use of the model
collaboration framework to enhance the instruction-
following capabilities of LLMs and the analyze-
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then-answer pattern used in SLMs generation. By
utilizing chain-of-thought prompting to stimulate
the reasoning ability of SLMs (Wei et al., 2023; Lyu
et al., 2023; Srivastava et al., 2025), they are able
to improve instruction-following ability without
compromising the inherent reasoning performance
of LLMs, thereby addressing the mis-correction
issues observed in prior approaches.

We conduct extensive experiments on five rea-
soning benchmarks to validate DICE’s effective-
ness in adapting LLMs to downstream structured
tasks. Compared to LLM with a 2-shot prompt,
DICE achieves significant improvements, demon-
strating average gains of 35.4% in format accuracy
and 29.4% in content accuracy. Moreover, DICE
consistently outperforms other baselines across
nearly all evaluated datasets. Our key contributions
can be summarized as follows:

* To the best of our knowledge, we are the first
to identify the negative correlation between
instruction-following ability and model scale
in reasoning tasks: while larger models ex-
hibit stronger reasoning capabilities, their ad-
herence to instructions tends to decline.

* We introduce DICE, a lightweight framework
that leverages SLM to adapt LLMs to struc-
tured reasoning tasks. DICE operates without
modifying the LLMs’ parameters, thereby cir-
cumventing the “alignment tax” associated
with fine-tuning and preserving the LLMs’
general knowledge.

* Extensive experiments show that DICE
outperforms other baselines in improving
instruction-following capabilities in reasoning
tasks without compromising reasoning per-
formance. Furthermore, DICE demonstrates
superior generalizability across datasets and
models, making it applicable in a wider range
of scenarios.

2 Related Work

2.1 Instruction-Following Ability of LLMs

The capability of LLMs to follow user instructions
is critical for practical applications. In recent years,
numerous studies on model instruction-following
have emerged. IFEval (Zhou et al., 2023) and
CIF-Bench (LI et al., 2024) contain various in-
structions for evaluating the general instruction-
following proficiency. FOFO (Xia et al., 2024) and

StructuredRAG (Shorten et al., 2024) specifically
target format compliance evaluation. Specifically,
for tasks requiring structured outputs, constrained
decoding-based methods (Willard and Louf, 2023;
Koo et al., 2024; Dong et al., 2025) have been pro-
posed to enforce models to generate responses in
specific formats. However, such methods suffer
from poor flexibility and simultaneously degrade
the quality of model-generated content (Tam et al.,
2024). To solve these problems, we first propose
reasoning tasks with specific output formats to si-
multaneously evaluate model instruction-following
and reasoning abilities. Secondly, we introduce a
model collaboration-based approach that enhances
the model’s instruction-following ability while im-
proving its reasoning performance.

2.2 Collaboration of SLMs and LLMs

Due to prohibitively high computational costs and
inaccessibility to model parameters, direct fine-
tuning of LLMs remains infeasible for most re-
searchers. This challenge has driven extensive ex-
ploration into LLM and SLM collaborative frame-
works for task-specific adaptation. Distribution
alignment approaches (Liu et al., 2024; Ormazabal
et al., 2023) attempt to integrate the output distri-
bution shifts during SLM fine-tuning with LLM
output distributions, but their practical applicability
is circumscribed by the inaccessibility of full vo-
cabulary probability distributions of various LLMs.
Routing-based mechanisms (Sun et al., 2024; Ag-
garwal et al., 2024; Fan et al., 2025) decompose
tasks into multi-step reasoning processes, where
SLM selects optimal paths on multiple responses
generated by LLM or dynamically selects between
SLM and LLM during inference. However, these
methods lead to increased computational cost and
latency due to repeated LLM invocations. SLM
correction frameworks (Kim et al., 2024; Ji et al.,
2024; Kim et al., 2025) train SLM to learn the resid-
ual between the LLM output and target answer, but
existing methods suffer from high mis-correction
rates due to insufficient analysis and utilization of
LLM output. When applied to structured reason-
ing tasks, these challenges persistently undermine
the model’s ability to maintain structured output
fidelity while ensuring reasoning accuracy in com-
plex questions. To address these limitations, this
work constructs structured chain-of-thought adap-
tation benchmarks and leverages the analyze-then-
answer pattern to enhance the reasoning and cor-
rection capability of SLMs.
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3 Method

In this section, we delve into the technical details
of adapting LLMs to structured reasoning tasks
by guiDing SLMs to thInk with Chain-of-thought
corrEction (DICE). In Section 3.1, we present the
two-stage construction process of the structured
chain-of-thought adaptation dataset. Next, in Sec-
tion 3.2, we introduce the dual-tuning strategy used
to fine-tune the SLM. The overview of DICE is
presented in Figure 2 and Algorithm 1.

Algorithm 1: Algorithm of DICE
Input: Pretrained LLM M, SLM 7, original dataset
D = {(z%,y")}}L,, format token 1, learning
rate for SFT ng, learning rate for SFT nq,

training iteration for SFT T's, training
iteration for GRPO T¢

// Structured Q construction
Q «+ 0
for z*,y' € Ddo
gy~ M2ty
71 Ysa ~ mo(-a", yo)
if y5 1 = y' then
| Q<+ QuU{(z, v s i, y)}
else
7‘%7?!.2,2 ~ ﬂ—0('|ZI“l7yZ;7yz)
if y;2 = 9" then ‘
| Q+ Qu{(=",y5 s, 75, y")}
end
end

o - N I e e

_
- o

—
18

end
// Fine-tuning the SLM
14 fort =1t0Ts do
15 Lsrr (9, Q) — ]EQ[LSFT(H)] (Eq. 5)
16 0(*97175V9£5FT(9,Q
17 end
18 fort =1t0Tc do
19 Larro(0, Q) + Ego[Larro(8)] (Eq. 9)
20 0 <+ G—nsVQZ:GRpo(@, Q)
21 end
Output: Fine-tuned SLM g

-
w

3.1 Structured Chain-of-Thought Adaptation
Dataset Construction

Given a pre-trained LLM M, pre-trained SLM 7,
and question-answer pairs D = {(z%, y*)}}¥, from
the original training set (/V is the size of the bench-
mark), our approach begins by instructing the LLM
M directly to obtain the natural language outputs:

Yo ~ M(:|z") (1)

To address the problem of high mis-correction
rate in prior approaches, we construct analytical
data based on ¥,, which can guide the SLM to
reason before generating the final answers. To re-
duce computational cost and generate rationales

more suitable for SLM to learn, we propose a two-
stage methodology, akin to STaR (Zelikman et al.,
2022), to instruct the pre-trained SLM g to reason
the LLM output and provide the predicted answer.
Considering the limited instruction-following capa-
bility of 7y, we first generate two demonstrations
with the assistance of LLM in the following two
steps. In the first stage, the rationale 7% and pre-
dicted answer yiyl are formulated as:

(11, ya1) ~ mo(-|a’, ) 2)

Based on the assumption that rationales leading
to correct predicted answers possess positive utility,
we filter the generated outputs, retaining only those
associated with accurate answers (yé’1 = y%). In
the subsequent stage, for the filtered-out samples,
where g alone struggles to generate meaningful ra-
tionales, we append the answer label 1/’ as a contex-
tual hint to the original input of these challenging
samples, then regenerate rationales and answers:

(r9,y25) ~ mo(-|2?, yd, ) foryl y # 47 (3)

After generation, we repeat the aforementioned
filtering procedure. Empirical results from our
experiments demonstrate that, following this two-
stage approach, the SLM successfully generates ra-
tionales yielding correct predictions for over 90%
of the original training split. Consequently, we
discard the filter-out samples in the second stage.
The final rationale set can be formulated as R =
R1UR2 = {rilys: = yl}zN:llU{T%Wg,z =y ;\/:22’
where N7 and N, denote the number of samples
retaining after each filtering procedure. Ultimately,
we embed the rationales and answers into the re-
quired format (presented as yy), obtaining the
new training target t* = (y;, 7% y*). The final
structured chain-of-thought adaptation dataset is

N1+N:
Q = {(:Uka y§> tk) k:lir 2’
3.2 Guiding SLMs to Think Through a
Dual-Tuning Strategy

The most straightforward fine-tuning approach is
SFT, wherein the 7y is trained to predict all target
tokens with equal emphasis. The training objective
is to minimize the cross-entropy loss:

Lspr(0) = —log my(t|z, yo) )

where (z,y,,t) ~ Q. The target ¢ consists of
three components, allowing us to decompose the

6954



loss function and gradient into three corresponding
terms:

Lspr(0) = —logm(ys, 7 y|T, yo)

—L0) + L0+ Ly0) )

VgﬁSFT(Q) = Vgﬁf(e) + Vgﬁr(e) + V@ﬁy(e) (6)

In practice, these three components are intrin-
sically interwoven and vary in length across ac-
tual outputs, rendering separate computation in-
feasible. Moreover, the rationale r typically con-
stitutes the longest segment; for example, in the
MATH dataset requiring XML output, the aver-
age token ratio between yy, r, and y is approxi-
mately 25 : 135 : 1. Consequently, during gradient
computation, |VyL,(6)| can significantly exceed
|VoLf(0)| and [VoL,(0)|. This imbalance causes
T to prioritize minimizing £,.(#) during optimiza-
tion, resulting in insufficient learning of y; and
y. Meanwhile, since 7 is generated by g itself, it
primarily contains in-domain knowledge that pro-
vides limited additional information. In contrast,
novel knowledge such as user instruction and task-
specific information is primarily contained in y
and y, which necessitate more focused learning.

To address this challenge, we propose a dual-
tuning strategy to progressively optimize the SLM.
First, we conduct SFT utilizing Low-Rank Adap-
tation (LoRA (Hu et al., 2022)) on mg to rapidly
acquire format specifications and the analyze-then-
answer generation pattern, obtaining msrr. Sub-
sequently, we employ a more granular fine-tuning
method to further optimize 7grr using the GRPO
(Shao et al., 2024) algorithm (detailed in Appendix
C). For model output £ = (¥¢,7,9), we design re-
ward functions that assign rewards solely based on
yr and g, neglecting 7. The total reward is calcu-
lated as follows:

2, both yj; and ¢ are correct
reward = q 1, one of 3y and g is correct  (7)

0, both 3 and ¢ are incorrect

4 Experiments

4.1 Experimental Setup

Datasets and Metrics We evaluate the effective-
ness of DICE from four dimensions: mathematical
reasoning (GSMS8K (Cobbe et al., 2021), MATH
(Hendrycks et al., 2021)), commonsense reasoning
(CommonsenseQA (Talmor et al., 2018), CSQA for

short), domain-specific reasoning (MedQA-zh (Jin
et al., 2021)), and implicit reasoning (StrategyQA
(Geva et al., 2021)). To comprehensively evaluate
the model’s reasoning and instruction-following
ability, we restructure the output into a more so-
phisticated XML format. We employ two met-
rics to evaluate the quality of the outputs: Format
Accuracy (F-Acc) and Content Accuracy (C-Acc).
Format Accuracy assesses adherence to structural
elements and keywords prescribed by the template.
Content accuracy is derived from the Exact Match
(EM) score calculated for the final answer extracted
from outputs. Notably, format compliance is a nec-
essary condition for content accuracy. More details
are in Appendix A.

Baselines We compare DICE against three
methodological categories: (1) Training-free
method: This category utilizes pre-trained large
and small language models for response generation
through 0-shot prompt and In-Context Learning
(ICL). We also leverage the reflection baseline that
feeds format-violated outputs from LLM ICL to the
LLM and instruct it to reflect and regenerate the an-
swer. (2) Supervised Fine-Tuning (SFT) method: In
this category, SLMs are directly fine-tuned on the
supervised training data. (3) Model collaboration
method: Aligner (Ji et al., 2024), BBox-Adapter
(Sun et al., 2024), and CoBB (Kim et al., 2024).
Aligner leverages SLM to learn the mapping be-
tween LLM output and the ground-truth answer.
BBox-Adapter scores iterative LLM generations
via a trained evaluator, then applies beam search
for optimal reasoning path selection. CoBB first
constructs contrastive examples, then deploys SLM
to learn from the pair-wise preference data through
the ORPO (Hong et al., 2024) algorithm. It should
be noted that we apply all methods to the struc-
tured reasoning tasks, even though their original
works primarily focus on content refinement.

Implementation Details We select Qwen2.5-
72B-Instruct-GPTQ-Int4 (Yang et al., 2024) as
the LLM. The initial SLMs are derived from the
instruction-tuned models within the Qwen2.5 se-
ries. For ICL, models generate responses through a
2-shot prompt. For the BBox-Adapter, we utilize a
single generation step and classification mode. For
CoBB, we generate one positive and one negative
reasoning for each question. For both SFT and
Aligner, the SLMs are trained for 3 epochs. For our
proposed DICE, we initially fine-tune the SLMs
using SFT for 2 epochs, followed by 1 epoch of
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SIM LLM Method GSMSK MATH CSQA MedQA-zh StrategyQA Average
F-Acc C-Acc F-Acc C-Acc F-Acc C-Acc F-Acc C-Acc F-Acc C-Acc F-Acc C-Acc
72B  0-shot 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
X 72B ICL 64.2 61.8 4.8 4.2 97.4 82.6 77.0 67.2 95.2 74.2 67.7 58.0
72B  Reflection 64.4 62.0 4.8 42 97.4 82.6 77.2 67.4 95.2 74.2 67.8 58.1
X 0-shot 0.0 0.0 0.0 0.0 0.0 0.0 8.8 0.2 0.0 0.0 1.8 0.0
X ICL 10.8 2.6 1.2 0.4 76.2 14.4 57.8 8.2 84.3 47.6 46.1 14.6
X SFT 98.6 25.6 94.6 12.4 100.0 57.6 100.0 452 96.9 59.0 98.0 40.0
0.5B  72B  Aligner 99.6 46.2 96.2 48.6 1000 786 100.0 86.8 96.9 69.4 98.5 65.9
72B  BBox-Adapter 91.0 83.8 11.2 9.4 99.4 85.2 94.8 83.8 95.2 79.0 78.3 68.2
72B  CoBB 98.4 94.2 96.6 76.6 97.4 79.6 99.8 84.0 99.6 71.2 98.4 81.1
72B  DICE (Ours) 99.6 95.2 99.4 79.0 1000 858 100.0 88.0 100.0 78.2 99.8 85.2
X 0-shot 0.0 0.0 0.4 0.2 7.4 0.0 13.8 0.0 0.0 0.0 4.3 0.0
X ICL 77.4 46.0 1.0 0.6 81.2 31.0 99.0 314 98.3 53.7 71.4 32.5
X SFT 98.8 46.4 98.0 25.8 100.0 70.8 100.0 712 98.3 65.9 99.0 56.0
1.5B  72B  Aligner 98.6 51.0 98.2 38.6  100.0 79.2 1000 80.6 100.0 738 99.4 64.6
72B  BBox-Adapter 934 87.0 114 9.6 99.0 85.0 98.4 88.2 94.8 78.6 79.4 69.7
72B  CoBB 97.4 92.8 96.0 74.8 98.6 82.4 99.0 83.6  100.0 747 98.2 81.7
72B  DICE (Ours) 99.8 95.6 99.6 798 1000 856 100.0 87.8 100.0 79.5 99.9 85.7
X 0-shot 82.0 63.8 60.6 38.6 89.6 1.4 54.2 0.0 84.3 55.9 74.1 31.9
X ICL 92.6 75.0 63.0 37.0 96.6 65.0 94.2 52.0 98.3 62.0 88.9 58.2
X SFT 99.4 63.4 99.0 320 100.0 77.6 100.0 73.6 100.0 69.9 99.7 63.3
3B 72B  Aligner 99.8 61.8 98.8 50.6 1000 80.0 100.0 83.6 99.1 74.2 99.5 70.0
72B  BBox-Adapter 93.2 85.8 10.6 8.8 99.8 85.6 98.8 88.6 95.2 78.6 79.5 69.5
72B  CoBB 97.0 92.2 96.4 74.6 98.4 83.4 99.6 86.4 99.6 73.4 98.2 82.0
72B  DICE (Ours) 99.6 94.2 99.6 77.8 1000 844 100.0 88.0 99.6 80.4 99.8 85.0

Table 1: Performance comparison on five downstream reasoning tasks with XML output requirement. All
models originate from the Qwen2.5 model series. The base LLM is Qwen2.5-72B-Instruct-GPTQ-Int4. For each
model size of SLM, the highest and second-highest scores are highlighted in bold and underlined, respectively.

MATH JSON MATH YAML

Method
F-Acc C-Acc F-Acc C-Acc

LLM (ICL) 10.4 7.6 0.0 0.0
SLM (SFT) 98.0 23.8 98.8 29.0
LLM + Aligner 97.2 46.6 98.6 44.6
LLM + BBox-Adapter  18.4 12.4 32 22
LLM + CoBB 99.0 76.2 99.6 76.0
LLM + DICE(Ours) 99.8 80.0 100.0 79.6

Table 2: Performance comparison on MATH specify-
ing JSON and YAML output format. The model size
of the LLM and SLM utilized is 72B and 1.5B.

GRPO fine-tuning. Further details on the imple-
mentation can be found in Appendix D.

4.2 Main Result

Table 1 presents the performance of DICE and
other baselines on the five selected reasoning tasks
with specialized XML output requirements. First,
we observe that without any demonstrations, the
Qwen2.5-72B-Instruct-GPTQ-Int4 largely fails to
generate responses adhering to the specific for-
matting requirements specified in user instructions.
When employing ICL, it exhibits substantial insta-
bility in format accuracy across diverse datasets.
For instance, on more challenging benchmarks
such as MATH, it tends to allocate excessive at-

tention to problem-solving processes, consequently
neglecting the formatting constraints outlined in
instructions, results in substantially diminished for-
matting accuracy (below 5%). Furthermore, in the
reflection baseline, even after feeding the incorrect
responses along with feedback back into the LLM
for regeneration, the format accuracy shows little
improvement. This indicates that relying solely
on LLMs cannot simultaneously balance output
format and reasoning performance for these ques-
tions. However, after utilizing our proposed DICE
framework with model size less than 3 billion pa-
rameters, near-perfect format accuracy (approach-
ing 100%) is achieved consistently across all eval-
uated datasets, while simultaneously improving
the content accuracy by an average of 29.4% com-
pared to LLM using ICL. Moreover, under identical
SLM size, DICE achieves either the best or second-
best performance across all datasets, and obtains
the highest average scores in both F-Acc and C-
Acc. It significantly outperforms the collaboration-
based baselines, including Aligner, BBox-Adapter,
and CoBB, with average content accuracy gains of
18.4%, 16.1%, and 3.6%, respectively.

For more structures such as JSON and YAML,
we also conduct experiments with 1.5B SLM on the
MATH dataset, with results summarized in Table 2.
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Figure 3: Cross-dataset generalization ability of dif-
ferent methods. The 1.5B SLMs trained on GSM8K
and MATH through different methods are evaluated on
test sets of both benchmarks. “A—B” represents models
that are trained on A and tested on B.

It is observed that our proposed DICE consistently
achieves the highest F-Acc and C-Acc for both
JSON and YAML formats, outperforming other
baseline approaches. These results indicate that
our proposed DICE framework not only adheres
to user-specified output format constraints but also
effectively harnesses the respective reasoning ca-
pabilities of both large and small language models,
leading to high content accuracy.

4.3 Generalizability Analysis

Cross-Model Generalizability Our DICE frame-
work solely requires the outputs from the LLMs,
making it applicable to diverse LLMs in a plug-and-
play manner. To systematically evaluate the cross-
model generalizability, we employ the 1.5B SLM
(trained to adapt Qwen2.5-72B-Instruct-GPTQ-
Int4 in Table 1) to adapt other distinct LLMs:
Qwen2.5-7B-Instruct (Yang et al., 2024), Meta-
Llama-3-8B-Instruct (Grattafiori et al., 2024), and
GPT-4.1-mini (OpenAl, 2025) to tasks with XML
format requirements. As presented in Table 3, the
results demonstrate that DICE can successfully
adapt various large models to all XML-constrained
reasoning tasks, achieving an average F-Acc ex-
ceeding 99.5%. Notably, DICE presents significant
improvements in C-Acc compared to ICL base-
lines, with average gains of 16.3% (Qwen2.5-7B-
Instruct), 5.8% (Meta-Llama-3-8B-Instruct), and
0.6% (GPT-4.1-min). Furthermore, compared to
other baselines, DICE achieves superior perfor-
mance in both F-Acc and C-Acc, underscoring its
strong capability for cross-model generalization.

Cross-Dataset Generalizability To further in-
vestigate the generalization performance of our
method across datasets, we conduct cross-dataset
validation experiments using the 1.5B SLM in Ta-

ble 1 on GSM8K and MATH datasets. Specifically,
apart from the consistent train and test datasets, we
assess both cross-dataset generalization scenarios:
(1) evaluating MATH test performance of models
trained on GSM8K, and (2) evaluating GSM8K
test performance of models trained on MATH. The
experimental results are visualized in Figure 3. It
is observed that our DICE framework consistently
achieves SOTA performance across all four eval-
uation dimensions compared to other baselines,
which indicates that DICE not only enables SLM to
effectively acquire domain-specific knowledge but
also maintains strong performance across diverse
datasets. Notably, when applying models trained
on GSMSK to the more challenging MATH test set,
DICE demonstrates substantial improvement in C-
Acc, exceeding all baselines by at least 35%. This
significant performance gap underscores DICE’s
capability to effectively leverage LLLM outputs for
generating more accurate responses, even when
confronted with test data that exhibits greater com-
plexity than the training samples. These findings
collectively establish that the DICE framework at-
tains exceptional cross-dataset generalizability rel-
ative to existing baseline methods.

4.4 Effectiveness Analysis

To further investigate the insights underlying the
effectiveness of our proposed DICE framework,
we conduct a comprehensive comparative analy-
sis of consistency between natural language LLM
outputs (y,) and the structured outputs from SLM
(t) across different generative model collaboration
strategies (Aligner, CoBB, and DICE). We propose
four metrics to evaluate the consistency: (1) Con-
sistent Correct Rate (CCR): The proportion of
samples where both y, and t are correct. (2) Cor-
rection Rate (ECR): The proportion of samples
where g, is incorrect but is corrected by the SLM.
(3) Mis-correction Rate (CER): The proportion
of samples where y, is correct but becomes incor-
rect after adaptation. (4) Consistent Error Rate
(EER): The proportion of samples where both y,
and £ are incorrect. The consistency performance
of the generative methods is presented in Figure 4.

The results demonstrate that DICE substantially
outperforms both Aligner and CoBB by achiev-
ing significantly higher CCR and lower CER. No-
tably, DICE maintains a CER below 2% across all
datasets, indicating its strong ability to preserve
the correctness of LLM outputs. This suggests
that the analyze-then-answer paradigm adopted in
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Method GSMSK MATH CSQA MedQA-zh StrategyQA Average
F-Acc C-Acc F-Acc C-Acc F-Acc C-Acc F-Acc C-Acc F-Acc C-Acc F-Acc C-Acc

Qwen2.5-7B-Instruct (ICL) 96.2 85.0 78.8 52.6 55.8 414 93.8 72.0 83.8 61.6 81.7 62.5
Qwen2.5-7B-Instruct + Aligner 99.4 54.8 97.2 40.8 1000 772 100.0 76.6 99.6 66.7 99.2 63.2
Qwen2.5-7B-Instruct + BBox-Adapter 95.4 84.0 73.8 43.8 494 37.4 91.6 722 83.0 60.7 78.6 59.6
Qwen2.5-7B-Instruct + CoBB 98.0 91.0 95.4 66.6 99.2 78.0 98.4 73.0 97.8 69.0 97.8 75.5
Qwen2.5-7B-Instruct + DICE 99.8 92.2 99.4 71.0 1000 78.6 1000 814 99.6 70.7 99.8 78.8
Meta-Llama-3-8B-Instruct (ICL) 98.8 76.4 82.4 25.8 97.4 63.6 97.0 39.8 96.5 66.4 94.4 54.4
Meta-Llama-3-8B-Instruct + Aligner 99.6 52.0 98.0 272 100.0 684 100.0 650 100.0 64.2 99.5 55.4
Meta-Llama-3-8B-Instruct + BBox-Adapter ~ 99.0 75.4 80.4 20.4 86.8 54.8 80.2 36.8 92.1 68.6 87.7 51.2
Meta-Llama-3-8B-Instruct + CoBB 98.6 80.6 91.2 31.4 96.4 64.4 98.2 46.0 98.3 63.8 96.5 57.2
Meta-Llama-3-8B-Instruct + DICE 100.0  81.6 99.6 332 1000 684 100.0 486 97.8 69.0 99.5 60.2
GPT-4.1-mini (ICL) 100.0 96.2 78.6 67.4 1000 828 97.8 762 1000  83.0 95.3 81.1
GPT-4.1-mini + Aligner 99.8 55.2 96.2 352 1000 814 1000 77.0 98.3 75.1 98.9 64.8
GPT-4.1-mini + BBox-Adapter 100.0  92.0 81.4 65.6 98.2 81.0 96.6 74.0 99.6 82.1 95.2 78.9
GPT-4.1-mini + CoBB 96.2 90.4 81.8 59.0 97.6 80.4 98.6 72.8 93.7 73.8 93.6 75.3
GPT-4.1-mini + DICE 100.0  97.0 99.4 694 1000 828 1000 782 1000 81.2 99.9 81.7

Table 3: Cross-model generalization ability of different methods. The 1.5B SLMs of all methods are trained to
adapt Qwen2.5-72B-Instruct-GPTQ-Int4 to reasoning tasks with XML format requirements.
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Figure 4: The consistency analysis between natural language outputs from LLM and outputs in XML format
from 1.5B SLMs in generative approaches. We investigate the consistency in output correctness using four
evaluation metrics: Mis-correction Rate (CER), Correction Rate (ECR), Consistent Error Rate (EER), and Consistent
Correct Rate (CCR). These metrics provide a comprehensive insight into the strengths of the DICE framework.

DICE enables the SLM to more effectively utilize
the information embedded in LLM outputs without
introducing unnecessary modifications. Moreover,
for questions beyond LLM’s knowledge coverage,
DICE still demonstrates the capability to partially
correct erroneous outputs. In contrast, the Aligner
and CoBB suffer from “over-correction dilemma”:
though they can achieve relatively high ECR, re-
vealing the ability to correct errors for questions
outside the LLM’s knowledge domain, they also
exhibit high CER which indicates that they fail to
adequately analyze and assess the validity of LLM
outputs, leading to erroneous modifications and an
overall decline in performance.

4.5 Latency Analysis

In the inference stage, while our DICE framework
and other model collaboration baselines enhance
performance, they also introduce latency when
compared to LL.Ms that directly employ ICL. To
quantitatively assess this overhead, we compare the
inference times of LLM with ICL against various

Method Time(s/sample) C-Ace(%)
LLM (ICL) 0.9191 4.2
LLM + Aligner 1.1090 38.6
LLM + BBox-Adapter 2.2592 9.6
LLM + CoBB 1.0854 74.8
LLM + DICE(Ours) 1.0999 79.8

Table 4: Inference time and performance of different
methods. The reported time represents the average in-
ference latency per sample (in seconds) across different
methods.

model collaboration approaches. The evaluation
experiment is conducted over the same 100 sam-
ples from the MATH test set on two NVIDIA A100
GPUs. The model collaboration methods (Aligner,
Bbox-Adapter, CoBB, and DICE) use the Qwen2.5-
72B-Instruct-GPTQ-Int4 LLM with the fine-tuned
Qwen2.5-1.5B-Instruct SLM. To mitigate random
variance, each method is evaluated across five in-
dependent inference runs, and the average latency
is reported as the final result in Table 4.

The experimental results indicate that our DICE
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Strategy MATH CSQA
F-Acc C-Acc F-Acc C-Acc
SFT 98.4 75.6 100.0 82.8
GRPO 92.0 73.2 89.2 77.2
SFT+GRPO 99.8 78.8 100.0 85.6

Table 5: Ablation experiments on fine-tuning strategy
used in DICE framework. For all experiments, the
1.5B SLMs are fine-tuned for three epochs.

framework introduces an additional latency of ap-
proximately 20% compared to the LLM with ICL.
However, this modest time overhead yields sub-
stantial performance gains: content accuracy im-
proves by over 70% on the MATH test set and by
an average of more than 25% across five different
reasoning tasks selected in this work. The signifi-
cant performance gains achieved with minimal time
overhead make this trade-off entirely worthwhile.
Furthermore, compared to other model collabora-
tion methods, our DICE framework achieves opti-
mal performance for a comparable computational
cost, which demonstrates the high efficiency of our
approach.

4.6 Ablation Study

Fine-tuning Strategy Ablation To validate the
efficacy of our DICE framework, we conduct the
ablation studies by replacing the finetuning pro-
cedure with either SFT or the GRPO algorithm
exclusively. We train the 1.5B small models for 3
epochs on the structured chain-of-thought adapta-
tion MATH and CSQA benchmarks (more training
details can be found in Appendix D.2). The ex-
perimental results are presented in Table 5. It is
observed that with the same fine-tuning epochs,
the GRPO-only strategy exhibits suboptimal per-
formance in both format adherence and content
accuracy, which suggests that the GRPO algorithm
is inefficient for models to learn format informa-
tion from scratch. In contrast, the SFT-only strat-
egy enables the model to effectively learn the user-
specified output format and achieve competitive an-
swer C-Acc compared to other baselines in Table 1,
which reveals the effectiveness of the analyze-then-
answer generation pattern of data construction in
Section 3.1. Moreover, as discussed in Section 3.2,
our dual-tuning strategy that applies GRPO after
SFT enables the model to better attend to output for-
mat and final answer, achieving the highest F-Acc
and C-Acc scores.

Correctness Ratio of y, Ablation To quantify
the impact of the correctness ratio of y, in the train-
ing data and to determine the optimal ratio, we con-
duct a controlled experiment on the MATH dataset.
In this experiment, we maintain a constant training
set size of 5,000 samples while varying the propor-
tion of correct g, across four configurations: 100%,
75%, 50%, and 25%. All y, outputs are generated
by the Qwen2.5-72B-Instruct-GPTQ-Int4 to ensure
consistency. Subsequently, we train four distinct
1.5B SLMs using these training sets and evaluate
their performance on the test set by pairing them
with various LLMs. The results of this experiment
are presented in Appendix E. The experimental
results indicate that the higher the proportion of
correct y, in the training set, the more the model
tends to inherit the answers from the LLM, thereby
reducing miscorrections and enabling better col-
laboration with stronger LLMs. In contrast, SLMs
trained on datasets with lower y, correctness ra-
tios (e.g., 50%) exhibit stronger correction capabili-
ties, making them more effective when paired with
weaker LLMs. However, this trend does not extend
linearly to extreme cases. For instance, training
with only 25% correct y, resulted in suboptimal
performance across all LLM backbones. This is
likely because the SLM’s inherent capacity limi-
tations prevent it from achieving high correction
accuracy when exposed to predominantly incorrect
examples. Overall, the model trained with 50%
correct ¥, not only achieved the best performance
but also exhibited greater stability and robustness.

5 Conclusion

In this paper, we propose the DICE framework, a
highly efficient and plug-and-play approach that
adapts LLMs to structured reasoning tasks. We
construct the structured chain-of-thought adapta-
tion datasets that guide SLM to reason before
generating final answers. We also design a dual-
tuning strategy that leverages the strengths of both
SFT and GRPO algorithms. Experimental results
demonstrate that DICE achieves near-perfect for-
mat adherence while maintaining superior con-
tent accuracy, coupled with exceptional general-
ization capabilities. It addresses the issue of LLMs’
instruction-following limitations without directly
fine-tuning, achieving a dual enhancement in both
reasoning and instruction-following. This innova-
tion holds significant practical value in real-world
applications with specific user requirements.
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Limitations

Although our proposed DICE framework can ef-
fectively balance the trade-off between LLMs’
instruction-following and reasoning capabilities,
demonstrating superior performance in both struc-
ture adherence and content accuracy, it nonetheless
possesses some limitations. For example, our ap-
proach introduces additional computational over-
head. For each query, it first invokes LLM to gener-
ate natural language outputs, which are then refined
by the SLM. However, for relatively simple ques-
tions that can be adequately addressed by SLM,
invoking LLLM is unnecessary and increases both
computational cost and latency. Future work could
incorporate a mechanism to assess question com-
plexity beforehand, selectively engaging the LLM
only when necessary, thereby optimizing resource
usage.

Ethical Considerations

All models utilized in this study, except for GPT-
4.1-mini, and all datasets are open-source. We
downloaded the open-source models from their
official releases on Hugging Face and accessed
GPT models via the OpenAl API. Throughout, we
strictly comply with all applicable user licenses.
The datasets utilized in this research are sourced
from the officially published repositories and are
used exclusively for academic research purposes.
All datasets are widely used and contain no per-
sonal or sensitive information. Therefore, there is
no risk of personal information leakage here.

For Al usage, we only use Al assistants to check
typos and grammar errors when writing.
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A Datasets and Metrics

This section presents further details about the
datasets and the two evaluation metrics used in
the work.

A.1 Datasets

In the experiments of this work, we select five com-
monly used datasets from four types of reasoning
tasks: mathematical reasoning, commonsense rea-
soning, task-specific reasoning, and implicit rea-
soning.

* GSMS8K (Cobbe et al., 2021), short for
“Grade School Math 8K”, is a benchmark
consisting of 8,500 question-answering math
problems designed to evaluate the fundamen-
tal mathematical reasoning abilities of models.
In this dataset, each problem is paired with
step-by-step reasoning and the numerical an-
SWer.
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* MATH (Hendrycks et al., 2021) is a more
challenging question-answering dataset con-
sisting of 12,500 algebra, calculus, geometry,
and precalculus problems sourced from high
school mathematics competitions. Compared
to GSM8K, MATH requires deeper mathemat-
ical knowledge and more sophisticated multi-
step problem-solving capabilities.

¢ CommonsenseQA (Talmor et al., 2018) is
a multiple-choice question-answering bench-
mark designed to evaluate model’s common-
sense reasoning ability. It contains 12.1k
questions sourced from ConceptNet, requiring
models to leverage general world knowledge
and contextual understanding to select the cor-
rect answers from the given five options.

* MedQA (Jin et al., 2021) is a domain-specific
dataset containing 61,097 multiple-choice
questions from the United States Medical Li-
censing Examination (English), Chinese Na-
tional Medical Licensing Exam (simplified
Chinese), and Taiwan’s Medical Licensing
Exam (traditional Chinese). In this paper,
we only sample data from the simplified Chi-
nese subset to enrich the language diversity of
our experiment, so we denote the dataset as
MedQA-zh.

* StrategyQA (Geva et al., 2021) is a binary
benchmark for evaluating model’s strategic
reasoning and implicit task understanding ca-
pabilities. It includes 2,290 True/False ques-
tions that require models to decompose com-
plex problems into executable reasoning steps.

Notably, to reduce computational costs, we ran-
domly sample 1,000 training examples and 500 test
examples from each dataset as our original train-
ing and evaluation sets (the test set of StrategyQA
contains only 229 examples). When constructing
the new structured chain-of-thought dataset illus-
trated in Section 3.1, we prompt the LLM to sample
five responses for each training sample. This al-
lows us to expand the size of the training set to
approximately 5,000 examples without increasing
the number of LLM invocations, although some
samples are filtered out after the two-stage ratio-
nale generation process.

A.2 Metrics

We design two metrics: format accuracy and con-
tent accuracy, to respectively evaluate the model’s

XML

*xml format(\n)

<?xml version="1.0" encoding="UTF8"?>(\n)

<Answer>(\n)

<Step by step reasoning>{"step1":"{reasoningl placeholder}",
"step2":" {reasoning2 placeholder}",...}</Step by step
reasoning>(\n)

<Final answer>{answer placeholder}</Final answer>(\n)
</Answer>(\n)

JSON

***json format(\n)

{"step by step reasoning": {"step1":" {reasoning] placeholder}",
"step2":" {reasoning?2 placeholder}",...},"final answer":
"{answer placeholder}"}(\n)

YAML

*“yaml format(\n)
step_by_step_reasoning:(\n)
-stepl: "{reasoning]l placeholder}"(\n)
-step2: "{reasoning? placeholder}"(\n)

...(\n)
final _answer:(\n)
-answer: {answer placeholder}(\n)

Figure 5: Format templates for GSM8K, MATH, and
StrategyQA datasets. The symbol (\n) indicates the
presence of a newline character at that specific position.

format adherence and reasoning capability:

* Format accuracy (F-Acc): Proportion of
samples with correct output format in all out-
puts. We employ string matching to extract
the model outputs. An output is classified as
having correct formatting only if it contains
all specified keywords in the required format
or can be automatically converted into the spe-
cific structure using standard toolkits.

Content accuracy (C-Acc): Content accu-
racy is measured by calculating the Exact
Match (EM) score between the extracted fi-
nal answer from the model’s response and the
ground truth. Notably, final answers can only
be fully extracted when the output format is
correct; for format-incorrect samples, their
final answers remain unextractable and are
therefore judged as incorrect. Consequently,
any output with correct content must necessar-
ily have a correct format.

B Format Details

In our experiment, we employed three formats:
XML, JSON, and YAML. For the three question-
answering datasets, including GSM8K, MATH,
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XML

**xml format(\n)

<?xml version="1.0" encoding="UTF8"?>(\n)

<Answer>(\n)

<Step by step reasoning>{"step1":" {reasoningl placeholder}",
"step2":" {reasoning2 placeholder}",...}</Step by step
reasoning>(\n)

<Answer label>{answer label placeholder}</Answer label>(\n)
<Result>{result placeholder}</Result>(\n)

</Answer>(\n)

JSON

*"'json format(\n)

{"step by step reasoning":{"step1":" {reasoningl placeholder}",
"step2":" {reasoning? placeholder}",...},"answer label":" {answer
label placeholder}","result": "{result placeholder}"} (\n)

YAML

**‘yaml format(\n)
step_by_step_reasoning:(\n)
-stepl: "{reasoning]l placeholder}"(\n)
-step2: "{reasoning2 placeholder}"(\n)
...(\n)
answer_label:(\n)
-label: " {answer label placeholder}"(\n)
result:(\n)
-answer: "{answer placeholder}"(\n)

Figure 6: Format templates for CommonsenseQA and
MedQA datasets. The symbol (\n) indicates the pres-
ence of a newline character at that specific position.

and StrategyQA, the formatted output incorpo-
rates step-by-step reasoning along with the final
answer. For multiple-choice datasets including
CommonsenseQA and MedQA, the model is ad-
ditionally required to generate the selected option
label along with its corresponding answer, in addi-
tion to the reasoning steps. The basic templates of
the three formats for GSM8K, MATH, StrategyQA
and CommonsenseQA, MedQA are shown in Fig-
ure 5 and 6, respectively. As illustrated in Figure 7,
we provide representative examples from MATH,
CommonsenseQA, and StrategyQA.

C Algorithm Details of DICE

In this section, we elaborate on the core details
of the GRPO algorithm and present the complete
DICE algorithm in Algorithm 1.

C.1 GRPO Algorithm Details

In the fine-tuning process of LLMs, reinforcement
learning (RL) plays a pivotal role (Schulman et al.,
2017; Rafailov et al., 2024; Azar et al., 2023; Etha-
yarajh et al., 2024). Although the traditional Prox-
imal Policy Optimization (PPO (Schulman et al.,
2017)) algorithm has been widely adopted for LLM
fine-tuning, it requires maintaining a separate value

network comparable in size to the policy model
for advantage function estimation, leading to sub-
stantial memory consumption and computational
overhead in large-scale scenarios. To address these
challenges, the Group Relative Policy Optimization
(GRPO (Shao et al., 2024)) algorithm is proposed,
which seeks to minimize dependence on value net-
works while preserving the stability and efficiency
of policy updates.

The GRPO framework operates by sampling a
group of actions from the current policy and calcu-
lating relative advantages within this group, thereby
eliminating the need for a critic model. The advan-
tage estimation can be formulated as:

r; — mean({ry,re, -+ ,7G})
std({r1, 72, ,rg})
where G denotes the group size (number of sampled

actions per iteration). The complete loss function
of GRPO can be expressed as:

A=
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C.2  Overview of DICE Algorithm

The overview algorithm of our proposed DICE
framework is shown in Algorithm 1.

D Implementation Details

D.1 Structured Data Construction

For SFT and Aligner, we constructed the training
sets using only the original data. Since the Com-
monsenseQA and MedQA datasets provide only
the answers without any reasoning information, the
target structured outputs for these two datasets in
SFT and Aligner contain only the selected option
label and the corresponding answer, without step-
by-step reasoning. The step-by-step reasoning in
GSMSK, MATH, and StrategyQA is derived from
the original benchmarks.

For BBox-Adapter, we first prompt the Qwen2.5-
72B-Instruct-GPTQ-Int4 to generate reasoning for
each training sample in CommonsenseQA and
MedQA. Then we use the reasoning and ground-
truth answer of all five benchmarks to construct
standard structured outputs. Subsequently, we in-
struct the LLM to generate five candidates for each
question in the training set with a 2-shot prompt.
The small model was then trained using both the
standard structured outputs and candidates.
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For CoBB, we generate positive reasoning via
Qwen2.5-72B-Instruct-GPTQ-Int4 and randomly
sample reasoning from other questions as negative
reasoning. This approach allowed us to construct
both positive and negative structured outputs.

D.2 Fine-tuning Details

Our experiments were conducted on NVIDIA
A100 GPUs (80G memory). When running all
baselines and our proposed DICE method, we
utilized the vLLM (Kwon et al., 2023), LLama-
Factory (Zheng et al., 2024), and SWIFT (Zhao
et al., 2024) frameworks for model fine-tuning.

Main Experiment In the main experiments (Ta-
bles 1 and 2), we use Qwen2.5-72B-Instruct-
GPTQ-Int4 as the large language model, and
Qwen2.5-0.5B-Instruct, Qwen2.5-1.5B-Instruct,
and Qwen2.5-3B-Instruct as the small models. All
models are trained on two A100 GPUs with bf16
precision. Other detailed experimental configura-
tions are: (1) For SFT and Aligner baselines, LoORA
fine-tuning is applied with rank 32 and alpha 64 for
3 epochs. The training process uses a batch size
of 64, learning rate of 2 x 10~%, warmup ratio of
0.1, and weight decay of 0.1. (2) BBox-Adapter
adopts full fine-tuning for 3 epochs. During train-
ing, the candidate count is set to 5, max length to 1,
batch size to 100, and the model operates in classi-
fication mode. The remaining parameters are kept
consistent with the original paper. (3) CoBB uti-
lizes LoRA rank 32 and alpha 64 for 5 epochs. The
hyperparameter A is fixed at 0.1, while the training
employs a batch size of 64 and a learning rate of
1 x 10~°, maintaining other parameters as in the
original work. (4) For our proposed DICE frame-
work, both SFT and GRPO stages adopt LoRA rank
32 and alpha 64. During the SFT stage, the SLM
is trained for 2 epochs with batch size 64, learning
rate 2 x 10~#, warmup ratio 0.1, and weight decay
0.1. In the subsequent GRPO stage, the hyperpa-
rameter (7 is set to 16, the learning rate is reduced
to1l x 1075, temperature is set to 0.8, batch size
increases to 128, warmup ratio decreases to 0.05,
and training for 1 additional epoch.

Ablation Study In the ablation study, we utilize
Qwen2.5-72B-Instruct-GPTQ-Int4 as the LLM and
Qwen2.5-1.5B-Instruct as the original SLM. All
experiments employ LoRA with a rank of 32 and
an alpha of 64, conducted at bf16 precision. In the
SFT-only setting, we set the learning rate to 2e-4,
batch size to 64, warmup ratio and weight decay to

0.1, and train for 3 epochs. In the GRPO-only set-
ting, we set the hyperparameter G to 16, learning
rate to 2e-5, batch size to 128, temperature to 0.9,
and also train for 3 epochs. All other hyperparame-
ters remain consistent with those used in the main
experiments.

E Correctness Ratio of y, Ablation
Experiment Result

The content accuracy of models trained with dif-
ferent correctness ratio of y, and inferenced with
different LL.Ms are illustrated in Table 6.

Ratio 100% 75% 50% 25%
Qwen2.5-72B + DICE  79.0 794 78.0 74.6
Qwen2.5-7B + DICE 71.8 70.6 72.0 67.8
Llama3-8B + DICE 336 33.0 344 340
GPT-4.1-mini + DICE ~ 67.8 68.8 70.8 65.4
Average 63.1 63.0 638 605

Table 6: Ablation experiments on the correctness
ratio of y,. The models’ name Qwen2.5-72B, Qwen2.5-
7B, and Llama3-8B are short for Qwen2.5-72B-Instruct-
GPTQ-Int4, Qwen2.5-7B-Instruct, and Meta-Llama-3-
8B-Instruct.
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MATH

® Sample

Question: Evaluate $\\left\\Iceil3\\left(6-\\frac12\\right)\\right\\rceil$.
Answer: Firstly, $3\\left(6-\\frac12\\right)=18-1-\\frac12=17-\\frac12$. Because $0\\le\\frac12<18$, we have $\\left\\Iceil1 7-\\frac12\\right\\rceil
=\\boxed{17}$.

® Structured Output

*"xml format\n<?xml version="1.0" encoding="UTF-8"?>\n<Answer>\n<Step by step reasoning>{"step1":"Firstly, $3\\left(6-\\frac12\\right)=18-1-
\frac12=17-\\frac128$.","step2":"Because $0\\le\\frac12<1$, we have $\\left\\lceill 7-\\frac12\\right\\rceil=\\boxed {17} $."}</Step by step
reasoning>\n<Final answer>17</Final answer>\n</Answer>\n"""

*“json format\n{"step by step reasoning":{"step1":"Firstly, $3\\left(6-\\frac12\\right)=18-1-\\frac12=17-\\frac12$.","step2":"Because
$0\\le\\frac12<18$, we have $\\left\\lceil1 7-\\frac12\\right\\rceil=\\boxed {17}$."},"final answer": "17"}\n"*"

*yaml format\nstep_by_step_reasoning:\n -stepl: "Firstly, $3\\left(6-\\frac12\\right)=18-1-\\frac12=17-\\frac12$."\n -step2: "Because
$0\\le\\frac12<18$, we have $\\left\\lceill 7-\\frac12\\right\\rceil=\\boxed {17} $."\nfinal answer:\n -answer: 17\n"""

CommonsenseQA
® Sample

Question: Google Maps and other highway and street GPS services have replaced what?

Choices: A.united states, B.mexico, C.countryside, D.atlas, E.oceans

Answer: D

LLM-generated Reasoning: The question is asking about what has been replaced by Google Maps and other GPS services. We need to analyze
each option to determine which one is most likely to be replaced by GPS services. A. United States: This is a country, not a tool or service that
could be replaced by GPS. B. Mexico: This is also a country, not a tool or service. C. Countryside: This refers to rural areas, not a tool or service.
D. Atlas: An atlas is a collection of maps, which is a tool used for navigation and understanding geographic locations. E. Oceans: This refers to
large bodies of water, not a tool or service. The most logical answer is that GPS services have replaced atlases.

® Structured Output

*"xml format\n<?xml version="1.0" encoding="UTF-8"?>\n<Answer>\n<Step by step reasoning>{"step1":"The question is asking about what has
been replaced by Google Maps and other GPS services.","step2":""We need to analyze each option to determine which one is most likely to be
replaced by GPS services.","step3":"A. United States: This is a country, not a tool or service that could be replaced by GPS.","step4":"B. Mexico:
This is also a country, not a tool or service.","step5":"C. Countryside: This refers to rural areas, not a tool or service.","step6":"D. Atlas: An atlas is a
collection of maps, which is a tool used for navigation and understanding geographic locations.","step7":"E. Oceans: This refers to large bodies of
water, not a tool or service.","step8":"The most logical answer is that GPS services have replaced atlases."}</Step by step reasoning>\n<Answer
label>D</Answer label>\n<Result>atlas</Result>\n</Answer>\n"""

*"'json format\n{"step by step reasoning": {"step1":"The question is asking about what has been replaced by Google Maps and other GPS
services.","step2":"We need to analyze each option to determine which one is most likely to be replaced by GPS services.","step3":"A. United States:
This is a country, not a tool or service that could be replaced by GPS.","step4":"B. Mexico: This is also a country, not a tool or service.","step5":"C.
Countryside: This refers to rural areas, not a tool or service.","step6":"D. Atlas: An atlas is a collection of maps, which is a tool used for navigation
and understanding geographic locations.","step7":"E. Oceans: This refers to large bodies of water, not a tool or service.","step8":"The most logical
answer is that GPS services have replaced atlases."},"answer label": "D","result": "atlas"}\n"*"

*“yaml format\nstep_by_step_reasoning:\n -stepl: "The question is asking about what has been replaced by Google Maps and other GPS
services."\n -step2: "We need to analyze each option to determine which one is most likely to be replaced by GPS services."\n -step3: "A. United
States: This is a country, not a tool or service that could be replaced by GPS."\n -step4: "B. Mexico: This is also a country, not a tool or service."\n
-step5: "C. Countryside: This refers to rural areas, not a tool or service."\n -step6: "D. Atlas: An atlas is a collection of maps, which is a tool used
for navigation and understanding geographic locations."\n -step7: "E. Oceans: This refers to large bodies of water, not a tool or service."\n -step8:
"The most logical answer is that GPS services have replaced atlases."\nanswer_label:\n -label: "D" \nresult:\n -answer: "atlas"\n" "

StrategyQA
® Sample

Question: Would a Monoamine Oxidase candy bar cheer up a depressed friend?
Answer: False

Reasoning: Depression is caused by low levels of serotonin, dopamine and norepinephrine. Monoamine Oxidase breaks down neurotransmitters
and lowers levels of serotonin, dopamine and norepinephrine.
® Structured Output

*xml format\n<?xml version="1.0" encoding="UTF-8"?>\n<Answer>\n<Step by step reasoning>{"step1":"Depression is caused by low levels of
serotonin, dopamine and norepinephrine.","step2":"Monoamine Oxidase breaks down neurotransmitters and lowers levels of serotonin, dopamine and
norepinephrine."}</Step by step reasoning>\n<Final answer>False</Final answer>\n</Answer>\n"""

*“'json format\n{"step by step reasoning": {"step1":"Depression is caused by low levels of serotonin, dopamine and norepinephrine.","step2":

5

"Monoamine Oxidase breaks down neurotransmitters and lowers levels of serotonin, dopamine and norepinephrine."},"answer": False}\n'*
*“‘yaml format\nstep_by_step_reasoning:\n -stepl: "Depression is caused by low levels of serotonin, dopamine and norepinephrine."\n -step2:

"Monoamine Oxidase breaks down neurotransmitters and lowers levels of serotonin, dopamine and norepinephrine."\nfinal answer:\n -answer:
False™™"

Figure 7: Examples from MATH, CommonsenseQA, and StrategyQA. The original CommonsenseQA dataset does
not contain reasoning information; therefore, we instruct the LLM to generate reasoning.
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