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Abstract

Decoder-only large language models typically
rely solely on masked causal attention, which
limits their expressiveness by restricting in-
formation flow to one direction. We pro-
pose Bitune, a method that enhances pre-
trained decoder-only LLMs by incorporating
bidirectional attention into prompt processing.
We evaluate Bitune in instruction-tuning and
question-answering settings, showing signif-
icant improvements in performance on com-
monsense reasoning, arithmetic, and language
understanding tasks. Furthermore, extensive
ablation studies validate the role of each com-
ponent of the method, and demonstrate that
Bitune is compatible with various parameter-
efficient finetuning techniques and full model
finetuning.

1 Introduction

Large Language Models (LLMs) are being de-
ployed in numerous practical applications where
humans engage with them through various forms
of natural language interaction. In use cases such
as general purpose assistants (OpenAl, 2024), med-
ical diagnosticians (Thirunavukarasu et al., 2023),
game-conversation generation (Cox and Ooi, 2023)
or coding-assistants (Roziere et al., 2023), the abil-
ity for an LLM to precisely interpret and respond
to user inputs is of primary concern.
Correspondingly,  Instruction-Tuning (IT)
(Chung et al., 2024; Ouyang et al., 2022a) is
the prevailing paradigm for finetuning LLMs
after their self-supervised pretraining phase to
improve them for such tasks. Here, the model
is trained on a dataset comprised of pairs of
instructions and corresponding responses. Given
the instruction-with-response structure of IT data,
the generation of an LLM response can be divided
into two phases: first, converting the instruction
into key and value embeddings, which we refer to

as instruction features; second, using these features
to autoregressively generate an answer. Due to this
task’s inherently conditional nature, the instruction
features’ effectiveness is crucial for obtaining
high-quality model outputs.

In the past, bidirectional attention (Schuster and
Paliwal, 1997) has been a key technique for ob-
taining stronger features for words or tokens. This
is because the meaning of a word depends greatly
on its context. In particular, for some words in a
sentence, the information that comes later might
be far more informative for generating a meaning-
ful representation and resolving ambiguities. With
only uni-directional causal attention, where the rep-
resentation of each word is restricted to depend
solely on the words that came before, this cannot
be achieved. This is the reason why many previous
transformers such as encoder-only BERT (Devlin
et al., 2019) and encoder-decoder T5 (Raffel et al.,
2020) employed bidirectional attention to improve
the encoding of the input and why tasks like text
retrieval (Lewis et al., 2020; Li and Li, 2023) still
rely on this.

However, in the context of LLMs, architectures
utilizing bidirectional attention have fallen out of fa-
vor, as decoder-only models such as GPT (OpenAl,
2024) and Llama (AI@Meta, 2024) have focused
on and vastly improved the generative performance
of language models. These architectures are trained
by large volumes of data with next-token predic-
tion, eschewing any look-ahead mechanism for the
sake of better autoregressive modeling. As there
is simply more unlabeled data available for pre-
training, training a decoder-only architecture on
unlabeled data, and then finetuning it for tasks with
instruction-tuning, is the best modus operandi of to-
day (Wang et al., 2022). However, with this switch
to decoder-only architectures, we lost bidirectional
attention in the process. As we know this can im-
prove feature representations for instructions, we
set out to re-introduce bidirectional attention, such
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Figure 1: Overview of Bitune. (a) During the prefilling phase, features are obtained from the prompt using both
causal and bidirectional attention in two passes with separate weights. The two sets of keys and values are then
combined using a weighted average before being passed to the decoding phase. (b) During the decoding phase, new
tokens are generated in the standard way with causal attention, utilizing the features extracted from the instruction
in the previous step, along with the features of other generated tokens.

that it can be integrated into pretrained decoder-
only LLMs.

Our new method Bitune adds bidirectional atten-
tion to decoder-only architectures and combines it
with causal attention to generate two sets of instruc-
tion features, using two different sets of weights.
These features are then integrated, utilizing learn-
able mixing coefficients, and later used as the KV-
cache for response generation. Notably, the au-
toregressive response generation process remains
unaffected by the bidirectional attention and con-
tinues to be causal. By realizing these adaptations
with parameter-efficient finetuning methods, we
introduce only a minimal set of new parameters.

Overall, our contributions are as follows:

* We propose a novel method, Bitune, that im-
proves the performance of pretrained decoder-
only LLMs in instruction-following and
question-answering settings.

* We evaluate the method on multiple down-
stream tasks, showing consistent improve-
ments over the baselines.

* We conduct an extensive ablation study inves-
tigating the necessity of each component of
the method, and showing the method’s PEFT-
agnosticism, as well as its effectiveness in full
finetuning scenarios.

2 Bidirectional Instruction-Tuning

In the instruction-tuning setting (Ouyang et al.,
2022b; Zhang et al., 2024), a dataset D consists of
instruction-answer pairs that are used to adapt the

Algorithm 1 Pseudocode of Bitune inference.

# prompt - tensor with tokenized instruction
# theta - tensor with mixing coefficients
# theta_init - initial value of theta

xtract causal features

, v_c = model_causal(prompt)

xtract bidirectional features

, v_b = model_bidir(prompt)

ombine both sets of features

ha = theta.abs() / (theta.abs() + theta_init)

* (1 - alpha) + k_b x alpha
* (1 - alpha) + v_b % alpha
v)

# Initialize generation with a predefined token
c_token = SEP
answer = [c_token]
# Stop generation at the end-of-sequence token
while c_token != EOS:
# Get features of current token and logits
# of next token
k, v, logits = model_causal(c_token, kv)
# Concatenate it with current KV cache
kv = concat(kv, (k, v))
# Determine next predicted token
c_token = get_token(logits)
# Append generated token to the answer
answer . append(c_token)

model in a supervised fashion. Formally, a dataset
of size N can be described as D = {q,a}l¥,,
where ¢ and a are instructions and answers. The
training objective is to model p(a|q) in an autore-
gressive manner: This means the answer is gen-
erated one token at a time, such that token a; at

position ¢ has access to all earlier tokens:

plalg) =1 plailar, . .. ai1,q),

where |a| denotes the length of the answer. Note
how compared to the regular language modeling
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objective, the response is already conditional (on
the instruction q) even for the first generated token.

This naturally leads response-generation to be
divided into two phases: prefilling and decoding.
During the prefilling phase, the entire instruction
— also often called a prompt — is processed con-
currently to generate a series of features to be
stored. For a Transformer architecture (Vaswani
et al., 2017), these features are those of the key and
value vectors, which can be stored in a KV-cache
to avoid costly recomputations. During the subse-
quent decoding phase, the model generates output
tokens sequentially, one token at a time, based on
the KV-cache of the instruction and the already
generated tokens.

In this work, we introduce Bitune, a method
to leverage this two-phase process to improve
instruction-tuning of language models. In our ap-
proach, the model processes the instruction with
both causal and bidirectional attention using sep-
arate sets of parameters, leading to an enhanced
KV-cache that is then used to condition the answer.
Figure 1 provides an overview of the method, while
Algorithm 1 presents pseudocode for the inference
process.

Two Sets of Features. In Bitune, the model
performs two passes on the instruction to obtain
two kinds of features for every transformer block.
Namely, a set of causal features that the model was
originally trained to process and utilize,

K(: = X(',Wkw ‘/;T = X{:WU(:; (1)

and a set of bidirectional features encoding the in-
struction without the constraints of causal masking,

Ky = XoWip, Vi = Xp W, (2)

To allow the model to learn how to process the
causal and bidirectional features differently, we
introduce two sets of weights: one for the bidirec-
tional pass on the instruction (Wy;, W,;) and an-
other for the causal pass on the instruction, which
is also used for the causal generation of answer
tokens (Wi, Wye).

In the case of the first block of the model, repre-
sentations X ., X} are the initial token embeddings.
In other cases, they are the output of the preceding
block and were processed by different components
including the self-attention mechanism, which can
be defined as:

Atn(Q, K, V, M) = o(QK” /\/dy,+ M)V, (3)

where ¢ is the softmax, () are the queries, M is
the attention mask, and dj, is the dimension of keys
and queries. For the causal pass, the mask M,
enforces causality by masking future tokens, such
that tokens j can only attend to earlier tokens 7 <
J, while for the bidirectional pass, no masking is
applied:

M. (i) = {0 PSS

—o0 ifi >
My(i,j) =0 &)

The final KV-cache is obtained by a learnable con-
vex combination of causal and bidirectional fea-
tures,

Kgitune = K¢ - (1 - ak) + Kp - ag (6)
‘/;T'(l_a’u)—i_‘/b.a’lh (7)

Véitune =

where « represents the bidirectional-to-causal ratio
of features. This ratio is parameterised as

a; = 10;1/Oumic +10;0), 7 € {k, v}  (8)

where 0; is a learnable mixing coefficient per trans-
former block, and 0;y; is a hyperparameter defining
the initial value of 6;. The mixing coefficients are
learnable to allow each block to independently ad-
just the balance between bidirectional and causal
features throughout the training.

Parameter Efficient Fine-tuning Note that the
components of the model, other than the key and
value projections, can have their own separate sets
of weights as well. In the case of full finetuning,
this approach would require an additional set of
full weights, which is impractical for large models.
Instead, we adapt our model using parameter-
efficient finetuning methods. These introduce only
a fraction of trainable parameters, making it viable
to have two modified variants of the model within a
single forward pass. In the default configuration of
our method, we utilize the Low-Rank Adaptation
(LoRA) of (Hu et al., 2022) to adapt the model.
However, Bitune can utilize different methods for
updating the weights, including full model fine-
tuning and other parameter-efficient techniques, as
demonstrated in our ablations section.

3 Experiments

3.1 Instruction-Tuning

Our core experiments involve training pretrained
language models on an instruction-tuning dataset
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and zero-shot evaluating them on downstream tasks.
We evaluate Bitune on multiple models, compar-
ing results to standard finetuning with LoRA, and
zero-shot results of pretrained models without fine-
tuning.

Specifically, we use a subset of the cleaned Ultra-
Feedback (Cui et al., 2023) dataset, which contains
instructions and corresponding answers generated
by various LLMs. From this dataset, we select
completions generated by GPT-4 (OpenAl, 2024),
ensuring high-quality responses for training. To fit
every model on a single GPU, we filter out sam-
ples longer than 512 tokens, which leaves us with
roughly 10,000 samples for training. For results on
another instruction-tuning dataset, please see the
Appendix A.6.

We test the method on pretrained decoder-only
language models of two different scales of approxi-
mately 2 billion and 7 billion parameters. The spe-
cific models used in our experiments are: Gemma
2B and 7B (Gemma Team et al., 2024), Llama2 7B
(Touvron et al., 2023) and Llama3 8B (AI@Meta,
2024), and Phi-2 (Li et al., 2023), which has 2.7
billion parameters. We use HuggingFace Trans-
formers (Wolf et al., 2020) implementation of these
models.

For updating the weights we use the Hugging-
Face PEFT (Mangrulkar et al., 2022) implementa-
tion of LoRA, with the default rank of 8, and apply
it to all linear layers of MLP and self-attention com-
ponents of the model. We compare Bitune with
the following three baselines: Pretrained - ini-
tial model without any finetuning; LoRA - model
finetuned with LoRA without Bitune-specific mod-
ifications, using rank of 8 as used in our method;
and LoRA 6 - model finetuned with LoRA, using
arank of 16 to provide a fair comparison in terms
of the number of parameters, as our method intro-
duces two sets of weights.

For each model, we tune the learning rate on
the LoRA baseline using steps on the approximate
logarithmic scale (1e—4, 3e—4, le—3, 3e—3), and
then apply the same rate to the other approaches.
Note that this potentially puts our method at a dis-
advantage compared to the LoRA baseline. All
hyperparameters are reported in the Appendix A.2.

Models are evaluated zero-shot on multiple-
choice tasks to assess their performance. For com-
monsense reasoning, we use the PIQA (Bisk et al.,
2020), CommonsenseQA (Talmor et al., 2019),
ARC-Challenge (Clark et al., 2018), and SIQA
(Sap et al., 2019) datasets, while for language un-

Table 1: Zero-shot results after instruction-tuning
on the UltraFeedback dataset. We compare Bitune
to the performance of the original model, the model
finetuned with LoRA, and with LoRA ¢ using two times
higher rank to match the parameter count of our method.
Bitune significantly outperforms the baselines on almost
all tasks for all models.

Method PIQA ARC CSQA SIQA MMLU\Avg.
Gemma-2B
Pretrained 57.5 369 355 382 340 |404
LoRA 66.7 434 423 443 31.7 |45.7
LoRAjs 66.5 427 423 438 316 |454
Bitune 69.6 47.5 46.9 49.5 35.3 |49.7
Gemma-7B
Pretrained 73.1 783 620 64.7 59.0 (674
LoRA 84.2 792 685 719 553 |71.8
LoRAs 839 792 684 720 534 |714
Bitune 83.6 801 692 727 538 |[71.9
Llama2-7B
Pretrained 59.2 38.1 32.6 45.1 36.0 |422
LoRA 69.5 499 453 570 41.1 |526
LoRAs 69.9 499 456 567 412 |526
Bitune 70.0 51.1 48.1 59.1 419 |54.0
Llama3-8B
Pretrained 69.0 73.6 654 56.8 56.0 |64.2
LoRA 819 745 692 69.0 57.6 |[704
LoRAs 824 749 705 68.6 58.0 |709
Bitune 844 774 727 70.1 59.0 |72.7
Phi-2
Pretrained 703 673 614 650 454 |61.9
LoRA 763 66.7 61.6 666 482 |63.9
LoRA 6 76.1 66.6 61.6 668 4777 |63.8
Bitune 76.5 672 63.0 68.5 489 |64.8

derstanding, we use the MMLU (Hendrycks et al.,
2021) benchmark. Each task consists of a series
of questions, each with multiple choices, where
only one answer is correct. As the tasks follow the
question-answer pattern, they are compatible with
the instruction-tuning setting.

For evaluation, we use the Language Model Eval-
uation Harness framework (Gao et al., 2023). This
framework formats each question using a prede-
fined template, tokenizes the question-choice pairs,
runs them through the model, and compares the log-
likelihoods of the choices to determine the selected
answer. For each model and approach configura-
tion, we conduct experiments using three different
random seeds, and average the results.

Models are loaded and trained using bfloat16 pre-
cision, except for the mixing part, which operates
in the full 32-bit floating-point format (ablation in
Appendix A.7).

In the decoding phase of the inference with
Bitune, to initiate generation, the model requires
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at least a single token to obtain a set of attention
queries, in addition to the keys and values extracted
from the instruction. To facilitate this, one can in-
troduce a new learnable <sep> token that would
be placed at the beginning of modeled answer, or
utilize an existing token. For our experiments, we
opted to move the last token of the instruction tem-
plate to the beginning of the modeled answer. For
details on the instruction template used, please refer
to the section A.11 of the Appendix.

Results. Table 1 shows consistent and significant
gains after instruction-tuning with Bitune, with the
highest gains seen on the Gemma-2B model, show-
ing a 4 percentage point (pp) improvement over
the baseline LoRA and a 9.3 pp improvement over
the pretrained model. For the other models, the
average gains over baseline finetuning are equal to
1.8, 1.4, and 0.9 pp, for Llama3-8B, Llama2-7B,
and Phi-2 respectively.

It is worth noting that the Gemma-7B model
shows the lowest average improvement across all
tasks, with merely 0.1 pp gain over the baseline
finetuning. It is also a single case where the base-
line pretrained model achieved the highest score
on a task, MMLU, with degraded performance in
all fine-tuning approaches. However, this is not an
issue with the model’s scale, as significant gains
are observed with the Llama2-7B and Llama3-8B
models.

3.2 Downstream Task Training

This complementary experiment verifies whether
Bitune increases the capacity of the model within
the narrow scope of a single task. It follows the
setup from the instruction-tuning experiments with
a few changes. Namely, models are not instruction-
tuned but trained separately for each evaluation
task using the corresponding training set. We use
PIQA, ARC, CSQA, and SIQA introduced earlier,
and an additional arithmetic task, GSM8K (Cobbe
etal., 2021).

GSMSK differs from the other tasks, where we
compare log-likelihoods of predefined answers, as
it requires the model to generate a full answer
token-by-token, including the intermediate step-by-
step reasoning. The final answer follows a specific
pattern, making it feasible to extract the answer
using methods such as regular expressions as the
model learns to adhere to this pattern during train-
ing.

Table 2: Results for the downstream task training.
We show accuracy on downstream tasks for the baseline
LoRA finetuning and Bitune, averaged over 3 seeds. On
average, our method works better than standard LoRA.
We see the most significant gains on the GSM8K dataset,
but slightly lower results for Gemma-7B and the SIQA
task.

Method PIQA ARC CSQA SIQA GSMSK ‘ Avg.
Gemma-2B

LoRA 814 58.0 772 774 302 | 64.8

LoRAs 81.1 59.1 774 771 302 650

Bitune 833 600 783 766 33.0 |66.2
Gemma-7B

LoRA 914 846 844 794 59.1 | 79.8

LoRAjs 91.6 839 839 797 594 | 79.7

Bitune 92.1 842 842 794 594 799
Llama2-7B

LoRA 844 666 815 827 320 |694

LoRA;s 844 668 81.7 823 31.1 |69.3

Bitune 844 669 82.0 814 329 |69.5
Llama3-8B

LoRA 90.2 80.7 839 83.1 604 | 79.7

LoRA;s 904 813 834 831 59.6 |79.6

Bitune 90.5 813 84.1 82.1 634 |80.3
Phi-2

LoRA 828 763 787 803 586 |753

LoRAs 83.1 76.1 78.6 80.6 575 752

Bitune 839 770 79.0 804 59.2 | 759

Results. Table 2 presents the results, demonstrat-

ing improvements when finetuning on the down-
stream tasks with Bitune, similar to those seen with
instruction-tuning. While there are a few cases
where the baseline finetuning achieves better results
on specific tasks, when considering the average
gains, applying our method is beneficial across all
models. Most importantly, on the GSM8K dataset,
we see consistent high gains, suggesting that our
method improves the model’s reasoning ability in
generative tasks. We present additional results on
GSMSK with a 22B parameter model in the Ap-
pendix A.8.

Similar to the instruction-tuning results, the high-
est gains are observed on the Gemma-2B model,
while the lowest on the Gemma-7B. This indicates
that the effectiveness of our method depends on the
specific model used.

3.3 Chain-of-Thought Reasoning

To further test the effectiveness of our method
on generative tasks that require explicit reason-
ing, we created four additional training sets for
PIQA, ARC, CSQA, and GSMS8K. Each set was
distilled from the GPT-4.1 model (OpenAl, 2025)
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Table 3: Results for the chain-of-thought training.
Models were trained on downstream tasks with chain-of-
thought reasoning traces distilled from GPT-4.1 model,
and evaluated by generating the reasoning steps before
providing the final answer to given question. Across
the tasks and models tested, Bitune leads to significant
gains when compared to LoRA baselines.

Method PIQA ARC CSQA GSMSK\Avg.
Gemma-2B
LoRA 775 554 632 40.3 |59.1
LoRAjs 77.1 553 634 399 |58.9
Bitune 784 56.6 67.1 43.7 | 61.5
Llama3-8B
LoRA 882 825 786 70.3 | 79.9
LoRA;s 883 823 786 70.1 79.8
Bitune 89.6 828 79.0 73.5 | 81.2

by prompting it to solve every training-split ques-
tion step-by-step; the resulting reasoning traces
were then used to finetune Gemma-2B and Llama-
3-8B on each benchmark separately. At evaluation
time the models generated a full answer, including
intermediate reasoning, and scores were averaged
over three random seeds.

The original versions of these benchmarks sup-
ply only the final label, forcing a model trained
on them to perform all reasoning in latent space
and yielding short generations that do not reflect
real-world usage. Our distilled chain-of-thought
data instead mirrors the way large language models
are typically invoked, producing longer, multi-step
explanations before the answer, thereby providing
a more faithful test bed. Moreover, because the
public test sets may already appear in pre-training
corpora, training the models to answer the same
questions in a custom, step-by-step format reduces
the risk that apparent gains stem from data contam-
ination. The prompts used to distill the datasets,
along with example completions, are available in
Appendix A.10.

Results. Table 3 shows that Bitune improves per-
formance on chain-of-thought reasoning tasks, rais-
ing average accuracy by 2.4 pp for Gemma-2B and
1.3 pp for Llama-3-8B.

3.4 Inference Speed Comparison

During inference, Bitune performs two forward
passes over the instruction sequence and merges the
resulting features, which affects prefilling runtime.
We compare inference time for Gemma-2B on a
long-context instruction of 2000 tokens and report
the time required to prefill this instruction and to

generate 2000 subsequent tokens on a single A100
GPU.

Table 4: Inference-time comparison for Gemma-2B.
We report the time required to prefill a 2000-token in-
struction and to generate a further 2000 tokens on a
single A100 GPU.

Method  Prefill  Generation
LoRA 0.03s 62.15s
Bitune 0.28s 62.28s

Table 4 shows that the extra latency for process-
ing the instruction is negligible because most of the
computation time is spent on autoregressive answer
generation.

3.5 Ablations

We conduct an ablation study on Bitune using
the same experimental setup as in the instruction-
tuning experiment. For this purpose, two models
are used: Gemma-2B and Llama3-8B, representing
different size scales and model families.

Component Removal To verify the necessity of
each component of the method, we remove selected
parts to answer the following questions:

* Can we simply modify the attention mask to
apply bidirectional attention on the prompt,
without using separate weights and mixing? -
We test this simplest variant, which we refer
to as Naive Bidir.

Do we need two sets of features? Is it suffi-
cient to obtain bidirectional features from the
prompt using different weights than those used
for causal answer generation? - We remove
the part responsible for generating the set of
causal features, and therefore also the mixing
component; we refer to this as No Mixing.

Are the gains solely from mixing two sets of
features generated with different weights, or
is bidirectional attention necessary? - Here
we keep the attention mask causal to generate
both sets of features, which we refer to as
Only Causal.

* Do we need separate weights, or can the
same weights be used to generate both causal
and bidirectional features? - To answer this
question, we do not introduce the second
set of weights and use the same LoRA for
both passes on the prompt, calling it Shared
Weights.
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Table 5: Ablation study on components of Bitune. We
report zero-shot accuracy averaged over PIQA, ARC,
CSQA, SIQA and MMLU tasks. The components are
explained in section 3.5. We see that all ablated variants
outperform the LoRA baseline, and combining all com-
ponents performs the best.

Method Causal Bidir. Mixing Sep. weights \Acc.

Gemma-2B
LoRA v - - - 45.7
Naive Bidir. - v - - 479
No Mixing - v - v 48.9
Only Causal v - v v 46.9
Shared Weights v/ v v - 47.4
Bitune v v v v 49.7

Llama3-8B
LoRA v - - - 70.4
Naive Bidir. - v - - 71.9
No Mixing - v - v 71.5
Only Causal v - v v 71.1
Shared Weights v v v - 72.3
Bitune v v v v 72.7

The results, averaged over three seeds and pre-
sented in Table 5, indicate that all variants of Bitune
lead to gains over the baseline LoRA finetuning.
However, the highest gains are observed in the full
variant of Bitune, demonstrating that each compo-
nent contributes to the method’s effectiveness.

Different PEFT Methods To verify the impact
of different PEFT methods on the performance of
our method, we compare Bitune in combination
with the following techniques: LoRA (Hu et al.,
2022), that reparametrizes weight updates as a mul-
tiplication of two low-rank matrices; DoRA (Liu
et al., 2024), which decomposes these weight up-
dates into direction and magnitude; and IA3 (Liu
et al., 2022), that instead rescales activations with
learnable vectors.

The results are shown in Table 6. We find consis-
tent gains across all three PEFT methods we ana-
lyze, with gains ranging from +1.6% to +4.0% for
averaged accuracy. This demonstrates that Bitune
is PEFT-agnostic and can be combined with exist-
ing and future innovations in PEFT methods.

Full Finetuning Additionally, we test whether
Bitune leads to gains with full finetuning (Full-
FT), by optimizing two sets of full model’s pa-
rameters. We conduct experiments on Gemma-2B
model, and compare results with standard Full-FT
baseline. The results in Table 7 demonstrate that
Bitune improves the model’s performance even in
full finetuning scenarios.

Table 6: Combining Bitune with different PEFT
methods. Performances are averaged over 3 seeds. We
can see that our method improves results regardless of
the specific PEFT method used.

Method PIQA ARC CSQA SIQA MMLU\AVg‘

Gemma-2B
LoRA 66.7 434 423 443 31.7 |45.7
Bitune 69.6 47.5 469 495 353 |49.7
DoRA 66.7 43.6 419 447 319 |458
Bitunepora 09.6 47.5 469 49.7 351 |49.8
1A3 672 46.5 455 376 325 |459
Bitunejas 67.5 473 489 443 33.6 |48.3

Llama3-8B
LoRA 819 745 692 690 576 |704
Bitune 844 774 727 701 59.0 |72.7
DoRA 82.1 754 702 692 577 |709
Bitunepora 84.1 77.1 72.0 70.6 58.7 |72.5
IA3 809 755 683 664 587 |[70.0
Bitunejas 834 757 692 678 588 |71.0

Table 7: Results for full finetuning Gemma-2B model
on the instruction-tuning setup. We compare our
method to full finetuning baseline. For Bitune, we opti-
mize two sets of full model’s weights.

Method ~ PIQA ARC CSQA SIQA MMLU Avg.
Full FT 69.0 467 435 437 348 475
Bitunepuirr 70.3 48.0 474 439 367 493

Attention Mask of Second Pass We test another
option for the attention mask of the second pass on
the instruction. We transpose the causal attention
mask, blocking information flow from the past to-
kens, and allowing from the future tokens - we call
it anti-causal attention mask.

Results shown in Table 8 indicate that the in-
struction has to be processed with full bidirectional
attention to achieve the highest gains. Combining
causal and anti-causal features independently does
not lead to the same high performance.

4 Related Work

Our approach shares similarities with the concept
of "prefix language modeling", which enables a
decoder-only model to handle bidirectional con-
text within a prefix (instruction) while maintaining
causal generation for the output sequence. The
prefix-LM architecture was introduced by Liu et al.
(2018) and further explored and popularized by
Raffel et al. (2020). In their work on T5, Raf-
fel et al. (2020) pretrained the prefix-LM architec-
ture alongside other architectures, such as encoder-
decoder and decoder-only models, demonstrating
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Table 8: Ablation of Bitune’s attention. We vary the
attention mask for extracting the second set of features.

Model Attention Mask  Avg. Acc

Gemma-2B  Causal 46.9
Anti-causal 46.7
Bidirectional 49.7

Llama3-8B  Causal 71.1
Anti-causal 71.4
Bidirectional 72.7

that prefix-LM outperforms decoder-only models
on both training objectives: denoising and language
modeling.

The prefix-LM approach has been used in
UniLLM (Dong et al., 2019), which trains a single
transformer on three types of language modeling
tasks: unidirectional, bidirectional, and sequence-
to-sequence prediction. UniLM employs a shared
Transformer network and utilizes specific self-
attention masks to control the context that predic-
tions are conditioned on, where the sequence-to-
sequence task is equivalent to the prefix-LM ap-
proach.

Additionally, UL2 (Tay et al., 2023) introduces
a pretraining objective called "Mixture of Denois-
ers", which combines various denoising strategies,
including the prefix-LM approach. Lastly, XL-
Net (Yang et al., 2019) also allows for non-causal
word ordering by allowing random permutations to
be used with a next-token prediction objective.

All these works focused on the model pretrain-
ing. As for the utilization of pretrained causal lan-
guage models, Springer et al. (2024) show in their
work that simply repeating the input to these mod-
els improves the quality of token embeddings for
text-retrieval. This work addresses the limitation
that token embeddings in autoregressive models
cannot contain information from tokens appearing
later in the input. By repeating the input twice,
the early tokens are allowed to encode information
about later tokens, thereby improving the quality
of the embeddings. Another approach, LLM2Vec
(BehnamGhader et al., 2024), demonstrates that
pretrained causal LLMs can be effectively con-
verted to BERT-like encoders. It can be done by
enabling bidirectional attention, training the model
on the objective of masked token prediction, and
applying unsupervised contrastive learning.

Bitune vs. Prefix-LM. Both Bitune and the clas-
sic prefix-LM masking scheme grant full bidirec-

tional access to the instruction prefix. The key dif-
ference is that Bitune is a hybrid approach designed
for the optimal adaptation of decoder-only models.
Existing large language models are almost always
pre-trained as pure decoder-only networks; sim-
ply replacing the causal mask with the prefix-LM
masking scheme before finetuning therefore dis-
cards the causal features encoded during pretrain-
ing and forces the model to relearn the mechanics
of bidirectional attention over the prefix tokens.
Bitune keeps the original causal stream intact and
adds a second bidirectional pass, injecting fresh
capacity into the model. Finetuning then proceeds
in a single architecture that unifies the two attention
regimes. Our ablation study (Section 3.5) confirms
the payoff: Bitune yields larger gains than straight-
forward “prefix-LM conversion” (ablation Naive
Bidir). Whether the same advantage holds when
both schemes are trained from scratch remains an
open question.

5 Conclusion

This work proposes a method that exploits the inher-
ent instruction—answer structure of IT datasets to
incorporate bidirectional attention into pretrained
decoder-only models. Bitune demonstrates general
applicability across different models and scales,
and it consistently improves performance across
commonsense reasoning, arithmetic, and language
understanding tasks. We further demonstrate that
the method is compatible with different existing
PEFT methods and will likely benefit from further
developments in this area.

Limitations

During standard instruction-tuning training, the in-
struction and the answer are processed in a single
forward pass. In our method, this processing is ex-
plicitly split into phases - extracting instruction fea-
tures with causal attention, bidirectional attention,
and answer modeling, which results in increased
both training time and memory usage.

However, this is a minor limitation in the con-
text of instruction-tuning, since typically smaller
datasets are used compared to pretraining, leading
to relatively short training times. Furthermore, as
shown in Section 3.4, the additional latency during
prefilling at inference time is negligible, since most
time is spent on sequential token generation.
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A Appendix

A.1 Pseudocode for Bitune Training Step

Algorithm 2 Python-like pseudocode of Bitune Training Step.

prompt - tensor with tokenized instruction
answer - tensor with tokenizer answer to model

#
#
# theta - trainable tensor with mixing coeff. for each layer
#

theta_init - initial value of mixing coefficients

k_c, v_c = model_causal(prompt) # Pass on the instruction for causal features
k_b, v_b = model_bidir(prompt) # Pass to obtain bidirectional features

# Combine both sets of features

alpha = theta.abs() / (theta.abs() + theta_init)

k = k_c x (1 - alpha) + k_b * alpha

v = v_c * (1 - alpha) + v_b * alpha

kv = (k, v)

logits = model_causal(answer, kv)

loss = compute_loss(logits, answer)

loss.backward()

update_parameters(model_causal, model_bidir, theta)

A.2 Hyperparameters

Table 9: Hyperparameters shared across models and datasets.

Hyperparameter Value

GPUs 1
Optimizer AdamW

LR Scheduler Linear
Weight Decay 0.0

Batch Size (incl. accumulation) 10
Accumulation Steps 10
Warmup Steps 10% of update steps
Oinic (Bitune) 0.01

RNG Seeds 42,43, 44

Table 10: Dataset-specific hyperparameters.

Hyperparameter ‘ UltraFeedback PIQA ARC CSQA SIQA GSMSK
Epochs 3 1 5 1 1 1
Update Steps 3000 1605 555 974 3341 747
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Table 11: Learning rate for given dataset-model pair, including different PEFT variants for instruction-tuning
experiments.

Model UltraFeedback PIQA ARC CSQA SIQA GSMSK
Gemma-2B 3E-4 1E-3  1E-3 1E-3 1E-3 1E-3
Gemma-7B 3E-4 3E-4 3E-4 3E4 3E4 3E-4
Llama2-7B 3E-4 1E-3 1E-3 1E-3 1E-3 1E-3
Llama3-8B 3E-4 1E-3 1E-3 1E-3 1E-3 1E-3
Phi-2 3E-4 1E-3  1E-3 1E-3 1E-3 1E-3
Gemma-2B (DoRA) 3E-4 - - - - -
Gemma-2B (IA3) 1E-3 - - - - -
Llama3-8B (DoRA) 3E-4 - - - - -
Llama3-8B (IA3) 1E-3 - - - - -

Table 12: Configuration of PEFT methods. All other hyperparameters have default values of HuggingFace PEFT
library.

Hyperparameter Value

Rank (LoRA, DoRA) 8

Alpha (LoRA, DoRA) 1

Target Modules (All) All linear layers of MLP and Self-Attention

Feedforward Modules (IA3) All linear layers of MLP

A.3 Datasets

For all experiments we used HuggingFace Datasets (Lhoest et al., 2021) library to obtain necessary
datasets.

Table 13: Table with datasets and corresponding paths, to be used with HuggingFace Datasets library.

Dataset Path

UltraFeedback  openbmb/UltraFeedback
PIQA piga

ARC-Challenge allenai/ai2_arc

CSQA tau/commonsense_qa
SIQA social_i_qa

GSMSK gsm8k

MMLU hails/mmlu_no_train

A.4 Training Speed & Memory Usage

As the method introduces two additional forward passes during training, both the training speed and the
memory usage are impacted. Here we present average training times and GPU memory usage on the
instruction-tuning setup with 3000 update steps (30000 actual steps, due to gradient accumulation), on a
single A100 GPU, for models of two different scales - Gemma-2B & Llama3-8B. Our implementation
has not been optimized, which means that e.g. training times could be improved via parallelization of two
passes on the prompt. Table shows average training time, peak GPU memory usage during training, and
average accuracy on downstream tasks.
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Train. Time [h] | Memory [GB] | Acc.

Model Method
Gemma-2B LoRA 1.0 14.9 45.7
Bitune 3.1 19.8 49.7
Llama3-8B LoRA 1.7 26.6 70.4
Bitune 5.3 30.8 72.7

Using these values, one can approximate required compute to reproduce results on a given tasks, as all
experiments shared the same batch size and many other hyperparameters.

A.5 Initialization of Mixing Coefficient

The initial value of the mixing coefficient # is a hyperparameter in our method. To evaluate its impact on
the performance and the training dynamics of the bidirectional-to-causal ratio of features, we conduct
experiments on the instruction-tuning setup with the following values: 0.1, 0.01, and 0.001.

Bidir. K Bidir. V

Ratio [%]

0 3000 0.0 Layer Index Layer Index

Training Step

Figure 2: Bidirectional-to-causal ratio during training.

The ratio is averaged over all layers and shown for differ- Figure 3: Ratio across layers. Here we show the
ent initial values of mixing coefficients for Llama3-8B. final ratio of the model in Fig. 2 across all layers for
The initial value impacts the change of the ratio, with the K and V values. The utilization of bidirectional
higher values slowing it down, and lower values increas- attention is spread across all layers.

ing it.

Table 15 demonstrates that the initial value of the mixing coefficient impacts the performance, with
0.01 being the most optimal value for both models, regardless of their scale. Figure 2 shows that the initial
value substantially affects the rate of change of the mixing ratio, with the higher value leading to nearly
no change in the ratio, while the lower value results in sharp changes at the very beginning of the training.
In Figure 3, we also observe that after training, all layers utilize the bidirectional attention.

Model Init. Value Avg. Acc.

Gemma-2B 0.1 494
0.01 49.7
0.001 47.2

Llama3-8B 0.1 72.7
0.01 72.7
0.001 72.3

Table 15: Different init. values for mixing coefficients.

9523



A.6 Instruction-tuning on Alpaca Dataset

We tested Bitune on another, larger instruction-tuning dataset - cleaned Alpaca dataset! (Taori et al., 2023)
with 50,000 samples. Similarly to previous experimental settings, first we tested different learning rates
for the baseline LoRA finetuning, picked the best one, and then used the same learning rate for other
approaches used in the experiment - Bitune, and Naive Bidir. (introduced in the ablation study section
3.5). The results demonstrate that our method’s benefits extend to larger datasets as well.

Table 16: Zero-shot results after instruction-tuning on the Alpaca dataset. Results are averaged over 3 random seeds.

PIQA ARC CSQA SIQA MMLU Avg.

Model Method

Gemma-2B  LoRA 64.1 40.8 38.6 38.6 33.8 432
Naive Bidir.  64.9 41.7 42.2 423 33.6 449
Bitune 66.5 43.6 43.2 43.5 36.2 46.6

Llama3-8B  LoRA 76.6 71.1 63.3 67.4 57.8 67.2
Naive Bidir. ~ 79.5 70.5 62.4 66.8 55.3 66.9
Bitune 79.4 71.3 63.5 68.6 58.3 68.2

A.7 Ablation of Mixing Component Precision

The higher precision for the mixing operation was chosen a priori, motivated by the concern that minor
numerical inaccuracies in the output of the mixing operation may lead to significant deviations in the
model’s behavior. In order to verify its importance, we have run additional experiments on the GSM8K
dataset with the "Chain-of-Thought Reasoning" setup. We set the precision of the mixing component
to bfloatl6, which is the same as the remaining parameters, and compare it to results from the previous
setting and baselines.

Table 17: Ablation results for Bitune using bfloat16 for all model parameters, including the mixing component.

Method GSM8K
Gemma-2B
LoRA 40.3
LoRA 16 399
Bitune 43.7
Bitunepfoatie 43.6
Llama3-8B
LoRA 70.3
LoRAs 70.1
Bitune 73.5

Bitunepfoatis 73.4

The results suggest that higher precision for the mixing component is not crucial.

A.8 Finetuning Larger Model on GSM8K

In order to verify whether improvements hold for larger, already highly capable models, we finetune
Codestral (Mistral Al, 2024) with 22B parameters on the GSM8K dataset. The results, averaged over 3
random seeds, show a substantial 4.3 percentage point improvement over the baseline LoRA finetuning,
indicating that Bitune can provide considerable gains even for larger models, which already have strong
performance on a given task.

"https://huggingface.co/datasets/yahma/alpaca-cleaned
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Table 18: Results for Bitune and baseline LoRA finetuning on GSM8K dataset.

GSM8K
Model Method

Codestral-22B LoRA 69.3
Bitune 73.6

A.9 Multi-Turn Setting

In our experiments, we focus on single-turn QA settings, but the approach can be extended to multi-turn
chat applications in the following two ways:

(A) “Recompute” The most straightforward way is to treat the entire chat history as a prefix or
query and recompute the KV cache at every new round. This allows bidirectional attention over all tokens,
including previously generated answers.

(B) “Alternating”  Another option is to alternate attention patterns with the following procedure:

1. Prefill the first instruction and generate the initial KV cache by merging causal and bidirectional
features.

2. Generate output token by token, appending the KV of each output to the cache (the output KV uses
only causal features).

3. Prefill the next instruction with both attention masks and append its KV to the cache.
4. Repeat from step 2.

A.10 Chain of Thought Data Generation

For each train set of datasets - PIQA, ARC-Challenge, CSQA, GSM8K - we have distilled chain-of-thought
completions with GPT-4.1 model.

The completions were asked to be in a specific format allowing to extract the steps, and final answer
separately. We have used the following prompt templates:

Dataset ‘ Prompt

PIQA Think step-by-step, then provide the final answer. Separate each operation /
thought into a single statement. Try to make every statement and whole process
as concise as possible. Use only a single letter for the final answer. If multiple
answer seem likely to be correct, pick the most likely one. Use the following
structure (with example statements):

<step> first reasoning step goes here </step> <step> second reasoning step goes
here </step> <step> and so on... </step> <answer> B </answer>

[query]

ARC Think step-by-step, then provide the final answer. Separate each operation /
thought into a single statement. Try to make every statement and whole process
as concise as possible. Use only a single letter for the final answer. If multiple
answer seem likely to be correct, pick the most likely one. Use the following
structure (with example statements):

<step> first reasoning step goes here </step> <step> second reasoning step goes
here </step> <step> and so on... </step> <answer> C </answer>

[query]
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CSQA

Think step-by-step, then provide the final answer. Separate each operation /
thought into a single statement. Try to make every statement and whole process
as concise as possible. Use only a single letter for the final answer. If multiple
answer seem likely to be correct, pick the most likely one. Use the following
structure (with example statements):

<step> Identify the nature of a drawstring bag, which is typically small and used
for carrying personal or valuable items. </step> <step> Consider the context
of checking baggage, which is commonly done at airports. </step> <step>
Eliminate options that are less likely related to checking baggage: garbage
can and safe (unlikely travel destinations). </step> <step> Assess the options
related to travel or specific locations: military, jewelry store, airport. </step>
<step> Military is possible, but typically does not involve checking baggage as
a drawstring bag. </step> <step> Jewelry store is a destination but not typically
associated with checking baggage during travel. </step> <step> Airport is the
most logical location where baggage is checked, including a drawstring bag.
</step> <answer> E </answer>

[query]

GSMSK

Think step-by-step, then provide the final answer. Separate each operation and
calculation into one statement. Try to make every statement and whole process
as concise as possible. For the final answer, provide the integer value only,
without any units. Use the following structure: <step> first reasoning step goes
here... </step> <step> second reasoning step goes here... </step> <step> and so
on... </step> <answer> 42 </answer>

[query]

Here we provide the example completions:

Dataset

Example Completion

PIQA

Question: When boiling butter, when it’s ready, you can

Choices: A. Pour it onto a plate B. Pour it into a jar

Steps: Boiling butter usually refers to melting and clarifying it by heating.
When clarified butter is ready, it is typically poured into a container to cool and
solidify. A jar is more appropriate for storing melted or clarified butter. Pouring
onto a plate is uncommon and impractical for storage or further use.

Answer: B

ARC

Question: George wants to warm his hands quickly by rubbing them. Which
skin surface will produce the most heat?

Choices: A: dry palms B: wet palms C: palms covered with oil D: palms covered
with lotion

Steps: Friction generates heat when two surfaces rub against each other. Dry
skin produces more friction compared to wet or oily surfaces because water or
oil acts as a lubricant. QOil and lotion reduce friction by creating a slippery layer,
so less heat is produced. Wet palms also reduce friction compared to dry palms
because water acts as a lubricant. Therefore, dry palms will produce the most
heat when rubbed together.

Answer: A
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CSQA Question: The sanctions against the school were a punishing blow, and they
seemed to what the efforts the school had made to change?

Choices: A:ignore B: enforce C: authoritarian D: yell at E: avoid

Steps: Understand the sentence structure: *The sanctions ... seemed to ... the
efforts the school had made to change.” The word to fill should describe what
the sanctions did to the school’s efforts. Sanctions usually negatively impact or
counteract efforts rather than support them. Look at the choices: ignore, enforce,
authoritarian, yell at, avoid. Eliminate irrelevant options: ’authoritarian’ is an
adjective, yell at’ is informal and unsuitable, ’enforce’ contradicts the negative
impact idea. Consider “ignore’ and ’avoid’ both suggest neglect or dismissal,
which fits the idea of a punishing blow counteracting efforts. ’Ignore’ means
to pay no attention; ’avoid’ means to keep away from actively. *Ignore’ better
fits the idea of sanctions negating or discounting the efforts, making it the most
likely choice.

Answer: A

GSMS8K | Question: Natalia sold clips to 48 of her friends in April, and then she sold half
as many clips in May. How many clips did Natalia sell altogether in April and
May?

Steps: Identify the number of clips sold in April: 48. Calculate the number
of clips sold in May as half of April’s sales: 48 / 2 = 24. Calculate the total
number of clips sold in April and May by adding both amounts: 48 + 24 = 72.
Answer: 72

A.11 Prompt Templates

Templates used to format instruction-answer pairs for a given dataset, for both training and evaluation. In
all cases there is a space character at the beginning of the answer part.

Dataset Instruction ‘ Answer

UltraFeedback | Question: {instruction} {completion }<EOS>

Answer:

PIQA Question: {question} {answer }<EOS>
Choices:
{choice0}

{choicel}

Answer:

ARC Question: {question} {answer }<EOS>

Choices:

{choice0}
{choicel}
{choice2}
{choice3}

Answer:
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CSQA Question: {question} {answer }<EOS>

Choices:

{choice0}
{choicel}
{choice2}
{choice3}
{choice4}

Answer:

SIQA Question: Given the context, answer correctly the | ({answer_index } ) <EOS>
question.

Context: {context}
Question: {question}

Choices:

(0) {choice0}
(1) {choicel}
(2) {choice2}

Answer:

GSM8K Question: {question} {answer }<EOS>
Answer:

MMLU Question: {question} ({answer_index } )<EOS>

(0). {choice0}
(1). {choicel}
(2). {choice2}
(3). {choice3}

Answer:

A.12 Results with Standard Deviation

Tables with complete results averaged over 3 seeds, includes standard deviation.
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Table 22: Zero-shot results on downstream tasks after instruction-tuning on the UltraFeedback dataset.

PIQA ARC CSQA SIQA MMLU
mean  std mean  std mean  std mean  std mean  std
Model Method
Gemma-2B  Pretrained | 57.51 - 36.86 - 3546 - 38.18 - 3401 -
LoRA 66.74 052 | 43.37 133 | 4232 1.60 | 4427 3.85 | 31.74 0.78
LoRAj6 66.50 085 | 42.72 146 | 4234 1.21 | 43.82 3.71 | 31.61 0.85
Bitune 69.59 120 | 4747 064 | 46.87 198 | 4951 1.54 | 3529 0.08
Gemma-7B  Pretrained | 73.12 - 78.33 - 62.00 - 64.74 - 59.04 -
LoRA 8424 0.51 | 79.18 0.76 | 68.47 161 | 71.92 0.34 | 55.26 043
LoRA 6 8393 094 | 7924 0.61 | 68.39 205 | 71.99 0.83 | 5341 4.22
Bitune 83.59 0.46 | 80.09 090 | 69.15 056 | 72.74 090 | 53.81 0.40
Llama2-7B  Pretrained | 59.25 - 38.14 - 32.60 - 45.09 - 3598 -
LoRA 69.51 0.73 | 4994 0.79 | 4532 2.65 | 57.05 124 | 41.06 0.23
LoRA 6 69.86 0.25 | 49.89 1.51 | 4559 2.08 | 56.69 1.89 | 41.21 0.20
Bitune 70.00 0.53 | 51.11 023 | 48.08 2.59 | 59.09 0.96 | 41.87 0.21
Llama3-8B  Pretrained | 68.99 - 73.63 - 65.36 - 56.81 - 56.00 -
LoRA 8194 038 | 7446 1.06 | 69.23 0.67 | 68.99 1.55 | 57.62 0.54
LoRA 6 8235 0.83 | 7491 045 | 70.52 046 | 68.63 1.38 | 5798 0.49
Bitune 8439 024 | 7742 1.15 | 7270 0.82 | 70.15 0.34 | 5896 0.37
Phi-2 Pretrained | 70.35 - 67.32 - 6143 - 65.05 - 4541 -
LoRA 76.31 0.17 | 66.67 044 | 61.62 040 | 66.65 0.31 | 4823 0.75
LoRAj6 76.12 093 | 66.61 027 | 61.64 045 | 6682 0.83 | 47.73 0.62
Bitune 76.51 030 | 67.18 049 | 63.04 0.71 | 6851 0.56 | 48.92 041

Table 23: Result for the downstream task training setup.

PIQA ARC CSQA SIQA GSM8K
mean  std mean  std mean  std mean  std mean  std
Model Method

Gemma-2B  LoRA 8141 046 58.05 116 77.18 0.05 7740 040 30.17 0.75
Bitune 8328 033 5998 1.19 7832 0.68 76.60 024 3298 0.97

Phi-2 LoRA 82779 1.15 7631 056 78.68 0.76 8030 0.44 5855 0.89
Bitune 8391 0.28 77.02 034 7895 022 8038 0.21 5921 1.15

Gemma-7B  LoRA 9142 0.60 8458 036 8441 1.04 7936 141 59.11 097
Bitune 92.13 0.27 8422 074 8422 0.76 7939 133 5939 0.72

Llama3-8B  LoRA 90.24 0.27 80.75 036 8392 0.74 83.15 041 6045 0.72
Bitune  90.52 0.78 81.26 0.79 84.11 1.05 82.12 030 6343 0.27

Llama2-7B LoRA 8439 0.69 6655 078 81.52 0.83 82.67 031 3202 0.68
Bitune 8439 0.61 66.87 090 8195 056 8139 0.15 3285 1.05

9529



Table 24: Ablation study on the components of Bitune.

PIQA ARC CSQA SIQA MMLU
mean std mean std mean std mean std mean std
Model Method
Gemma-2B  LoRA 66.74 052 4337 133 4232 1.60 4427 385 31.74 0.78
Bitune 69.59 120 4747 0.64 4687 198 4951 154 3529 0.08
Naive Bidir. 67.79 1.00 4465 178 4679 2.86 48.04 095 3243 140
No Mixing 69.01 147 4571 132 46.14 256 4980 0.53 34.03 0.35
Only Causal 66.39 128 4528 0.65 4245 1.65 4698 076 3327 041
Shared Weights  68.10 0.41 4434 090 4453 1.67 47.19 2.16 3293 0.13
Llama3-8B  LoRA 8194 038 7446 1.06 6923 067 6899 155 5762 0.54
Bitune 8439 024 7742 1.15 7270 0.82 70.15 0.34 5896 0.37
Naive Bidir. 8544 0.25 7645 0.60 69.37 028 70.04 043 5833 0.89
No Mixing 8556 0.38 7486 0.21 68.60 1.31 69.74 0.11 58.88 043
Only Causal 8237 041 7463 091 70.65 093 69.17 151 5843 0.26
Shared Weights  84.10 0.63 7594 1.11 7191 0.71 70.61 0.60 59.03 0.79
Table 25: Results for different PEFT methods used in combination with Bitune.
PIQA ARC CSQA SIQA MMLU
mean std mean std mean std mean std mean std
Model Method
Gemma-2B  LoRA 66.74 052 4337 133 4232 1.60 4427 385 31.74 0.78
Bitune 69.59 120 4747 0.64 4687 198 4951 154 3529 0.08
DoRA 66.70 0.63 4357 091 4188 1.08 4471 3.83 3195 0.72
Bitunepora 69.62 0.69 4747 034 4687 242 4971 1.80 35.09 0.16
1A3 67.25 052 4650 0.67 4554 030 37.65 1.07 3249 0.20
Bitunejas 67.54 127 4727 053 4892 094 4429 1.08 33.60 0.37
Llama3-8B  LoRA 8194 038 7446 1.06 6923 067 6899 155 5762 0.54
Bitune 8439 024 7742 1.15 7270 0.82 70.15 034 5896 0.37
DoRA 82.12 044 7540 0.52 7022 039 69.19 1.14 5767 0.23
Bitunepora 84.06 046 77.13 037 7199 0.67 70.56 021 58.72 0.58
1A3 80.87 0.58 7554 0.10 6825 026 6638 0.18 5875 0.24
Bitunejas 8342 0.52 7568 0.68 69.15 040 67.83 025 5880 0.10
Table 26: Results for different init values for mixing coefficients.
PIQA ARC CSQA SIQA MMLU
mean std mean std mean std mean std mean std
Model Init. Value
Gemma-2B 0.1 69.68 0.74 4633 0.81 4597 2.64 49.86 221 3525 046
0.01 69.59 120 4747 0.64 4687 198 4951 1.54 3529 0.08
0.001 67.79 088 4420 0.68 4556 1.61 4635 1.08 31.89 0.67
Llama3-8B 0.1 85.00 0.73 7648 0.63 71.06 156 71.68 046 59.19 0.38
0.01 8439 024 7742 1.15 7270 082 70.15 034 5896 0.37
0.001 84.60 0.62 76.62 0.09 7128 145 70.62 0.15 5849 022
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A.13 Example Attention Matrices

Here we show pairs of matrices with causal and bidirectional attention scores of Bituned Gemma-2B for
the first two GSMS8K samples, with scores averaged over layers and heads. Source tokens are represented
with the vertical axis, while target tokens (for which the attention is paid to) with the horizontal one -
e.g. the first column represents attention paid to the first (BOS) token, by each other token. Darker color
represents higher attention score.

Causal | Bidirectional

Question: Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins for
her friends every day with four. She sells the remainder at the farmers’” market daily for $2 per fresh duck egg.
How much in dollars does she make every day at the farmers’ market\n\nAnswer:

Question: A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total does it
take?\n\nAnswer:
|
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A.14 GSMSK Samples

Samples of responses to the first 20 questions from GSM8K benchmark. Shown for Llama3-8B intruction-
tuned on UltraFeedback dataset - for standard finetuning with LoRA and Bitune.

Prompt

LoRA

Bitune

Question: Janet’s ducks lay 16 eggs
per day. She eats three for breakfast ev-
ery morning and bakes muffins for her
friends every day with four. She sells
the remainder at the farmers’ market
daily for $2 per fresh duck egg. How
much in dollars does she make every
day at the farmers’ market?

Janet makes $16 - (3 + 4) = $9 per day
at the farmers’ market.

Janet makes $2 per fresh duck egg, and
she sells the remainder of the eggs she
collects each day. If she eats three eggs
for breakfast and bakes muffins with
four eggs, she has 16 - 3 - 4 =9 eggs
left to sell. So, she makes $2 x 9 = $18
every day at the farmers’ market.

Question: A robe takes 2 bolts of blue
fiber and half that much white fiber.
How many bolts in total does it take?

A robe requires 2 bolts of blue fiber
and half that much white fiber, which
is equal to 1 bolt of white fiber. There-
fore, the total number of bolts required
for a robe is 3 bolts (2 blue and 1
white).

To make a robe, you need 2 bolts of
blue fiber and half that much white
fiber. So, the total number of bolts
required is:

2 bolts of blue fiber + half of 2 bolts
of blue fiber (which is 1 bolt of white
fiber)

Total bolts =2 + 1 = 3 bolts

So, the total number of bolts required
to make a robe is 3 bolts.

Question: Josh decides to try flipping
a house. He buys a house for $80,000
and then puts in $50,000 in repairs.
This increased the value of the house
by 150%. How much profit did he
make?

Josh made a profit of $50,000.
Confidence: 95%

Josh made a profit of $20,000.

To calculate the profit, first find the
increased value of the house after re-
pairs:

$80,000 + $50,000 = $130,000

Then, calculate the 150% increase:
$130,000 * 1.5 = $195,000

The difference between the original
purchase price and the increased value
is the profit:

$195,000 - $80,000 = $115,000
Finally, subtract the cost of repairs
from the profit:

$115,000 - $50,000 = $20,000

So, Josh made a profit of $20,000.

Question: James decides to run 3
sprints 3 times a week. He runs 60
meters each sprint. How many total
meters does he run a week?

James runs 3 sprints of 60 meters each,
3 times a week. To find the total meters
he runs a week, we can multiply the
number of sprints (3) by the distance of
each sprint (60 meters) and then multi-
ply the result by the number of times
he runs the sprints (3) per week.

So, the total meters James runs a week
is:

3 sprints X 60 meters per sprint x 3
times per week = 540 meters per week.
Confidence: 100%

James runs 3 sprints of 60 meters each,
3 times a week. To find the total meters
he runs in a week, we can multiply the
number of sprints by the distance of
each sprint and the number of times he
runs the sprints per week.

Total meters = (3 sprints) x (60 meters
per sprint) x (3 times per week) = 540
meters per week.

So, James runs a total of 540 meters
per week.
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Question: Every day, Wendi feeds
each of her chickens three cups of
mixed chicken feed, containing seeds,
mealworms and vegetables to help
keep them healthy. She gives the chick-
ens their feed in three separate meals.
In the morning, she gives her flock of
chickens 15 cups of feed. In the after-
noon, she gives her chickens another
25 cups of feed. How many cups of
feed does she need to give her chick-
ens in the final meal of the day if the
size of Wendi’s flock is 20 chickens?

To find the number of cups of feed
Wendi needs to give her chickens in the
final meal of the day, we need to cal-
culate the total amount of feed needed
for the day and divide it by the number
of meals.

The total amount of feed needed for
the day is:

Morning meal: 15 cups * 20 chickens
= 300 cups Afternoon meal: 25 cups
* 20 chickens = 500 cups Total feed
needed for the day: 300 cups + 500
cups = 800 cups

Now, we divide the total feed needed
for the day by the number of meals (3):
800 cups / 3 meals = 266.67 cups

So, Wendi needs to give her chickens
266.67 cups of feed in the final meal
of the day.

To find the number of cups of feed
Wendi needs to give her chickens in the
final meal of the day, we need to cal-
culate the total amount of feed needed
for the day and then divide it by the
number of meals (3) and the number
of chickens (20).

First, let’s find the total amount of feed
needed for the day:

Morning meal: 15 cups * 20 chickens
=300 cups Afternoon meal: 25 cups
* 20 chickens = 500 cups Total feed
needed for the day: 300 cups + 500
cups = 800 cups

Now, we divide the total feed needed
for the day by the number of meals (3)
and the number of chickens (20):

800 cups / (3 meals * 20 chickens) =
800 cups / (60 meals * chickens) =
13.33 cups

So, Wendi needs to give her chickens
13.33 cups of feed in the final meal of
the day.

Question: Kylar went to the store to
buy glasses for his new apartment. One
glass costs $53, but every second glass
costs only 60% of the price. Kylar
wants to buy 16 glasses. How much
does he need to pay for them?

Kylar needs to pay $80 for 16 glasses.
Confidence: 95%

Kylar needs to pay $80 for 16 glasses.
Confidence: 100%

Question: Toulouse has twice as many
sheep as Charleston. Charleston has 4
times as many sheep as Seattle. How
many sheep do Toulouse, Charleston,
and Seattle have together if Seattle has
20 sheep?

To find the total number of sheep in
Toulouse, Charleston, and Seattle to-
gether, we need to first find the number
of sheep in Charleston and Toulouse.
Since Charleston has 4 times as many
sheep as Seattle, and Seattle has 20
sheep, Charleston has 4 x 20 = 80
sheep. Now, we know that Toulouse
has twice as many sheep as Charleston,
so Toulouse has 2 x 80 = 160 sheep.
Now, we can add the number of sheep
in Toulouse, Charleston, and Seattle
together:

Toulouse + Charleston + Seattle = 160
+ 80 + 20 = 260 sheep

So, the total number of sheep in
Toulouse, Charleston, and Seattle to-
gether is 260.

Toulouse has twice as many sheep
as Charleston, so if Charleston has
4 times as many sheep as Seattle,
Toulouse must have 8 times as many
sheep as Seattle. Since Seattle has 20
sheep, Toulouse has 160 sheep.

Now, let’s find the total number of
sheep for Toulouse, Charleston, and
Seattle together:

Toulouse: 160 sheep Charleston: 4
times as many sheep as Seattle, which
is 4 * 20 = 80 sheep Seattle: 20 sheep
Total sheep: 160 + 80 + 20 = 260 sheep
So, the total number of sheep for
Toulouse, Charleston, and Seattle to-
gether is 260.

Question: Carla is downloading a 200
GB file. Normally she can down-
load 2 GB/minute, but 40% of the
way through the download, Windows
forces a restart to install updates,
which takes 20 minutes. Then Carla
has to restart the download from the
beginning. How load does it take to
download the file?

Carla’s download speed is 2
GB/minute. The file size is 200
GB. The download will take 100
minutes (200 GB / 2 GB/minute)
to complete. However, 40% of the
way through the download, Windows
forces a restart to install updates,
which takes 20 minutes. After
the restart, Carla has to restart the
download from the beginning. This
means that the download will take an
additional 80 minutes (200 GB / 2
GB/minute) to complete. Therefore,
the total time required to download the
file is 100 minutes + 20 minutes + 80
minutes = 200 minutes.

Carla’s download speed is 2
GB/minute. The file size is 200
GB. The download will take 100
minutes (200 GB / 2 GB/minute)
to complete. However, 40% of the
way through the download, Windows
forces a restart to install updates,
which takes 20 minutes. After
the restart, Carla has to restart the
download from the beginning.

So, the total time to download the file
is 120 minutes (100 minutes + 20 min-
utes). The download speed is 1.67
GB/minute (200 GB / 120 minutes).

9533



Question: John drives for 3 hours at a
speed of 60 mph and then turns around
because he realizes he forgot some-
thing very important at home. He tries
to get home in 4 hours but spends the
first 2 hours in standstill traffic. He
spends the next half-hour driving at a
speed of 30mph, before being able to
drive the remaining time of the 4 hours
going at 80 mph. How far is he from
home at the end of those 4 hours?

John is 120 miles from home at the end
of the 4 hours.
Confidence: 95%

John’s total distance traveled can be
calculated by adding the distances cov-
ered during each leg of his journey.
The first leg is 3 hours at 60 mph,
which gives a distance of 3 x 60 = 180
miles. The second leg is 4 hours, with
the first 2 hours spent in standstill traf-
fic, the next half-hour at 30 mph, and
the remaining time at 80 mph. The
total distance for this leg is:

2 hours at 0 mph (standstill traffic) = 0
miles 0.5 hours at 30 mph = 0.5 x 30
=15 miles 1.5 hours at 80 mph = 1.5 x
80 = 120 miles

The total distance traveled is 180 + 135
=315 miles. Since John turned around
after driving 180 miles, he is 135 miles
from home at the end of the 4 hours.

Question: Eliza’s rate per hour for the
first 40 hours she works each week is
$10. She also receives an overtime pay
of 1.2 times her regular hourly rate. If
Eliza worked for 45 hours this week,
how much are her earnings for this
week?

Eliza’s earnings for this week can be
calculated as follows:

1. Calculate the regular pay for the first
40 hours: - Regular hourly rate: $10 -
Hours worked: 40 - Regular pay: $10
x 40 = $400

2. Calculate the overtime pay for the
additional 5 hours: - Overtime hourly
rate: 1.2 x $10 = $12 - Hours worked:
5 - Overtime pay: $12 x 5 = $60

3. Add the regular pay and overtime
pay to get the total earnings: - Total
earnings: $400 + $60 = $460

So, Eliza’s earnings for this week are
$460.

Eliza’s earnings for this week can be
calculated as follows:

1. Calculate the regular pay for the first
40 hours: - Regular hourly rate: $10 -
Hours worked: 40 - Regular pay: $10
x 40 = $400

2. Calculate the overtime pay for the
remaining 5 hours: - Overtime hourly
rate: 1.2 x $10 = $12 - Hours worked:
5 - Overtime pay: $12 x 5 = $60

3. Add the regular pay and overtime
pay to get the total earnings: - Total
earnings: $400 + $60 = $460

So, Eliza’s earnings for this week are
$460.

Question: A new program had 60
downloads in the first month. The num-
ber of downloads in the second month
was three times as many as the down-
loads in the first month, but then re-
duced by 30% in the third month. How
many downloads did the program have
total over the three months?

In the first month, the program had 60
downloads.

In the second month, the number of
downloads was three times as many
as the downloads in the first month, so
the number of downloads in the second
month is 3 * 60 = 180.

In the third month, the number of
downloads reduced by 30%, so the
number of downloads in the third
month is 180 * 0.7 = 126.

The total number of downloads over
the three months is 60 + 180 + 126 =
366.

In the first month, the program had 60
downloads.

In the second month, the number of
downloads was three times as many
as the downloads in the first month, so
the number of downloads in the second
month is 3 * 60 = 180.

In the third month, the number of
downloads reduced by 30% from the
downloads in the second month, so
the number of downloads in the third
month is 0.7 * 180 = 126.

The total number of downloads over
the three months is:

60 + 180 + 126 = 366

So, the program had a total of 366
downloads over the three months.

Question: Toula went to the bakery
and bought various types of pastries.
She bought 3 dozen donuts which cost
$68 per dozen, 2 dozen mini cupcakes
which cost $80 per dozen, and 6 dozen
mini cheesecakes for $55 per dozen.
How much was the total cost?

To calculate the total cost, we need to
add the costs of the different pastries.
The cost of 3 dozen donuts is $68 per
dozen, so the total cost is $68 * 3 =
$204. The cost of 2 dozen mini cup-
cakes is $80 per dozen, so the total cost
is $80 * 2 = $160. The cost of 6 dozen
mini cheesecakes is $55 per dozen, so
the total cost is $55 * 6 = $330. Now,
we can add all the costs together to get
the total cost:

$204 + $160 + $330 = $694

So, the total cost of the pastries Toula
bought was $694.

Toula’s total cost for the pastries can
be calculated by adding the costs of
the donuts, mini cupcakes, and mini
cheesecakes. The cost of the donuts is
$68 per dozen, so the total cost for 3
dozen is $68 * 3 = $204. The cost of
the mini cupcakes is $80 per dozen, so
the total cost for 2 dozen is $80 * 2 =
$160. The cost of the mini cheesecakes
is $55 per dozen, so the total cost for 6
dozen is $55 * 6 = $330. Adding these
costs together, we get:

$204 + $160 + $330 = $694

So, the total cost of Toula’s pastries
was $694.
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Question: Carlos is planting a lemon
tree. The tree will cost $90 to plant.
Each year it will grow 7 lemons, which
he can sell for $1.5 each. It costs $3 a
year to water and feed the tree. How
many years will it take before he starts
earning money on the lemon tree?

To determine the number of years it
will take for Carlos to start earning
money on the lemon tree, we need to
calculate the break-even point. The
break-even point is the point at which
the total revenue from selling lemons
equals the total cost of planting and
maintaining the tree.

The total cost of planting the tree is
$90. The annual cost of watering and
feeding the tree is $3. The annual rev-
enue from selling lemons is 7 lemons
multiplied by $1.5 per lemon, which is
$10.5. We can calculate the break-even
point by setting the total cost equal to
the total revenue:

$90 + $3 * (years) = $10.5 * (years)
Solving for years, we get:

years =90 + 3 * (years) / 10.5

years = 90 + 0.2857 * (years)

years = 90 + 0.2857 * (years - 90)
years = 90 + 0.2857 * years - 25.71
0.7143 * years = 64.29

years = 64.29 /0.7143

years = 90.1

So, it will take approximately

Carlos will start earning money on the
lemon tree after the first year. Here’s
why:

1. The tree costs $90 to plant. 2.
Each year, the tree will grow 7 lemons,
which he can sell for $1.5 each. 3. It
costs $3 a year to water and feed the
tree.

After the first year, Carlos will have
earned $10.5 from selling the lemons
($1.5 x 7 lemons) and spent $3 on
maintenance. This means he will have
made a profit of $7.5 ($10.5 - $3) after
the first year. So, he will start earning
money on the lemon tree after the first
year.

Question: Melanie is a door-to-door
saleswoman. She sold a third of her
vacuum cleaners at the green house,
2 more to the red house, and half of
what was left at the orange house. If
Melanie has 5 vacuum cleaners left,
how many did she start with?

Melanie started with 15 vacuum clean-
ers.

Melanie started with 15 vacuum clean-
ers.

Question: In a dance class of 20 stu-
dents, 20% enrolled in contemporary
dance, 25% of the remaining enrolled
in jazz dance, and the rest enrolled in
hip-hop dance. What percentage of
the entire students enrolled in hip-hop
dance?

In a dance class of 20 students, 20%
enrolled in contemporary dance, 25%
of the remaining enrolled in jazz dance,
and the rest enrolled in hip-hop dance.
To find the percentage of students en-
rolled in hip-hop dance, we need to
calculate the number of students en-
rolled in hip-hop dance and divide it
by the total number of students in the
class.

First, let’s find the number of students
enrolled in contemporary dance:

20% of 20 students = 20% * 20 = 0.2
* 20 = 4 students

Now, let’s find the number of students
enrolled in jazz dance:

25% of the remaining students = 25%
*(20-4)=25% *16=0.25*16=4
students

The number of students enrolled in
hip-hop dance is the remaining 12 stu-
dents:

Total students - (contemporary dance
+jazz dance) =20-(4+4)=20-8 =
12 students

Now, let’s find the percentage of stu-
dents enrolled in hip-hop dance:
Percentage of students enrolled in hip-
hop dance = (12 / 20) * 100 = 60%
So, 60%

In a dance class of 20 students, 20%
enrolled in contemporary dance, 25%
of the remaining enrolled in jazz dance,
and the rest enrolled in hip-hop dance.
To find the percentage of students en-
rolled in hip-hop dance, we need to
calculate the number of students en-
rolled in hip-hop dance and divide it
by the total number of students in the
class.

First, let’s find the number of students
enrolled in contemporary dance:

20% of 20 students = 20% * 20 =0.2
* 20 = 4 students

Now, let’s find the number of students
enrolled in jazz dance:

25% of the remaining students = 25%
*(20-4)=25%*16=025*16=4
students

The number of students enrolled in
hip-hop dance is the remaining 12 stu-
dents:

Total students - (contemporary dance +
jazz dance) = 20 - (4 + 4) = 12 students
Now, let’s find the percentage of stu-
dents enrolled in hip-hop dance:
Percentage of students enrolled in hip-
hop dance = (12 /20) * 100 = 60%
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Question: A merchant wants to make a
choice of purchase between 2 purchase
plans: jewelry worth $5,000 or elec-
tronic gadgets worth $8,000. His finan-
cial advisor speculates that the jewelry
market will go up 2.5% while the elec-
tronic gadgets market will rise 1.2%
within the same month. If the merchant
is looking to maximize profit at the end
of this month by making a choice, how
much profit would this be?

To maximize profit, the merchant
should choose the electronic gadgets
worth $8,000. Assuming the financial
advisor’s speculation is correct, the
jewelry market will go up 2.5% and
the electronic gadgets market will rise
1.2% within the same month.

The profit from the jewelry purchase
would be:

Profit from jewelry = (5,000 * 2.5%) =
125

The profit from the electronic gadgets
purchase would be:

Profit from electronic gadgets = (8,000
*1.2%) =96

Since the profit from the electronic
gadgets purchase is higher, the mer-
chant should choose the electronic gad-
gets worth $8,000 to maximize profit.

To maximize profit, the merchant
should choose the electronic gadgets
worth $8,000. Assuming the financial
advisor’s prediction is accurate, the
profit would be:

Profit = (1.12 * $8,000) - $8,000 =
$896

The merchant would make a profit of
$896 by choosing the electronic gad-
gets.

Question: Two trains leave San Rafael
at the same time. They begin traveling
westward, both traveling for 80 miles.
The next day, they travel northwards,
covering 150 miles. What’s the dis-
tance covered by each train in the two
days?

In the first day, both trains travel 80
miles westward. In the second day,
they travel 150 miles northward. The
total distance covered by each train in
the two days is 230 miles.

In the first day, both trains travel 80
miles westward. In the second day,
they travel 150 miles northward. The
total distance covered by each train in
the two days is 230 miles.

Question: Jill gets paid $20 per hour
to teach and $30 to be a cheerleading
coach. If she works 50 weeks a year,
35 hours a week as a teacher and 15
hours a week as a coach, what’s her
annual salary?

Jill’s annual salary can be calculated by
multiplying her hourly rate, the num-
ber of hours she works per week, and
the number of weeks she works in a
year.

Jill’s hourly rate for teaching is $20,
and she works 35 hours per week. Her
weekly salary for teaching is:

$20 imes 35 = $700

Jill’s hourly rate for coaching is $30,
and she works 15 hours per week. Her
weekly salary for coaching is:

$30 imes 15 = $450

Jill works 50 weeks a year, so her an-
nual salary is:

$700 imes 50 + $450 imes 50 =
$35,000 + $22,500 = $57,500

So, Jill’s annual salary is $57,500.

Jill’s annual salary can be calculated by
multiplying her hourly rate, the num-
ber of hours she works per week, and
the number of weeks she works in a
year. Here’s the calculation:
Teacher’s annual salary: $20 per hour
x 35 hours per week x 50 weeks =
$35,000

Coach’s annual salary: $30 per hour
x 15 hours per week x 50 weeks =
$22,500

Total annual salary: $35,000 + $22,500
= $57,500

So, Jill’s annual salary is $57,500.

Question: Claire makes a 3 egg omelet
every morning for breakfast. How
many dozens of eggs will she eat in
4 weeks?

In 4 weeks, Claire will eat 12 dozens of
eggs if she makes a 3 egg omelet every
morning. This is because there are 4
weeks in a month, and each month has
4 weeks. So, in 4 weeks, she will make
12 omelets, and each omelet requires 3
eggs. Therefore, she will consume 12
dozens of eggs in 4 weeks.

In 4 weeks, Claire will eat 48 dozens
of eggs if she makes a 3 egg omelet ev-
ery morning. This is because there are
4 weeks in a month, and each week has
7 days. If she makes a 3 egg omelet ev-
ery day, she will consume 21 eggs per
week. 21 eggs multiplied by 4 weeks
equals 84 eggs. Since there are 12
eggs in a dozen, 84 eggs divided by
12 equals 7 dozens. Therefore, Claire
will eat 7 dozens of eggs per week, and
7 dozens multiplied by 4 weeks equals
28 dozens.

Question: Marissa is hiking a 12-mile
trail. She took 1 hour to walk the first
4 miles, then another hour to walk the
next two miles. If she wants her aver-
age speed to be 4 miles per hour, what
speed (in miles per hour) does she need
to walk the remaining distance?

To maintain an average speed of 4
miles per hour, Marissa needs to walk
the remaining distance at a speed of 4
miles per hour.

To maintain an average speed of 4
miles per hour, Marissa needs to walk
the remaining distance at a speed of 4
miles per hour.
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