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Abstract

Recent advances in large language models
(LLMs) have demonstrated strong mathemat-
ical reasoning abilities, even in visual con-
texts, with some models surpassing human
performance on existing benchmarks. How-
ever, these benchmarks lack structured age
categorization, clearly defined skill require-
ments, and–crucially–were not designed to as-
sess human performance in international com-
petitions. To address these limitations, we
introduce MATHGAMES, a new benchmark
of 2,183 high-quality mathematical problems
(both text-only and multimodal) in an open-
ended format, sourced from an international
mathematical games championships. Span-
ning seven age groups and a skill-based tax-
onomy, MATHGAMES enables a structured
evaluation of LLMs’ mathematical and logi-
cal reasoning abilities. Our experiments re-
veal a substantial gap between state-of-the-
art LLMs and human participants–even 11-
year-olds consistently outperform some of the
strongest models–highlighting the need for ad-
vancements. Further, our detailed error analysis
offers valuable insights to guide future research.
The data is publicly available at https://
disi-unibo-nlp.github.io/math-games/.

1 Introduction

Large language models (LLMs) (Zhao et al., 2023)
and large multimodal models (LMMs) (Yin et al.,
2023) have made significant progress in math-
ematical problem-solving (Cobbe et al., 2021;
Hendrycks et al., 2021) and complex puzzle in-
terpretation (Ghosal et al., 2024; Giadikiaroglou
et al., 2024), raising open questions about their
capacity for human-like reasoning and generaliza-
tion (Cocchieri et al., 2025c), particularly in low-
resource scenarios (Domeniconi et al., 2016; Moro
and Ragazzi, 2022, 2023). Recent advancements,
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Figure 1: Human scores by age group in the 2024
Finals of the International Mathematical and Logical
Games Championships (MATHGAMES). Markers
indicate model performance for comparison.

including models like InternVL (Chen et al., 2023)
and Gemini (Reid et al., 2024), have even demon-
strated performance surpassing human scores on
structured math benchmarks (Lu et al., 2024). Now,
with the rise of reasoning-focused models such as
OpenAI’s o3-mini and DeepSeek-R1 (Guo et al.,
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Benchmark Size @ + ë ¹ +   �

MATH (2021) 12,500
GSM8K (2021) 8,500
GSM-Plus (2024c) 10,552
MathBench (2024a) 3,709 ✓
CHAMP (2024) 270
ConceptMath (2024) 4,011
OlympiadBench (2024) 8,476 ✓ ✓
MathVista (2024) 6,141 ✓
MathVision (2024) 3,040 ✓ ✓
SMART-840 (2024) 840 ✓ ✓
MathVerse (2024b) 15,000 ✓
MM-Math (2024) 5,929 ✓

MATHGAMES (ours) 2,183 ✓ ✓ ✓

Table 1: Comparison of MATHGAMES with existing
math benchmarks. We highlight size, multimodality,
presence of age groups, and competition-specific design.

2025), AI is increasingly designed for complex log-
ical reasoning. However, as these models advance,
rigorous evaluation is crucial to determine whether
they genuinely exhibit human-like problem-solving
skills or merely excel in controlled environments.
This raises a key question: are LLMs ready to
compete in international competitions designed to
assess human logical and mathematical reasoning?

To answer this, we first examined the existing
most related math benchmarks (see Table 1) and
identified several key limitations: ❶ Most focus
solely on text-based problem-solving (Kurtic et al.,
2024; Liu et al., 2024a; Mao et al., 2024; Wu
et al., 2024), neglecting the visual reasoning re-
quired in the real world. ❷ Many recycle existing
datasets (Chiang and Lee, 2024; Li et al., 2024a,c),
limiting their ability to introduce fresh challenges.
❸ Some lack structured age categories with pro-
gressive difficulty scale (Cherian et al., 2024; He
et al., 2024; Lu et al., 2024; Zhang et al., 2024b),
which are essential for assessing problem-solving
development across different expertise levels. ❹ Fi-
nally, existing benchmarks favor computation over
logical reasoning and were not originally designed
to assess human problem-solving abilities.

These limitations may misrepresent model ca-
pabilities and skew research priorities. To address
this, we introduce MATHGAMES, a new bench-
mark sourced from a real-world international math
competition spanning 20 years (1994-2024). It con-
sists of 2,183 high-quality, playful-style problems
in an open-ended format (i.e., without multiple-
choice answers), including 1,389 textual and 794
multimodal exercises, ensuring a comprehensive
evaluation. These problems span seven age groups

with a progressively increasing difficulty, ranging
from 8-year-old children to professionals aged 25+.
Moreover, we construct a coarse-grained taxonomy
capturing the mathematical skills required to solve
each problem, enabling a clearer understanding
of LLM capabilities. To ensure the highest data
quality, all problem-solution pairs were further val-
idated by annotators.

Using MATHGAMES, we benchmarked 28 mod-
els, including state-of-the-art LLMs, LMMs, and
reasoning-focused models. The results revealed a
substantial performance gap between models and
human competitors, even in entry-level age group
tests (see Figure 1), underscoring critical areas for
improvement. We believe that mastering these
tasks is crucial for real-world applications in STEM
education and scientific research. By mirroring real
championship-level settings, MATHGAMES pro-
vides a critical foundation for future studies, com-
plementing existing benchmarks with age-related
LLM performance and mathematic skill analysis.

In conclusion, our contributions are threefold:
• MATHGAMES, a multimodal benchmark

grounded in a real-world math competition,
featuring problems categorized by age group
and mathematical skill.

• A comprehensive evaluation of 28 models,
revealing that several state-of-the-art models
underperform compared to young students.

• Actionable insights, through detailed error
analysis and a public dataset to support future
model development and reasoning research.

2 Related Work

Multimodal Reasoning Benchmarks A vari-
ety of benchmarks have been introduced to eval-
uate the mathematical reasoning capabilities of
models, including geometry-focused like GeoE-
val (Zhang et al., 2024a), as well as multidisci-
plinary like MMMU (Yue et al., 2024) and Olympi-
cArena (Huang et al., 2024). However, existing
math and logic benchmarks lack structured, age-
based difficulty progressions, making it hard to
assess model performance relative to human cogni-
tive development–as is done in human competitions
that identify top performers at each developmental
stage. Further, some benchmarks rely on syntheti-
cally generated problems (Kurtic et al., 2024; Rah-
man et al., 2024), limiting realism. The prevalence
of multiple-choice formats further reduces their
effectiveness, as models can exploit answer elimi-
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Early Teenager (11-13 y/o) Late Teenager (13-18 y/o) Adult (18-25+ y/o)

Question: How many small spheres of
different colors are there in the figure?

Question: In figure you see tennis balls
placed on top of each other, forming
at each "plane" of the squares, without
holes in the middle. The highest level
contains only one ball; the second, com-
ing down, contains 4; the third contains
9 and so on. If you use 7714 balls, how
many floors will your pyramid of tennis
balls be constituted?

Question: In figure you see a pentago-
nal tile, quite singular, whose sides BC
and AE measure 1 dm while AB mea-
sures 2 dm. Which is in cm2, rounded
to the nearest cm2, the area of our tile?
(If necessary, use 1,414 for

√
2 and

1,732 for
√
3).

Answer: 91 Answer: 28 Answer: 255 cm2

Category: C1 Category: C2, L1, L2 Category: L2, GP, HC

Table 2: Example of multimodal problems from MATHGAMES, targeting different age groups with increasing
levels of difficulty. Each problem includes the correct answer and corresponding category.

nation strategies rather than demonstrating genuine
problem-solving skills. In contrast, MATHGAMES

features math exercises with an open-ended res-
olution format, directly sourced from an interna-
tional competition and structured by age groups
with well-defined difficulty levels. This aligns with
prior work on domain transfer in NLP, focused
on generalizing beyond training patterns (Cerroni
et al., 2013, 2015; Domeniconi et al., 2017; Moro
et al., 2018; Frisoni et al., 2024; Cocchieri et al.,
2025a,b).

Math-focused LLMs Numerous models have
been developed for mathematics. Among closed
models, Minerva (Lewkowycz et al., 2022) was
an early large-scale math-trained model, followed
by leading contenders like GPT-4 (OpenAI, 2023)
and Gemini-1.5. Some models have open weights
but were partially trained on private data, includ-
ing Wizard-Math (Luo et al., 2023), DeepSeek-
Math (Shao et al., 2024), and Qwen2.5-Math (Yang
et al., 2024). Others, such as Llemma (Azerbayev
et al., 2024), MetaMath (Yu et al., 2024), and Dart-
Math (Tong et al., 2024), rely on open data. No-
tably, NuminaMath (Li et al., 2024b) introduces a
dataset of 860K math competition question pairs,
while FineMath (Liu et al., 2024b) curates 34B-
54B tokens of mathematical content from Com-
monCrawl. Recently, focus has shifted toward
reasoning-centric LLMs with strong logical capa-
bilities. OpenAI’s o1 pioneered this shift, followed
by Gemini-Thinking, while DeepSeek-R1 marked
a major leap in open-source development.

3 MATHGAMES

We introduce MATHGAMES, a carefully designed
benchmark for evaluating the mathematical and log-
ical reasoning abilities of foundation models across
both text-only and multimodal problems across dif-
ferent age categories (see examples in Table 2).

3.1 Competition Background

Our benchmark is built on the International Cham-
pionship of Mathematical and Logical Games, a
long-standing annual competition that has engaged
participants worldwide since 1994. Each year, thou-
sands of students and adults–from primary school
to university level–take part in national qualifying
rounds, culminating in an international final. In
2024, over 500 finalists from 15 different coun-
tries competed in the final phase. Each country
organizes its own preliminary rounds through a
dedicated national center, following shared guide-
lines to ensure consistency in problem difficulty
and style across all participants. In this work, we
focus on the Italian problem sets curated by the
PRISTEM center,1 the official Italian organizer,
from whom we obtained explicit permission to use
and translate to English the material in compliance
with licensing and copyright regulations. The com-
petition is formally recognized by the Italian Min-
istry of Education (MIUR) as part of the Program
for the Promotion of Excellence.

1https://giochimatematici.unibocconi.eu
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Age Group CE C1 C2 L1 L2 GP HC
y/o 8-10 11-13 13-15 15-18 18-20 20-25 25+

Math Skills

Arithmetic @ 25 92 176 168 163 60 25
ë 2 8 11 8 7 6 4

Logic @ 30 88 147 145 142 65 36
ë 28 83 100 91 86 59 40

Pattern
Recognition

@ 13 37 65 72 68 35 14
ë 13 25 35 37 33 16 8

Geometry @ 5 20 79 101 127 64 33
ë 13 55 131 150 178 82 58

Combinatorics @ 22 83 207 228 251 117 74
ë 38 97 125 122 122 85 54

Algebra @ 12 85 261 281 294 108 51
ë 21 46 70 71 69 35 19

Total 222 719 1,407 1,474 1,540 732 416
Avg Len 62.0 69.9 66.8 68.7 70.9 82.1 87.8

Table 3: Statistics of MATHGAMES, including prob-
lem count and word lengths. The overall count is not
the sum of category-specific counts due to overlapping
problems (see Figure 2 for a visual reference).

3.2 Data

Composition Our dataset comprises 2,183 man-
ually curated problems, including 1,389 (63.6%)
text-only and 794 (36.4%) visual problems. These
span seven age categories. For further details on
each category and stage of the competition, please
refer to Appendix A. Notably, as shown in Table 3,
average problem length increases with age group.
We highlight that the dataset provides only final
answers, without reasoning steps.

Preparation The competition materials were
originally stored as separate PDFs for exercises
and solutions. To extract both text and images, we
used the pypdf library (see Appendix G for details).
Yet, we excluded exams from 1994, 1995, and 1997
from the final dataset due to the absence of solu-
tions. Since the original content was in Italian, we
translated it into English using GPT-4o, followed
by a careful internal evaluation to ensure accuracy
(see Appendix D for details). This step is motivated
by the fact that most LLMs are primarily trained
to reason in English, struggling in other languages
across tasks (Moro et al., 2023a). Notably, Ital-
ian candidates receive the problems in Italian even
during the international final, as each participant
is provided with an identical set of problems trans-
lated into their native language.

Contamination The dataset’s structure inher-
ently mitigates contamination through several fac-
tors: ❶ Sourced exclusively from an official source,
the data minimizes the risk of pretraining leakage
without explicit consent. ❷ The separation of ex-
ercises and solutions reduces the likelihood that

Italian Finals of the 
International Mathematical Games Championships 

Saturday, May 13, 2017

CATEGORY C1 Problems 1-2-3-4-5-6-7-8-9-10 

CATEGORY C2 Problems 1-2-3-4-5-6-7-8-9-10-11-12 

CATEGORY L1 Problems 3-4-5-6-7-8-9-10-11-12-13-14 

CATEGORY L2 Problems 5-6-7-8-9-10-11-12-13-14-15-16 

CATEGORY GP and HC Problems
1-2-3-4-5-6-7-8-9-10-11-12-13-14-15-16-17-18 

1. How Many 17s for Lavinia?

5843779853861278142872476575 

In the sequence of numbers written above, by adding
three adjacent digits together, Lavinia sometimes
obtains a sum of 17.
How many times does Lavinia obtain sum of 17?

2. A Smart Division
 

Divide the square in the figure into six regions by
outlining their borders. Each region must consist of 1
small square, 1 small square, 2 small squares, 3 small
squares, 4 small squares, and 5 small squares. The
division must ensure that the squares forming a region
are contiguous by at least one side (the region must
not have "gaps" in between). In the figure, the number
of squares in each region is written inside one of the

squares of that region. 

3. An Addition in Disguise

 +   +   +  +  +  =  

In the addition shown above, each symbol consistently
represents the same digit, and different symbols
correspond to different digits. Additionally, no number
starts with 0.
What number is represented by ? 

4. It Must Be True

       Complete the sentence in the box below with
numbers (written in digits) so that the statement in
the box becomes true.

In this box, there are counted:

 

 

… numbers 
… even number(s)

… odd number(s)

5. Missing Time

In each of the rectangles in the figure, you can see
the time (hours and then minutes) when Jacopo sent
messages to his friends. The time interval between
each message remains the same, but one rectangular
note with a message time has been lost.
What is the missing time?

6. Carla’s Number
Carla wrote a three-digit number with digits arranged
in ascending order from left to right. If she adds 1 to
this number, the sum of the digits of the new number
becomes three times smaller than the sum of the digits
of the original number.
What was the number Carla originally wrote?
(No number starts with the digit 0)

7. Milena's Cube 
Milena assembled 27 small cubes to form a large
cube, which she then painted blue (as shown in the
figure). However, she was not satisfied with the
aesthetic result. She disassembled the large cube and
rearranged the small cubes in a way that minimizes
the number of visible blue faces.
How many blue faces are visible on Milena’s new
cube?

UNIVERSITÀ BOCCONI CENTRO PRISTEM

Twenty-Fourth
National
Edition 

Figure 2: Example of an English-translated competi-
tion exam. The blue box indicates the exercises to be
solved for each age group. Best viewed if zoomed in.

models were trained on both together. ❸ The trans-
lation process further lowers the chances of models
encountering the exact original material. ❹ The
lack of explanatory solutions ensures models were
never trained on the reasoning path needed to de-
rive the correct answer. ❺ Additionally, following
a consolidated approach (Li et al., 2024b; Wang
et al., 2024), we analyzed problem similarity in
related benchmarks–MathVista and Math-Vision–
using n-gram overlap and found no data leakage.

Curation To enhance the quality of our data, we
followed a four-stage data curation process: ❶

We manually aligned each problem with its cor-
responding solution, as they were originally stored
in separate files. ❷ We corrected inconsistencies in
problem-solution pairs (see Appendix B for a visual
representation of detected errors). ❸ We verified
potential duplicates and confirm that none exist, as
championship rules discourage the recurrence of
problems across years. ❹ We categorized exercises
by age group, as each document contains multiple
problems that must be solved according to spe-
cific age categories (see Figure 2 for an example).
Problems of different difficulty levels were already
stored in separate folders, requiring no further ac-
tion. Data examples are shown in Appendix I.
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Skill-Set Taxonomy To analyze model perfor-
mance across reasoning types, we defined a coarse-
grained taxonomy of six core mathematical skills,
consistently observed across years:

• Arithmetic: Basic operations, number prop-
erties, ratios, and proportions.

• Logic: Deductive reasoning, inference,
truth/lie problems, and conditionals.

• Pattern Recognition: Numerical or visual
sequences and structural patterns.

• Geometry: Shapes, areas, spatial transforma-
tions, and perimeters.

• Combinatorics: Counting, arrangements,
and strategy-based enumeration.

• Algebra: Equations, symbolic manipulation,
and relationships between quantities.

We manually annotated a representative sam-
ple of 100 problems spanning various years and
age groups. To scale this process, we evaluated
GPT-4o as an automated annotator on the same
sample, achieving high agreement with human la-
bels (macro F1 = 0.94), likely due to the clear-cut
nature of the categories. Given this reliability and
the cost of manual labeling, we used GPT-4o to
classify the full dataset. Each problem is anno-
tated with a single skill tag and age group, enabling
dual-perspective evaluation of LLM reasoning abil-
ities (see Table 3 for the number of text-only and
multimodal problems across skills).

4 Experiments

We perform a series of experiments to assess model
performance on MATHGAMES. Furthermore, we
conduct an in-depth error analysis of the best-
performing models, examining their error distri-
bution and presenting relevant qualitative examples
to illustrate the findings.

Models Our experiments span 28 models, includ-
ing text-only LLMs and vision-enabled LMMs,
varying across key dimensions: (1) backbone archi-
tectures, (2) training objectives (general-purpose vs.
math-focused instruction tuning), (3) open-source
vs. closed-source availability, (4) parameter scale,
ranging from 7B to 685B, and (5) optimization for
reasoning-intensive tasks vs. general chat-based
interactions. A comprehensive description of the
models considered is provided in Appendix C.

Human Baseline To establish a reference for hu-
man performance, we collected all publicly avail-

able data from the official competition website,2

specifically from the 2024 Italian National Fi-
nals. This dataset provides the number of correctly
solved problems per participant across all age cate-
gories, offering a high-quality and reliable bench-
mark for comparison. Importantly, this evaluation
remains safe from data leakage, as all models con-
sidered have a 2023 knowledge cutoff and could not
have been exposed to these tests. Since the official
scores aggregate performance without distinguish-
ing between text and multimodal problems, we
report overall accuracy–consistent with the compe-
tition’s format, where textual and visual reasoning
are treated as a unified whole.

Evaluation Mode We conduct our evaluations in
a zero-shot setting, without fine-tuning or few-shot
demonstrations. We adopt two standard approaches
for mathematical task evaluation: (1) Chain-of-
Thought (CoT) reasoning (Wei et al., 2022), ap-
plied to all models, and (2) Tool-Integrated Rea-
soning (TIR) (Gou et al., 2024), used specifically
for math-specialized text-only LLMs. Technically,
TIR allows models to leverage a Python interpreter
as an auxiliary resource for reasoning tasks (see
Appendix E for additional information), enhanc-
ing their proficiency in precise calculations. For
each model, we use the default system prompt or
user instruction guidelines provided by the authors
when available. Otherwise, we perform prompt
engineering to identify the most effective prompt
for the zero-shot setting. Detailed information on
the adopted prompts is provided in Appendix H.

Metrics To compare models, we use pass@1
and maj@8 as reference metrics for both CoT
and TIR. The pass@1 metric relies on greedy de-
coding to generate the most probable reasoning
path. However, for smaller models, we apply self-
consistency (Wang et al., 2023), where 8 different
reasoning paths are sampled (maj@8) with a non-
zero temperature, and a majority voting strategy
is applied after filtering out ill-formed responses.
Since greedy decoding is often suboptimal, self-
consistency allows smaller models to generate mul-
tiple reasoning paths, leading to more robust predic-
tions and helping them achieve performance closer
to larger models while maintaining lower compu-
tational costs, in line with efficiency-focused ap-
proaches such as knowledge distillation (Italiani
et al., 2025) and token pruning (Ragazzi et al.,

2Human Results - National Finals 2024
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2024). For the self-consistency experiments, we
set the temperature t and top_p values according to
the model authors’ recommendations when avail-
able. Otherwise, we adopt nucleus sampling with
a t = 0.8 and top_p = 0.95 as the default strategy,
following common approaches for reasoning-based
sampling in recent literature (Rozière et al., 2023;
Gou et al., 2024; Lozhkov et al., 2024). For output
parsing, we adopted both automatic evaluation and
LLM-as-a-judge approach, using GPT-4o as the
evaluator in accordance with standard practices in
the literature (Li et al., 2024b) (see Appendix F).

Environmental Setup The experiments were
conducted on a workstation equipped with two
GPUs: an NVIDIA A100 (80 GB VRAM) for open
models with ≥15B parameters and an NVIDIA
RTX 3090 (24 GB VRAM) for models with ≤8B pa-
rameters. To ensure high-throughput and memory-
efficient inference, we used the vLLM library.
Models with 70-72B parameters were executed
with AWQ quantization to optimize resource us-
age and reduce generation time. All other open-
source models were run with the precision specified
in their respective configuration files. Although
DeepSeek-R1 and DeepSeek-V3 are open-source,
they were executed via the DeepSeek API due to
their high computational requirements. OpenAI
models were run using the OpenAI Batch API to op-
timize costs, while Gemini models were accessed
via the Gemini API. Additional details, including
source references, are shown in Appendix C.

5 Results

In this section, we analyze model performance on
MATHGAMES, as shown in Table 4 and Table 5.
Notably, we observed no significant performance
differences across years (see Figure 3).

In Figure 4, we present the overall performance
of the top-performing closed-source LMMs on the
full MATHGAMES benchmark (i.e., both on text-
only and vision-based exercises), computed as a
weighted average across all problems.

5.1 Text-only Problems

Table 4 presents the results for text-based prob-
lems. A clear pattern emerges: reasoning-oriented
LLMs, such as o3-mini-high, Gemini-2.0-Flash-
Think, and DeepSeek-R1–the largest models in
terms of parameters–consistently achieve the high-
est performance. They substantially outperform
their chat-based counterparts, such as GPT-4o,

Model CE C1 C2 L1 L2 GP HC Avg

Closed-Source

o3-mini-high j 83.8 82.0 81.7 80.6 79.2 77.1 73.3 79.7
Gemini-2.0-Flash-T j 81.3 71.4 71.0 69.5 66.4 61.9 59.2 68.7
Gemini-2.0-Flash 58.9 56.8 55.4 54.0 51.3 43.7 41.2 51.6
Gemini-1.5-Pro 59.8 54.3 53.2 52.4 50.2 43.9 41.2 50.7
Gemini-1.5-Flash 60.7 49.7 47.4 45.5 42.9 36.9 36.0 45.6
GPT-4o 61.7 50.1 46.2 43.8 42.3 35.0 33.0 44.6
GPT-4o-mini 49.5 42.2 42.8 41.5 39.8 31.4 30.0 40.4
Gemini-1.5-Flash-8B 40.2 35.1 33.9 31.2 29.3 21.8 20.6 31.6

Open-Source > 8B

DeepSeek-R1 j 85.0 77.3 75.9 74.7 72.7 69.7 69.0 74.9
DeepSeek-V3 66.4 54.3 52.1 50.7 48.3 40.8 36.5 49.9
Phi-4-14B * 66.4 51.9 48.1 46.0 43.7 37.0 32.2 46.5
Phi-4-14B 59.8 50.4 45.9 43.6 41.1 33.6 30.0 43.5
Qwen2.5-72B 53.3 48.4 45.2 43.3 41.4 34.4 29.6 42.2
QwQ-32B j 56.1 43.5 40.0 37.3 34.4 25.4 23.2 37.1
LLaMA-3.3-70B 44.9 41.5 39.7 37.3 35.7 26.3 26.2 35.9
DeepSeek-R1-Qwen j 44.2 38.7 38.0 36.3 33.4 25.8 19.8 33.7

Open-Source ≤ 8B (Math-Specialized)

Qwen2.5-Math-7B * å 53.3 47.9 48.3 47.3 46.9 39.8 34.1 45.4
Qwen2.5-Math-7B å 43.9 45.4 44.1 42.2 41.2 33.6 31.3 40.2
NuminaMath-7B * å 43.0 38.8 38.0 36.7 35.3 26.7 24.5 34.7
Qwen2.5-Math-7B * 40.7 37.0 38.3 36.7 35.6 27.5 26.1 34.6
Qwen2.5-Math-7B 40.2 36.5 37.8 36.2 35.1 26.9 24.9 33.9
NuminaMath-7B å 39.2 27.6 31.1 29.4 28.3 19.8 18.0 27.7
NuminaMath-7B 28.8 25.6 24.9 24.1 23.1 25.4 22.4 24.9
Mathstral-7B * 35.5 27.2 26.1 23.6 21.8 16.7 12.4 23.3
NuminaMath-7B * 31.8 25.2 25.4 24.2 22.7 13.1 9.0 21.6
DeepSeek-Math-7B * å 23.4 24.4 23.7 22.9 21.3 15.1 14.2 20.7
Mathstral-7B 27.1 22.0 23.4 21.3 20.1 12.2 11.2 19.6
DeepSeek-Math-7B * 21.3 21.6 21.9 20.7 19.6 13.2 10.2 18.4
DeepSeek-Math-7B å 21.1 21.4 21.7 20.5 19.3 12.8 9.8 18.1
DeepSeek-Math-7B 20.6 21.0 21.4 20.1 18.9 12.5 9.4 17.7
ToRA-7B * å 12.2 11.6 12.1 11.5 11.1 7.6 6.4 10.4
ToRA-7B å 6.5 11.1 12.4 11.8 11.3 9.3 7.7 10.0

j = Reasoning-focused; * = maj@8 instead of pass@1; å = TIR mode.

Table 4: Performance of LLMs on text-only prob-
lems categorized by age group. Results highlight dif-
ferences in model ability across developmental stages.
Best and second-best score are bolded and underlined.
Models are ordered based on decreasing Avg score.

Gemini-2.0-Flash, and DeepSeek-V3, with an ab-
solute accuracy increase of +35.1%, +17.1%, and
+25.0%, respectively. This underscores the com-
plexity of the exercises and the need for improved
reasoning capabilities.

Another notable insight comes from smaller
math-specialized LLMs, such as Qwen2.5-Math-
7B. When combined with TIR and majority voting,
this model surpasses larger closed-source alterna-
tives such as GPT-4o, as well as significantly bigger
open LLMs like LLaMA-3.3-70B and Qwen2.5-
72B (both quantized). This result is particularly im-
portant given the cost-effectiveness of a 7B model,
demonstrating that smaller, specialized models can
achieve competitive performance with low costs.

5.2 Multimodal Problems

LMMs perform significantly worse on multimodal
tasks than text-only ones. We attribute the higher
performance of text-only models to the more con-
sistent patterns found in their pretraining and align-
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Model CE C1 C2 L1 L2 GP HC Avg

Closed-Source

Gemini-2.0-Flash-T j 38.3 29.3 32.2 31.5 31.3 25.4 25.1 30.4
Gemini-1.5-Pro 30.4 25.5 24.2 21.3 20.4 18.4 15.3 22.2
Gemini-1.5-Flash 27.0 19.4 16.1 15.0 15.6 12.7 14.2 17.1
GPT-4o 25.2 20.4 17.8 14.8 12.9 10.2 10.9 16.0
GPT-4o-mini 23.5 18.5 16.1 13.4 12.1 10.2 11.5 15.0
Gemini-1.5-Flash-8B 18.3 14.3 12.3 11.3 11.3 9.2 10.9 12.5

Open-Source > 8B

InternVL-2.5-38B-MPO 19.1 21.0 19.7 17.1 16.4 12.7 12.0 16.9
InternVL-2.5-38B 14.8 14.7 13.6 11.5 9.9 7.4 6.6 11.2
QVQ-72B j 20.0 11.8 8.9 7.5 7.1 6.7 6.6 9.8
Qwen2-VL-72B 14.8 12.5 11.2 8.8 7.5 6.0 3.8 9.2
Pixtral-12B * 12.2 6.4 5.9 5.2 4.8 5.3 4.4 6.3
Pixtral-12B 11.3 8.9 6.1 4.0 2.6 4.2 3.3 5.8

Open-Source ≤ 8B

Phi-3.5-4.2B * 24.4 11.2 11.4 11.1 10.3 7.4 7.1 11.5
Qwen2-VL-7B * 13.0 11.5 10.8 10.2 9.3 9.2 7.7 10.2
Qwen2-VL-7B 13.9 9.2 10.0 8.8 7.9 4.6 4.9 8.5
InternVL-2.5-8B * 14.8 9.6 5.7 4.8 6.3 5.7 8.2 7.9
InternVL-2.5-8B * 11.3 9.6 7.8 6.3 5.9 3.5 3.3 6.8
Phi-3.5-4.2B 5.2 7.0 6.8 6.5 6.5 7.4 4.9 6.3

j = Reasoning-focused; * = maj@8 instead of pass@1.

Table 5: Performance of LLMs on multimodal prob-
lems categorized by age group. Results highlight dif-
ferences in model ability across developmental stages.
Best and second-best score are bolded and underlined.
Models are ordered based on decreasing Avg score.

ment datasets, facilitating generalization.
The top-performing model, Gemini-2.0-Flash-

Think, achieves an overall accuracy of just 30.4%,
a striking contrast to its 68.7% accuracy on text-
based tasks. This substantial gap highlights the
considerable room for improvement in this area.
Notably, it is one of the few reasoning-oriented
models that supports multimodal inputs, highlight-
ing the advantages of strong reasoning capabilities.

Overall, the performance trend remains simi-
lar to that observed in textual problems, with the
Gemini family outperforming OpenAI models. Yet,
in contrast to previous results, open-source alter-
natives still lag significantly behind their closed-
source counterparts. Even large open-source mod-
els, including reasoning-focused ones like QVQ-
72B, struggle with these tasks. Smaller models,
such as Pixtral-12B and InternVL-2.5-8B, regis-
ter accuracy scores below 10%, emphasizing the
current limitations of open-source LMMs. More-
over, unlike textual tasks, there is a noticeable lack
of math-specialized multimodal models. Future re-
search should focus on bridging this gap to enhance
performance in math multimodal problems.

5.3 Performance Across Categories
When analyzing performance across different age
categories (from CE to HC), we observe a trend
that aligns with human behavior. As the difficulty
level increases, the performance of both LLMs

Gemini-2.0-Flash-T (Text) DeepSeek-R1
Gemini-2.0-Flash-T (Vision) o3-mini-high

’96 ’00 ’04 ’08 ’12 ’16 ’20 ’24
0

25

50

75

100

Figure 3: Overall model accuracy trends over the
years. While text models maintain stable and high per-
formance, vision-based accuracy remains low and more
variable, highlighting persistent challenges in visual
mathematical reasoning.

and LMMs declines. Similarly, models perform
worse in advanced categories like HC (profession-
als, 25+ y/o), highlighting the increasing complex-
ity of these tasks. We conducted a further analy-
sis on the each specific math skill. Figure 5 (top)
shows that in text-only tasks, Algebra and Arith-
metic lead all models and difficulty levels, with
o3-mini and DeepSeek-R1 reaching perfect scores
in CE and o3-mini also in HC for Algebra. By con-
trast, Logic, Geometry, Combinatorics, and Pattern
Recognition persistently challenge LLMs: GPT-
4o scores below 33% in GP for Arithmetic, Logic
and Geometry, Qwen2.5-Math-7B falls below 29%
in HC for Combinatorics and Pattern Recognition,
and Gemini-2.0-Flash-Think drops from 100% in
CE for Algebra and Pattern Recognition to under
51% in HC. Figure 5 (bottom) reveals even steeper
declines for multimodal models: Gemini-2.0-Flash-
Think attains at best 60% in Algebra and Com-
binatorics but rarely exceeds 30% in Arithmetic.
GPT-4o peaks at 53.85% in CE Geometry before
collapsing at higher levels, while Phi-3.5 seldom
surpasses 10% in any skill. Across modalities, per-
formance degrades steadily from CE to HC and
underscores a persistent gap in abstract, spatial and
combinatorial reasoning, especially when visual
inputs are involved.

5.4 Human Comparison

We analyze statistics from the 2024 National Fi-
nals, considering only LMMs as text-only exercise
scores could not be isolated. Results are shown
in Figure 1. Despite rapid model advancements,
we find that LMMs remain deeply inadequate com-
pared to human participants in our benchmark. No-
tably, only Gemini-2.0-Flash-Think shows com-
petitive performance, matching top human partici-
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Figure 4: Overall average accuracy of LMMs on both
textual and visual problems in MATHGAMES.

pants in the L2 category (18-20 years old). How-
ever, even this model falls far behind in all other
categories. GPT-4o and most other models fail
to even reach the average human score, while
Gemini-1.5-Pro is the sole exception, matching
the L2 average. Surprisingly, all models perform
worse than the average 11-13-year-old, a concern-
ing result that exposes the weaknesses of even the
most advanced LMMs in mathematical reasoning
and adaptability. While models with stronger CoT
abilities, like Gemini-2.0-Flash-Think, show im-
provements, LMMs still fall short of human-level
problem-solving in MATHGAMES and are not yet
competitive in international math challenges.

To better understand Gemini-2.0-Flash-Think’s
relative strength in L2, we examined the 12 exer-
cises in this group, evenly split between textual and
multimodal tasks. The textual problems cover Com-
binatorics (3), Algebra (2), and Logic (1), while the
multimodal problems include Geometry (2) and Al-
gebra (1). These domains align closely with Gem-
ini’s strongest reasoning abilities, both textual and
visual (see Figure 1, top and bottom), which likely
explains the unusually high scores observed in L2.
To contextualize this result, we also examined the
broader topic distribution across multimodal ex-
ams in all years. We find that L2 contains a higher
proportion of Algebra and Geometry, whereas C1
features more Logic and Combinatorics, areas that
are comparatively harder for Gemini. For example,
in multimodal tasks L2 includes 178 Geometry and
69 Algebra items versus 122 Combinatorics and 86
Logic, while C1 includes only 55 Geometry and 46
Algebra against 97 Combinatorics and 83 Logic.

Taken together, these findings indicate that Gem-
ini’s peak performance in L2 reflects the exam
structure itself, rather than an artifact of evalua-
tion or systematic model bias.

6 Error Analysis

To conduct error analysis, we randomly selected 25
problems where each top-performing model made
incorrect predictions. Since the dataset lacks ex-
planations and reasoning paths for obtaining the
correct answers, we manually solved each of these
sampled exercises.3 By comparing our solutions
with the models’ predictions, we categorized the
errors and constructed an error distribution.

For text-only, failures primarily stem from rea-
soning, comprehension, and calculation errors. For
multimodal, the main sources of error are misinter-
pretation of visual content, flawed image-grounded
reasoning, and incorrect text comprehension. The
following sections provide an overview of these
issues observed in the best-performing models. All
examples discussed, along with further details, can
be found in Appendix J.

6.1 Errors in Textual Problems

Most errors arise from flawed multi-step reasoning,
imperfect comprehension of problem statements,
and occasional calculation mistakes. About reason-
ing, models like GPT-4o, o3-mini and DeepSeek-
R1 generally follow plausible inference chains but
arrive at incorrect conclusions, whereas Gemini
variants often make unpredictable errors: Gemini-
2.0-Flash-Think correctly computes an interme-
diate rounding result before second-guessing it-
self, and in a date-pattern task it disregards given
constraints, selecting an impossible date. Com-
prehension errors occur when models misinterpret
question requirements or ignore explicit constraints.
For instance, Gemini-2.0-Flash-Think treats rela-
tive changes in a parallelepiped’s side lengths as
its actual dimensions, and o3-mini identifies the
largest rather than the most recent date when asked
“What is the last date that owned this property?”.
Calculation errors, though less common, appear
even in larger models: Gemini-1.5-Pro erroneously
replaces −19 with +19 during equation rewriting,
and GPT-4o-mini attempts to divide 2022 by 22,
erroneously expecting an integer result.

6.2 Errors in Visual Problems

Multimodal models frequently misinterpret spatial
relationships, leading to errors in image content
understanding and image-grounded reasoning. For
example, Gemini-2.0-Flash-Think reverses layer-

3The annotation process was carried out by PhD-level
experts with strong mathematical backgrounds.
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Figure 5: LLM accuracy across skill categories and age groups. Top: performance on text-only problems. Bottom:
performance on image-based problems (accuracy scale 0-70 for better visualization). Skills include Arithmetic
(Ari), Logic (Log), Geometry (Geo), Combinatorics (Com), Algebra (Alg), and Pattern Recognition (Pat).

ing in overlapping shapes and o3-mini misplaces
digits when reconstructing a 3×3 grid from text,
while GPT-4o-mini undercounts partially occluded
cubes, revealing weaknesses in depth perception
and spatial consistency. These failures typically
originate in the earliest reasoning steps and prop-
agate through subsequent operations, particularly
undermining numerical reasoning when visual and
textual information must be integrated. More-
over, models often misread or overconstrain the
textual component of a problem accompanying
an image–sometimes inventing requirements not
present in the prompt–further compounding inac-
curacies. Together, these patterns underscore that
current LMMs lack reliable strategies for aligning
visual cues with textual constraints and maintaining
coherent, stepwise reasoning across modalities.

7 Conclusion

We introduce MATHGAMES, a novel benchmark
designed to evaluate the readiness of LLMs for
international mathematical competitions across var-
ious age categories. Our comprehensive evaluation
of a diverse set of open-source and closed-source
models, coupled with an in-depth error analysis,
reveals important insights. Our findings highlight
that current models are not ready to win a math-
ematical game competition against humans yet.
While advanced reasoning models can handle text-
only problems competently, they still face a sig-
nificant performance gap in multimodal reason-
ing, highlighting the ongoing challenge of integrat-

ing textual and visual information. Through this
rigorous evaluation, MATHGAMES aims to foster
progress in mathematical reasoning, logic, and mul-
timodal understanding in AI.

An important line of future work concerns ex-
tending the dataset to multilingual settings, includ-
ing the original English versions of the problems.
We are currently pursuing authorization to incor-
porate English and additional languages, which
would enable wider applicability and provide a
stronger basis for benchmarking multilingual mod-
els. Moreover, with the rapid development of ad-
vanced reasoning models, it will be equally impor-
tant to monitor the trade-off between their achieved
effectiveness and the associated cost in terms of
carbon emissions (Moro and Monti, 2012; Moro
et al., 2023b).

Limitations

Despite its contributions, our work has several
limitations that warrant further exploration. First,
MATHGAMES serves as a benchmark without ac-
companying training data. This is mainly due to the
absence of gold-standard human reasoning annota-
tions, which, while preventing data contamination,
also limits the ability to curate high-quality reason-
ing paths crucial for improving models’ mathemat-
ical capabilities and foster interpretability (Moro
et al., 2024). Future work could focus on con-
structing such reasoning annotations at scale, possi-
bly through a semi-supervised approach leveraging
strong reasoning-centric LLMs. Second, all im-
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ages in our dataset are abstract, without real-world
photographs. While this ensures a controlled evalu-
ation setting, it limits the study of vision-language
models in practical mathematical problems.

Ethical Considerations

The MATHGAMES dataset consists of problems
from publicly available sources, with prior consent
obtained for research use. Its primary goal is to
evaluate LLMs’ mathematical reasoning and sup-
port advancements in AI-driven problem-solving.
By providing a structured benchmark, we aim to fa-
cilitate future studies and contribute to the broader
scientific community. While the dataset is not in-
tended for training models to assist in academic dis-
honesty, we acknowledge the potential risks associ-
ated with its misuse. Legally, all problems originate
from PRISTEM, which holds the rights to these ma-
terials. For over two decades, they have served as
a reference for students preparing for mathemati-
cal competitions. Their inclusion in MATHGAMES

aligns with this purpose, offering a standardized
benchmark for AI research while ensuring compli-
ance with ethical and legal guidelines.
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A Competition Structure and Categories

Categories The International Mathematical and
Logical Games Championships are structured to
accommodate a wide range of participants through
a categorization system based on educational level.
Each participant competes within one of the fol-
lowing seven categories, each tailored to match the
expected mathematical background and cognitive
development of the group:

• CE: for pupils in the 4th and 5th grades of
primary school (typically ages 9-10).

• C1: for students in the 6th and 7th grades (cor-
responding to the first and second years of
lower secondary school).

• C2: for students in the 8th grade and the 9th

grade (third year of lower secondary and first
year of upper secondary school).
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Event Count Categories

Autumn Games 478 CE, C1, C2, L1, L2, HC
Team Games 357 C2, L1, L2
Rosi’s Games 275 C2, L1, L2
Quarterfinals 16 C1, C2, L1, L2
Semifinals 314 C1, C2, L1, L2, GP
Final 1073 CE, C1, C2, L1, L2, GP, HC
International Final 421 CE, C1, C2, L1, L2, GP, HC

Table 6: Distribution of competition phases in MATH-
GAMES and associated category levels.

• L1: for students in the 10th, 11th, and 12th

grades (second through fourth year of upper
secondary school).

• L2: for students in the final year of upper sec-
ondary school (13th grade) and those enrolled
in the first two years of university.

• GP (Grand Public): for adult participants,
including those in their third year of university
and beyond, up to 99 years of age.

• HC (High Competition): for adults–post-
university and beyond–who placed first, sec-
ond, or third in the national finals of the L2 or
GP categories in any of the past ten editions.

Phases The championship is composed of four
competitive phases, each progressively narrowing
the pool of participants based on performance:
Quarterfinals, Semifinals, National Final, Interna-
tional Final. In addition to the official competition
stages, a number of preliminary activities are orga-
nized to foster engagement and preparation. These
include training events such as the Autumn Games,
the Rosi’s Games and Team Games, which offer
an opportunity for students and educators to fa-
miliarize themselves with the types of problems
and reasoning skills featured in the main competi-
tion. These preliminary rounds serve not only as
practice, but also as an inclusive entry point for
participants of all skill levels. For an overview
of the number of occurrences of each competition
phase in MATHGAMES, along with the associated
categories identified, see Table 6.

B Data Curation

To ensure the quality of our MATHGAMES bench-
mark, we manually review and revise each problem-
solution pair. Figure 6 and Figure 7 show different
examples of inconsistencies.

Original problem:
Now the triangle is arbitrary, and the measures of its
three sides are expressed (in meters) by consecutive
integers. How much is the area of the triangle in m2,
knowing that it is equal to 2/5 of the product of the
lengths of its two longest sides?

Answer provided:
The area is 2

5
× 14 × 15 = 84 cm2.

Rewritten problem:
Now, consider a triangle with side lengths given by
three consecutive integers (in centimeters). How
much is the area of the triangle in cm2, knowing
that it is equal to 2/5 of the product between the mea-
surements of its two longest sides?

Figure 6: Example illustrating inconsistencies be-
tween the original problem and the provided solu-
tion. Modifications, highlighted in red, were made to
align the problem with the green-highlighted corrected
answer.

Original problem (Italian):
Completate la frase tra virgolette con un numero
scritto in lettere, in modo che la frase risulti vera :
«In questa frase, potete contare _____ lettere "e" ».
Solution: dieci (ten)

Rewritten problem (English):
Fill in the blank with a number written in words so
that the statement remains true: "In this sentence, you
can count _____ letters ’e’."
Solution: six

Figure 7: This example demonstrates how a word puz-
zle involving counting the letter “e” requires manual
adjustment when translated from Italian to English due
to differences in letter frequency.

C Models

We evaluated 28 distinct LLMs, encompassing both
vision-enabled and text-only variants. Given the fo-
cus of our benchmark, we prioritized models with
advanced reasoning capabilities and those specifi-
cally fine-tuned for mathematical problem-solving.
Table 7 summarizes all information related to the
source of the models tested in our experiments.

OpenAI We evaluated the latest available ver-
sions of OpenAI models at the time of writing.
Specifically, we included OpenAI o3-mini, re-
leased on January 31, 2025,4 the most recent and
cost-efficient model in OpenAI’s reasoning series.
Additionally, we evaluated GPT-4o, an advanced

4https://openai.com/index/openai-o3-mini/
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Model Source URL

GPT-4o gpt-4o-2024-08-06 https://platform.openai.com/
GPT-4o-mini gpt-4o-mini-2024-07-18 https://platform.openai.com/
o3-mini-high o3-mini-2025-01-31 https://platform.openai.com/
Gemini-1.5-Flash-8B gemini-1.5-flash-8b-001 https://ai.google.dev/
Gemini-1.5-Flash gemini-1.5-flash-002 https://ai.google.dev/
Gemini-1.5 Pro gemini-1.5-pro-002 https://ai.google.dev/
Gemini-2.0-Flash gemini-2.0-flash-001 https://ai.google.dev/
Gemini-2.0-Flash-Thinking gemini-2.0-flash-thinking-exp-01-21 https://ai.google.dev/
DeepSeek-V3 deepseek-chat https://api.deepseek.com
DeepSeek-R1 deepseek-reasoner https://api.deepseek.com
DeepSeek-Math-7B local checkpoint https://huggingface.co/deepseek-ai/deepseek-math-7b-instruct
DeepSeek-R1-Distill-Qwen-32B local checkpoint https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-32B
Phi-4 local checkpoint https://huggingface.co/microsoft/phi-4
Phi-3.5-Vision local checkpoint https://huggingface.co/microsoft/Phi-3.5-vision-instruct
Qwen2.5-Math-7B local checkpoint https://huggingface.co/Qwen/Qwen2.5-Math-7B-Instruct
Qwen2.5-72B local checkpoint https://huggingface.co/Qwen/Qwen2-72B-Instruct
Qwen2-VL-7B local checkpoint https://huggingface.co/Qwen/Qwen2-VL-7B-Instruct
Qwen2-VL-72B local checkpoint https://huggingface.co/Qwen/Qwen2-VL-72B-Instruct-AWQ
QVQ-72B local checkpoint https://huggingface.co/kosbu/QVQ-72B-Preview-AWQ
QwQ-32B local checkpoint https://huggingface.co/Qwen/QwQ-32B-Preview
Llama-3.3-70B local checkpoint https://huggingface.co/casperhansen/llama-3.3-70b-instruct-awq
Mathstral-7B local checkpoint https://huggingface.co/mistralai/Mathstral-7B-v0.1
NuminaMath-7B-TIR local checkpoint https://huggingface.co/AI-MO/NuminaMath-7B-TIR
NuminaMath-7B-CoT local checkpoint https://huggingface.co/AI-MO/NuminaMath-7B-CoT
ToRA-7B local checkpoint https://huggingface.co/llm-agents/tora-7b-v1.0
Pixtral-12B local checkpoint https://huggingface.co/mistral-community/pixtral-12b
IntenVL-2.5-8B local checkpoint https://huggingface.co/OpenGVLab/InternVL2_5-8B
IntenVL-2.5-38B local checkpoint https://huggingface.co/OpenGVLab/InternVL2_5-38B
IntenVL-2.5-8B-MPO local checkpoint https://huggingface.co/OpenGVLab/InternVL2_5-8B-MPO
IntenVL-2.5-38B-MPO local checkpoint https://huggingface.co/OpenGVLab/InternVL2_5-38B-MPO

Table 7: The source of the models used in our evaluation.

multimodal LLM that delivers faster performance
and lower costs compared to GPT-4-Turbo. We
also included GPT-4o-mini, a highly cost-efficient
model that surpasses GPT-3.5-Turbo.

DeepSeek The DeepSeek family consists of
open-source LLMs excelling in both Chinese and
English tasks. For our work, we used multiple mod-
els from this series. We first considered DeepSeek-
V3, a 685B parameter Mixture-of-Experts (MoE)
model with 37B active parameters per token. It
employs an auxiliary-loss-free load-balancing strat-
egy and a multi-token prediction objective, en-
hancing overall performance. Next, we evaluated
DeepSeek-R1, which builds on V3 but specializes
in logical reasoning and problem-solving. It fol-
lows a two-phase training strategy, integrating cold-
start reinforcement learning (RL) with supervised
fine-tuning, and applies Group Relative Policy Op-
timization (GRPO) for improved reasoning. Ad-
ditionally, we used DeepSeek-Math-7B-Instruct,
a math-specialized model leveraged in both CoT
and Tool-Integrated Reasoning (TIR) modes. Fi-
nally, we included DeepSeek-R1-Distill-Qwen-
32B, a dense models distilled from DeepSeek-R1,
designed for cost-effective reasoning tasks.

Google Gemini Gemini is Google’s flagship
language model family, first released in Decem-
ber 2023. From the Gemini-1.5 series, we eval-
uated multimodal models capable of reasoning
over fine-grained information from millions of
tokens, including long documents and hours of
video and audio. Specifically, we used Gemini-
1.5-Pro, the strongest model, and Gemini-1.5-
Flash, a lightweight variant optimized for ef-
ficiency with minimal quality trade-offs, both
launched in December 2024. Additionally, we ex-
plored models from the latest Gemini-2.0 family, in-
cluding Gemini-2.0-Flash and Gemini-2.0-Flash-
Thinking, the latter being the most advanced in
this lineup, offering exceptional capabilities for
complex reasoning and multimodal tasks.

Qwen Qwen refers to the LLM family built
by Alibaba Cloud, first introduced in Septem-
ber 2023. For text-only problems, we evaluated
Qwen2.5-72B and Qwen2.5-Math-7B-Instruct,
both supporting Chinese and English while ex-
hibiting strong mathematical reasoning capabili-
ties. The latter incorporates TIR, beyond CoT, for
enhanced problem-solving. For multimodal tasks,
we explored the Qwen2-VL series, which intro-
duces the Naive Dynamic Resolution mechanism,
enabling flexible visual processing by dynamically
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converting images into varying numbers of visual
tokens. Specifically, we evaluated Qwen2-VL-
72B and Qwen2-VL-7B. Further, we tested QwQ-
32B for textual tasks and QVQ-72B for vision-
related tasks–early Qwen experiments in reasoning-
focused models with strong CoT capabilities.

InternVL The InternVL-2.5 family is an ad-
vanced series of LMMs that builds on the InternVL-
2.0 architecture, introducing significant improve-
ments in training, evaluation strategies, and data
quality. InternVL-2.5 performs competitively
alongside leading models like GPT-4o. In our study,
we evaluated InternVL-2.5-8B and InternVL-2.5-
38B, along with the Mixed Preference Optimiza-
tion (MPO) variants InternVL-2.5-MPO-8B and
InternVL-2.5-38B-MPO, which enhance perfor-
mance in multimodal CoT reasoning tasks. We
omitted results from InternVL-2.5-8B-MPO as no
improvements were observed over the non-MPO
version, thus avoiding redundancy.

LLaMA-3 The LLaMA-3 family debuted on
April 18, 2024, followed by the release of LLaMA-
3.1 on July 23, 2024. LLaMA-3 models represent
a huge advancement over LLaMA-2, setting a new
state-of-the-art for LLMs at these scales due to im-
provements in both pre- and post-training. In our
study, we evaluated LLaMA-3.3-70B-instruct, the
leading model in the series, which delivers perfor-
mance comparable to the larger LLaMA-3.1-405B
Instruct, while enhancing efficiency.

Mathstral & Pixtral The Mathstral-7B model,
developed by Mistral,5 is designed to address
advanced mathematical problems requiring com-
plex, multi-step reasoning. It achieves state-of-the-
art performance in its size category, excelling on
industry-standard benchmarks, and is used in our
text-based problems. For image-grounded prob-
lems, we evaluated Pixtral-12B, Mistral’s first mul-
timodal model. Designed to excel in both textual
and visual tasks, it features a custom vision encoder
that processes images at their natural resolution
and aspect ratio, supporting up to 128K tokens and
multiple images. Pixtral-12B outperforms similarly
sized models like LLaMA-3.2-11B and Qwen-2-
VL-7B, and even surpasses much larger models
like LLaMA-3.2-90B, despite being 7x smaller.

Phi-3.5 & 4 The Phi-3 family models are among
the most capable and cost-effective small language

5https://mistral.ai/en/news/mathstral

models available today. The Phi-3.5-Vision model,
with 4.2B parameters and derived from Phi-3.5-
mini, excels in reasoning tasks, handling both
single- and multi-image, as well as text prompts.
We also tested Phi-4, released on December 14,
2024, a 14B-parameter model developed with a
data-quality-focused training approach. Phi-4 un-
derwent rigorous enhancement and alignment, com-
bining supervised fine-tuning with preference op-
timization to ensure precise instruction adherence
and safety. It significantly outperforms its prede-
cessor in STEM-focused question-answering tasks.

NuminaMath NuminaMath is a series of lan-
guage models specifically trained to solve math
problems using CoT and TIR. The NuminaMath-
7B TIR model won the first progress prize at the
AI Math Olympiad (AIMO), scoring 29/50 on both
the public and private test sets. It is trained on the
largest math dataset ever released in the field. In
this study, we evaluate both versions of the model
for our text-only problems.

ToRA ToRA is a series of models specifically de-
signed for solving challenging mathematical prob-
lems. It was the first to introduce the TIR paradigm,
through interaction with tools such as computa-
tion libraries and symbolic solvers. We tested both
ToRA-7B and ToRA-Code-7B, but ultimately re-
port only the performance of ToRA-7B, as both
models performed similarly. ToRA-7B is fine-
tuned from LLaMA-2 using the ToRA-Corpus 16K,
which includes TIR trajectories from MATH and
GSM8K, generated by GPT-4. After supervised
fine-tuning, the model undergoes output space
shaping to enhance its TIR capabilities.

D Translation Quality

To ensure the reliability and usability of the LLM-
generated translations, each problem was indepen-
dently reviewed by a fluent Italian-English bilin-
gual speaker with a PhD-level background. Re-
viewers evaluated translation quality across four
key dimensions: semantic fidelity (faithfulness to
the original meaning and logical structure), mathe-
matical clarity (accuracy and readability of mathe-
matical content), terminological consistency (uni-
form and appropriate use of domain-specific terms),
and linguistic fluency (naturalness and grammati-
cal correctness in English). Each translation was
then assigned a holistic quality score ranging from
1 (Poor) to 3 (Excellent), following the rubric in
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Translation Quality Assessment Scale

Evaluate translations based on the following dimensions:
• Semantic Fidelity: Does the translation preserve the intended meaning and logic of the original

problem?
• Mathematical Clarity: Are formulas, operations, and problem constraints clearly and accu-

rately conveyed?
• Consistency of Terminology: Are domain-specific terms (e.g., geometric figures, logical

relations) translated uniformly and appropriately?
• Linguistic Fluency: Does the English text read naturally, with correct grammar, syntax, and

idiomatic phrasing?

Assign a single overall score from 1 to 3 based on the criteria above:

1 (Poor): Translation contains significant errors that compromise meaning, mathematical clarity,
or specialized terminology. Mathematical concepts may be incorrectly rendered, and/or the text
reads as awkwardly translated with unnatural phrasing and structural problems.

2 (Acceptable): Translation adequately preserves the original meaning with only minor semantic
shifts. Mathematical notation and concepts are generally accurate. Terminology is mostly
consistent with occasional minor lapses. The text is comprehensible but may contain phrasing that
reveals its translated nature.

3 (Excellent): Translation demonstrates exceptional fidelity to source content while achieving
natural expression in the target language. Mathematical concepts are rendered with perfect
accuracy and clarity. Terminology is consistently appropriate throughout, and the text reads as if
originally written in the target language.

Evaluation Process:
• Reference the original text when encountering ambiguities or domain-specific phrasing.
• Consider all aspects defined above holistically
• Apply a conservative judgment approach that prioritizes preservation of technical meaning.
• Provide corrections to the translation only when assigning a score of 1 (Poor).

Figure 8: Human evaluation rubric used to assess the quality of LLM-generated English translations from Italian
problem statements.

Figure 8. In cases of ambiguity or domain-specific
phrasing, reviewers consulted the original Italian
version to preserve the intended structure and mean-
ing. Edits were applied conservatively–only when
necessary to correct substantial errors in transla-
tions rated as Poor.

E Tool-Integrated Reasoning (TIR)

We follow a structured approach to generate and
assess code solutions for TIR with self-consistency:

1. For each problem, the input is duplicated N
times to define the initial batch of prompts for
vLLM, effectively determining the number of
candidates used for majority voting.

2. The model samples N diverse completions
until it produces a complete Python block.

3. Each generated Python block is executed, and
its output–along with tracebacks–is captured.

4. This process is repeated M times, producing
a batch of generations of size N and depth M .
This iterative approach enables the model to
self-correct code errors using traceback infor-
mation. If a sample fails to yield a valid output
(e.g., incomplete code blocks), it is pruned.

5. The remaining solution candidates undergo
postprocessing, followed by majority voting
to determine the final answer.

For our experiments, we set N = 8 candidates
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with a depth of M = 4 to compute @8, similarly
to recent works such as ToRA (Gou et al., 2024)
and NuminaMath.6 Instead, for pass@1 calcula-
tion, each batch contains different input problems,
generating a single solution path per problem using
greedy decoding.

F Output Parsing

To ensure consistent parsing of model-generated
answers, we instructed all tested models to pro-
vide their final response within \boxed{} (see Ap-
pendix H), following standard practice for math-
specialized LLMs. We then processed outputs as
follows: for expected numeric solutions, we first
verify whether the model’s output can be converted
into a numerical value. If conversion is successful,
we apply an exact match criterion. Otherwise, the
answer is evaluated by GPT-4o, which determines
its correctness. On average, only 20% of the total
answers require GPT-4o’s judgment. The prompt
used for this evaluation is shown in Figure 9. To
assess the reliability of this automatic evaluation
and enable reproducible future assessments with-
out human supervision, we manually reviewed the
GPT-4o judgments of the best five models, finding
a misjudgment rate of only 1 or 2 cases per model
among the processed answers. We corrected these
cases to ensure accuracy in the reported results of
the main paper. However, even without human in-
tervention in edge cases, GPT-4o remains a highly
reliable evaluator. The minor errors would have
a negligible impact on final accuracy and do not
compromise result validity, establishing a reliable
standard for future evaluations.

G Image Extraction Pipeline

Our code relies on the modern .images inter-
face available in recent versions of PyPDF, which
abstracts away the manual handling of content
streams and provides a high-level, reliable way
to extract images.

Listing 1: Example of the .images interface in PyPDF.
from pypdf import PdfReader

reader = PdfReader("example.pdf")
page = reader.pages[0]
for image_file_object in page.images:

with open(image_file_object.name, "wb") as f:
f.write(image_file_object.data)

This method:
6https://github.com/project-numina/

aimo-progress-prize/blob/main/report/numina_
dataset.pdf

System:
Given the primary question, compare the gold answer
with the student’s final answer to determine if they
are equivalent. First, provide a concise rational,
without trying to redo the problem, then respond
with ’yes’ or ’no’ in the exact format below:

Rationale: [your rationale]
Answer: [yes/no]

User:
Question: {problem_question}
Gold answer: {gold}
Final answer: {final_answer}

Figure 9: Prompt used to guide GPT-4o in evaluating
the equivalence between the generated answer and the
reference solution.

• Automatically detects embedded images with-
out manual stream parsing;

• Extracts the original binary data without
re-encoding, preserving native formats (JPEG,
PNG, etc.);

• Avoids quality loss during extraction;

• Handles compression and decoding internally,
minimizing the risk of artifacts.

To validate this approach, we manually inspected
a subset of extracted images and confirmed they
matched the quality of the embedded originals. We
also explored OCR-based alternatives such as the
MathPix API, following practices adopted in works
like NuminaMath. Applied on a subset of problems,
this approach did not yield improvements over our
PyPDF-based pipeline. Finally, in a few cases,
older PDFs contain lower-resolution images. Here,
the reduced quality is inherent to the source files,
not introduced by the extraction method. We argue
that retaining these examples remains valuable, as
it reflects real-world conditions in which LLMs
must reason over imperfect or noisy data.

H Model Prompts

All the instructions used to guide the models in our
experiments are provided in Table 11 for text-only
problems and in Table 12 for multimodal inputs.

I Example Data

Examples of text-only problems within MATH-
GAMES can be found in Table 8 and Table 10. The
first table presents sample questions for different

9661

https://github.com/project-numina/aimo-progress-prize/blob/main/report/numina_dataset.pdf
https://github.com/project-numina/aimo-progress-prize/blob/main/report/numina_dataset.pdf
https://github.com/project-numina/aimo-progress-prize/blob/main/report/numina_dataset.pdf


Child (9-11 y/o) Teenager (11-18 y/o) Adult (18-25+ y/o)

Question: Desiderio and Liliana are
very good at peeling potatoes. Today,
they have to peel 2,400 kg. Desiderio, if
he worked alone, would take 30 minutes.
Liliana is faster and, alone, it would take
20 minutes. How many minutes do they
take working together?

Question: A clock emits a beep every
10 hours. Now it’s exactly 10:00 a.m.
and he emits a beep. How many hours
must go to a minimum for the clock to
issue a beep again at 10 a.m. on a next
day (in the morning or in the evening)?

Question: Now, consider a triangle with
side lengths given by three consecutive
integers (in centimeters). How much is
the area of the triangle in cm2, know-
ing that it is equal to 2/5 of the product
between the measurements of its two
longest sides?

Answer: 12 minutes Answer: 60 hours Answer: 84 cm2

Year: 2018 Year: 2016 Year: 2017
Category: CE Category: C2, L1 Category: L2, GP, HC

Question: To each letter of the alphabet
Nathan wants to associate a number ac-
cording to the rule that begins like this:
A=1 B=A+2 C=B+3 D=C+4 What num-
ber will it associate with the letter G?

Question: A snail fell at the bottom of a
well of 24 meters deep and now wants to
climb up. However, it takes an hour to
climb up 3 meters; then, tired, rests and
falls asleep for an hour, but in this way it
descends by 2 meters. How many hours
will it take to return to the surface?

Question: Nando have fun adding the
whole numbers: 0+1+2+3+4+... The cal-
culator however, starting from the sec-
ond number beaten by Nando, and be-
fore he beats the next, displays the provi-
sional sum: 0, 1, 3, 6, 10, 15, .... At this
point Nando observes that some provi-
sional results can split into two numbers
with the first double of the second, as
happens in the case of 21, 105, 2211,
9045 etc. What is the greater of the num-
bers of six digits that enjoy this prop-
erty? (The split into two numbers can-
not generate a second number that starts
with 0).

Answer: G=28 Answer: 43 Answer: 890445
Year: 2023 Year: 2023 Year: 2024
Category: CE Category: C1, C2, L1 Category: GP, HC

Table 8: Example of text-only problems within MATHGAMES divided by age groups. Each problem includes its
correct answer, competition year, and corresponding category.

age groups, while the second illustrates how a ques-
tion from a specific category (e.g., C1) evolves
based on the competition’s difficulty level. Simi-
larly, Table 9 demonstrates this progression for an
image-grounded question.

J Example Errors

We provided several examples of common errors
made by the tested models during our experiments.
Table 13, Table 14, and Table 15 present typical
mistakes in text-only problems made by Gemini
models, OpenAI models, and DeepSeek models,
respectively. On the other hand, Table 16, Table
17, and Table 18 present common errors in multi-
modal problems made by Gemini models, OpenAI
models, and open-source models, respectively.
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Preliminary Semifinals Finals

Question: How many triangles can you
see in the picture?

Question: “I have to cut the grass of the
garden and are 1100 m2! There is no
way I’ll do it!”, yes Renato complains
with his boss. “Don’t be cunning: on
the path (marked in white in the figure)
there is no grass – the boss replies – and
the square meters of the garden, in to cut
the grass, are therefore only 975". What
are the dimensions of the garden?

Question: During the train stop I ob-
serve, one meter from my eyes, a digi-
tal clock, which indicates the hours and
the minutes. There are four digits, two
for the hours (from 00 to 23), two for
the minutes (from 00 to 59). They are
formed by illuminating appropriate seg-
ments between the seven that form the
two squares superimposed, according
to the diagrams alongside, which indi-
cate the ten digits from 0 to 9. I enjoy
counting the segments that change state
(turn on or off) at each change of minute.
For the set of four digits, counted suc-
cessively, during the first four minute
changes:4 segments changing state; 1
segment that changes state; 11 segments
that change by state; 4 segments that
change state. What time will the clock
show after the fifth change of minute?

Answer: The triangles are 15 Answer: The size of the garden is 25m
and 44m

Answer: 2 solutions : 00 h 02 min and
10 h 02 min

Year: 2016 Year: 2013 Year: 2005

Category: C2 L1 L2 Category: C2 L1 L2 Category: C2 L1 L2

Table 9: Illustration of stage progression for math problems within the same category for multimodal
problems. Each problem includes its correct answer, competition year, and corresponding category.

Preliminary Semifinals Finals

Question: Find a positive integer num-
ber n so that 2n+3 is a divider of 6n+43.

Question: In the lottery organized for
the beginning of the school year, the ma-
jor prize was won by the ticket holder
with the number 205 . Even the hold-
ers of numbers 025, 052, 250, 502, 520
won a nice prize, but a little smaller. Fi-
nally, a consolation prize was won by
the holders of a ticket on which there
was a number that contained two of the
three digits 2-0-5 of the number 205 (for
example, 002 and 570). How many num-
bers gave entitlement to this consolation
prize?

Question: In the convent of the City
of Mathematics, if you meet two nuns,
taken at random in the whole of the nuns
who stay there, you have exactly one
chance in two that they are both brown.
How many nuns stay in the convent?

Answer: n = 7 Answer: 144 numbers Answer: 4 and 21
Year: 2004 Year: 2021 Year: 2005
Category: C2 L1 L2 Category: C2 L1 L2 Category: C2 L1 L2

Table 10: Illustration of stage progression for math problems within the same category for text-only problems.
Each problem includes its correct answer, competition year, and corresponding category.
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Model System Prompt / Instruction

Qwen2.5-Math-7B-Instruct (CoT) Please reason step by step, and put your final answer within \boxed{}.

Qwen2.5-Math-7B-Instruct (TIR) Please integrate natural language reasoning with programs to solve the
problem above, and put your final answer within \boxed{}.

Qwen2.5-72B-Instruct (CoT) You are a helpful and harmless assistant. You should think step-by-step.
Put your final answer within \boxed{}.

Mathstral-7B (CoT) Please reason step by step, and put your final answer within \boxed{}.

DeepSeek-Math-7B-Instruct (CoT) Please reason step by step, and put your final answer within \boxed{}.

DeepSeek-Math-7B-Instruct (TIR) You are an expert programmer. Solve the above mathematical problem by
writing a Python code. Express your answer as a numeric type or a SymPy
object.

DeepSeek-R1 (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

DeepSeek-V3 (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

DeepSeek-R1-Distill-Qwen-32B (CoT) Please reason step by step, and put your final answer within \boxed{}.

QwQ-32B (CoT) You are a helpful and harmless assistant. You should think step-by-step.
Put your final answer within \boxed{}.

LLaMA-3.3-70B (CoT) You are a mathematical expert. Solve the given problem by reasoning step
by step. Please, for the validity of the answer, enclose your final
answer within \boxed{}.

Phi-4 (CoT) You are a helpful and harmless assistant. You should think step-by-step.
Put your final answer within \boxed{}.

GPT-4o (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

GPT-4o-mini (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

OpenAI-o3-mini (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

Gemini-1.5-Flash (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

Gemini-1.5-Pro (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

Gemini-1.5-Flash-8B (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

Gemini-2.0-Flash (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

Gemini-2.0-Flash-Thinking (CoT) You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

NuminaMath-7B-CoT NaN

NuminaMath-7B-TIR NaN

ToRA-7B (TIR) NaN

Table 11: Prompts used for text-based mathematical reasoning. Instructions were incorporated as system prompts
when supported by the tokenizer’s chat template. When system prompts were not available, instructions were
provided as user instructions. “NaN” indicates models that were specifically fine-tuned to receive the mathematical
problem directly as user input, without additional instructions.
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Model System Prompt/ Instruction

Gemini-2.0-Flash-Thinking You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

Gemini-1.5-Pro You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

Gemini-1.5-Flash You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

Gemini-1.5-Flash-8B You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

GPT-4o You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

GPT-4o-mini You are a mathematical expert. Solve the user’s problem by reasoning
step by step, and enclose the final answer in \boxed{}.

InternVL-2.5-38B-MPO You are a mathematical expert. Solve the given problem by reasoning step
by step. Please, for the validity of the answer, enclose your final
answer within \boxed{}.

InternVL-2.5-38B You are a mathematical expert. Solve the given problem by reasoning step
by step. Please, for the validity of the answer, enclose your final
answer within \boxed{}.

InternVL-2.5-8B You are a mathematical expert. Solve the given problem by reasoning step
by step. Please, for the validity of the answer, enclose your final
answer within \boxed{}.

Phi-3.5 You are a mathematical expert. Solve the given problem by reasoning step
by step. Please, for the validity of the answer, enclose your final
answer within \boxed{}.

Qwen2-VL-7B You are a mathematical expert. Solve the given problem by reasoning step
by step. Please, for the validity of the answer, enclose your final
answer within \boxed{}.

Qwen2-VL-72B You are a mathematical expert. Solve the given problem by reasoning step
by step. Please, for the validity of the answer, enclose your final
answer within \boxed{}.

QVQ-72B You are a helpful and harmless assistant. Solve the given problem by
thinking step-by-step. Please, ensure to enclose your final answer within
\boxed{}.

Pixtral-12B You are a mathematical expert. Solve the given problem by reasoning step
by step. Put your final answer within \boxed{}.

Table 12: Prompts used for multimodal mathematical reasoning. Instructions were incorporated as system
prompts when supported by the tokenizer’s chat template. When system prompts were not available, instructions
were provided as user instructions. The image placeholder is then prepended or appended to the input according to
the specific chat template considered.
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Model Error type Frequency Question example Gold Answer Reasoning Comment

GEMINI-
2.0-FLASH-
THINKER

Reasoning Almost al-
ways

Carla’s calculator rounds up the results
that it obtains, writing only the first digit
after the comma. If, for example, the result
of a calculation is 34,143, the calculator
writes the number 34,1 Carla sets the num-
ber 73,5 and then asks the calculator to
perform three successive divisions by 2,
What is the last result that the calculator
will give?

9,1 9,2 Let’s consider the possibility that "rounds
up" is a typo and it should be "rounds
down" or "truncates". If we use truncation,
we get 9.1. [...] Rounded to one decimal
place is 9.2. New number is 9.2. The last
result is 9.2. Final answer should be 9.2

The model ini-
tially provides the
correct answer,
but then retracts
and gives another
one

Reading
comprehen-
sion

Rare C was once a parallelepiped. By increas-
ing its smaller size of 3 cm and decreasing
the larger one of 5 cm, however, it has
been transformed into a cube that has the
same volume as the initial parallelepiped.
What is the volume of c ui we speak?

The volume
is 421875
cm3

3375

8
Let the dimensions of the parallelepiped
be a, b, and c. We are given that the
smaller size is 3 cm and the larger size
is 5 cm. [...]

The model
doesn’t under-
stand the text
and considers
the increase in
sides as the direct
measurement

GEMINI-
2.0-FLASH

Reasoning Almost al-
ways

On 29/09/2011 (September 29, 2011) is
written using four digits, each of them em-
ployed twice. What will be the next date
(written as the previous one, as day. month.
year) which has the same property to be
written with four digits, each of them em-
ployed twice?

The next
date will be
the 13th of
03-2012

"2/2/2022" Let’s analyze the given date, 29/09/2011.
The digits used are 1, 2, 9, and 0, each ap-
pearing twice. We are looking for the next
date that can be written using four digits,
each appearing twice. [...] Let’s start by
considering the year. The year 2011 uses
1, 0, and 2. We need to find a year that
uses four digits, each twice. The next pos-
sible year would be 2022. The digits are
0 and 2, each appearing twice. [...] Final
Answer: The next date is 02/02/2022

The model di-
rectly considers
the year 2022,
making an error

Reading
comprehen-
sion

Rare The solid of the year is a convex polyhe-
dron. The sum of the measurements of
all its angles, except one, is of 2014 de-
grees. It has three triangular faces. How
many vertices from which they depart
three edges has? Note: the added angles
are those on the polygonal faces. A grade
is worth n/180 radiants.

2 answers :
6 or 7

V=8, E=12 Let P be the convex polyhedron. Let V
be the number of vertices, E the number
of edges, and F the number of faces. [...]
The number of vertices is 8. The number
of edges is 12.
Final Answer: The number of vertices
is 8 and the number of edges is 12.
V = 8,E = 12

The question only
asked for the num-
ber of vertices in a
specific situation,
but the model pro-
vides the general
number of ver-
tices and sides in-
stead

GEMINI-
1.5-PRO

Calculation Rare Find all pairs of positive integers x and y
that match the same 9x+9y - 2xy+19=0

Couples
(x;y) are:
(5;64) +
(8;13) +
(13;8) +
(64;5)

(5, 26), (26,
5)

[...] We can rewrite the equation as 2xy −
9x − 9y + 19 = 0. [...] Final Answer: The
final answer is (5,26), (26,5)

The model makes
a mistake and puts
+19 instead of -19

Reasoning Almost al-
ways

Consider the date of 31/12/2014: the sum
of its digits is equal to 14 (3+1+1+1+2
+2+0+1+4 = 14). What is the first subse-
quent date for which the sum of the digits
is equal to ncora 14?

The date is:
05/1/2015

29/12/2023 [...] We can start by incrementing the day.
01/01/2015: 0+1+0+1+2+0+1+5 = 10
02/01/2015: 0+2+0+1+2+0+1+5 = 11 ...
10/01/2015: 1+0+0+1+2+0+1+5 = 10
11/01/2015: 1+1+0+1+2+0+1+5 = 11 ...
31/01/2015: 3+1+0+1+2+0+1+5 = 13
01/02/2015: 0+1+0+2+2+0+1+5 = 11
[...] Final Answer: The final answer is
29/12/2023

The model com-
pletely skips the
analysis of some
dates, missing the
correct answer as
well

GEMINI-
1.5-FLASH

Reading
comprehen-
sion

Rare Liliana celebrated her birthday on March
28, with two days late. Desire celebrated
it the same day, even if her birthday falls
10 days after that of Liliana. What is the
day of the birthday of Desire?

Desiderio’s
birthday is
April 5th

april 7 Liliana’s birthday is on March 28. She
celebrated it two days late, which means
she celebrated it on March 28 + 2 days =
March 30. [...] Therefore, Desire’s birth-
day is April 7.
April7

The model
doesn’t under-
stand that the
birthday was
celebrated on the
28th, with a 2-day
delay

Reasoning Almost al-
ways

Insert three addition signs (+) between the
digits that go from 1 to 7, without chang-
ing their order, so that the result of the
calculation is equal to 190: 1 2 3 4 5 6 7

1 2 3 + 4 +
5 6 + 7=190

No Solution We are given the digits 1, 2, 3, 4, 5, 6, 7
and we need to insert three addition signs
(+) between them such that the sum is 190.
Let’s explore possible combinations. [...]
If we try 123 + 45 + 6 + 7, we get 171.
Too low. If we try 1234 + 5 + 6 + 7, we
get 1252. Too high. [...] Let’s try 123 +
45 + 22 = 190. This doesn’t work because
we only have one 2. There seems to be no
solution using only three plus signs.
There is no solution to this problem.

The model tries
to make some
attempts, but then
gets stuck and
says that it cannot
be solved

Table 13: Examples of errors made by Gemini models in text-only problems within MATHGAMES.
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Model Error type Frequency Question example Gold Answer Reasoning Comment

GPT-4O Reasoning Always Renato is six years old, Amerigo is two
years younger. What will be the age of
Amerigo when Renato is ten times as old
as he is now?

Amerigo
will be 58
years old

56 To solve this problem, we need to deter-
mine Amerigo’s age when Renato is ten
times his current age.
1. **Determine Renato’s current age:**
Renato is currently 6 years old.
2. **Calculate Renato’s age when he is ten
times his current age:** Renato’s current
age is 6, so ten times his current age is:
10 × 6 = 60
Therefore, Renato will be 60 years old.
3. **Determine the age difference be-
tween Renato and Amerigo:** Amerigo is
two years younger than Renato. Therefore,
the age difference is:
6 − 2 = 4
So, Amerigo is currently 4 years old.
4. **Calculate Amerigo’s age when Re-
nato is 60:** Since the age difference be-
tween Renato and Amerigo is 4 years,
when Renato is 60, Amerigo will be:
60 − 4 = 56
Thus, Amerigo will be 56 years old when
Renato is ten times as old as he is now.

In this case, the
model always
makes reasoning
errors, as being
riddles, a resolu-
tion might seem
sensible but isn’t
correct in the end

GPT-4O
MINI

Calculation Rare The 2010 divisible years are divisible by
10 (the number formed by its last two dig-
its); in the same way 2016 is divisible by
16; Find the first two years, after 2016,
whose number is divisible by that formed
by the last two digits.

2020 2025
(both solu-
tions, the or-
der is not
relevant)

2020 and
2022

6. **Year 2022**: - Last two digits:
22 - Check: 2022 mod 22 - Calculation:
2022 ÷ 22 ≈ 91 (an integer) - Result: Di-
visible. [...]
2020 and 2022

2022 is not divisi-
ble by 22

Reasoning Almost al-
ways

That’s how Carla and Milena have the pas-
sion of numbers. Carla writes the follow-
ing sequence 4 12 6 18 9 9 3 15 and ob-
serves that each of her numbers is a divider
or multiple of the previous one. Milena
does not want to be less and writes then
another sequence of seven numbers (other
than 0 and all different between them) that
ends with 8, the largest of the numbers
written by Milena, in which once again
each element is a divider or multiple of the
previous one. Write the Milena sequence.

Two se-
quences:
5136248 or
7136248

1, 2, 4, 8, 6,
3, 12

To create a sequence of seven numbers that
ends with 8, where each number is either
a divisor or a multiple of the previous one,
we can start with the number 8 and work
backwards to find the previous numbers
in the sequence. [...] Now we have the
sequence: 1, 2, 3, 4, 6, 8, 12.
This sequence has 7 different numbers,
ends with 8, and each number is either
a divisor or a multiple of the previous one.

The model claims
that the sequence
it provided ends
with 8, but that’s
not true

O3 MINI Reasoning Almost al-
ways

Desire and Nando have booked two seats
on the same plane. The automatic proce-
dure that has served them the place has put
them at random, but in a same row made
up of six seats. Keeping in mind that the
six seats are all occupied, what is the prob-
ability (expressed by an irreducible frac-
tion) that Desire and Nando are the one
beside the other or without one or more
travellers being seated among them? N.B.
It is assumed that Desiderio and Nando
are sitting next to each other, not that they
were divided by the corridor center ale.

The proba-
bility is 1/3

4
15 We are told that Desire and Nando are

seated at random in a row of six seats that
is fully occupied. However, because of
the layout of the plane, the six seats are
arranged as two groups of 3 (separated by
the central aisle). In this configuration,
even though seats 3 and 4 are consecutive
in the row, a traveler seated in seat 3 is not
next to the traveler in seat 4 (they are sep-
arated by the aisle). In other words, sen-
tarse uno junto al otro (sitting next to each
other) is only possible if they are consecu-
tive seats on the same side. (The phrase sin
uno o más viajeros entre ellos means that
there is no other passenger sitting between
them, i.e. they appear consecutively.) Step
1. Total possible pairs of seats Since De-
sire and Nando get two different seats out
of 6, the number of equallylikely pairs is
C(6,2) = 15. Step 2. Count favorable pairs
(neighbors on the same side) Divide the
row into two blocks: Left block: 3 seats
arranged in order; the adjacent pairs here
are (seat1, seat2) and (seat2, seat3). That
gives 2 pairs. Right block: 3 seats ar-
ranged in order; the adjacent pairs here
are (seat4, seat5) and (seat5, seat6). That
gives 2 pairs. Thus the total favorable pairs
= 2 + 2 = 4. Step 3. Form the probability
The probability that Desire and Nando are
seated with no other passengers between
them (i.e. next to each other in the proper
sense) is Probability = (Number of favor-
able pairs)/(Total number of pairs) = 4/15.

Thus, the final answer is
4

15
.

Incorrectly as-
suming that any
consecutive seats
in the row of six
constitute "sitting
next to each
other," without
considering the
separation by
the aisle and the
definition that
adjacency must
be on the same
side of the aisle.

Reading
comprehen-
sion

Rare On 17 June 2345 it will be a particular
date because it will be possible to write
with eight digits all different: 1 7 0 6 2 3
4 5 What is the last date that owned this
property (to be able to write in the form of
a number of eight digits all different from
each other)?

The date is:
25th 06th
1987

30/12/9876 We wish to find, among all valid dates writ-
ten in the two?digit day, two digit month,
four digit year format (dd/mm/yyyy), the
very last (i.e. chronologically greatest)
date for which the eight digits are all dif-
ferent. [...]

The model un-
derstands that it
should take the
largest date, not
the most recent
one

Table 14: Examples of errors made by OpenAI models in text-only problems within MATHGAMES.
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DEEPSEEK-
R1

Reasoning Always On February 20, 2002 was a date palin-
drome because it is written as 20/02/2002
ch and reads the same way from left to
right and from right to left. What was the
next date palindrome?

1/2/2010 11/2/2011 Okay, so I need to find the next date palin-
drome after February 20, 2002, which is
written as 20/02/2002. Hmm, let me start
by understanding what a date palindrome
is.[...] So that is a palindrome. So, the
key is that when the date is written as an
8-digit number (DDMMYYYY), it reads
the same forwards and backwards. [...]So,
the date is 02/01/2010. Wait, but written
as DDMMYYYY: 02012010. Reverse of
this is 01020102, which is not the same
as 02012010,[...] Wait, this is getting me
more confused. [...] Therefore, to find
the next palindrome date after 20/02/2002,
we need to find the next occurrence where
reverse(DDMM) = YYYY, and the date
is valid. [...] Let’s think. First, note that
the day and month (DDMM) must form a
four-digit number which, when reversed,
gives the year. So, reverse(DDMM) =
YYYY. Therefore, YYYY = MM DD re-
versed. Wait, reversing the four-digit num-
ber DDMM gives us MM DD. So, for
example, if DDMM is 1102, reversing
gives 2011, so the year would be 2011.
Therefore, the date 11/02/2011 would be a
palindrome: 11022011, which reversed is
11022011. Wait, let me check: 11022011
reversed is 11022011. Yes, that’s a palin-
drome. So, that date is 11/02/2011. [...]

the model begins
to think, also
claiming to be
confused, and
in the end finds
a valid year but
skipping 2010

DEEPSEEK-
V3

Reasoning Almost al-
ways

With two equal circles, you can com-
pletely cover a square of 10 cm. side. How
much is the radius of the two circles worth,
at least? (Give the answer in mm., rounded
to the nearest mm. If necessary, in the
result replaced 1,414 to ?2; 1,732 to ?3;
2,236 to ?5).

The radius
is worth
56mm.

112 mm To determine the minimum radius of two
equal circles that can completely cover a
square with a side length of 10 cm, we
need to analyze the geometric arrangement
of the circles and the square. [...] Round-
ing to the nearest millimeter: ≈ 112mm

The model gives
the measurement
of a radius that
is larger than the
side of the square,
which is not the
correct reasoning
to follow

Calculation Rare Find all pairs of positive integers x and y
that match the same 9x+9y - 2xy+19=0

Couples
(x;y) are:
(5;64) +
(8;13) +
(13;8) +
(64;5)

(5, 83) and
(83, 5)

To solve the equation 9x+9y−2xy+19 = 0
for positive integers x and y, we will rear-
range and factor the equation step by step.
[...] Add 81/4 to both sides to complete
the rectangle (this is a standard technique
for factoring equations of this form):
2xy − 9x − 9y + 81

4 = 19 + 81
4

The left-hand side can now be factored as:(2x − 9)(2y − 9) = 157
4 [...]

The factorization
is wrong because
when solved, it
leads to 4xy - 18x
- 18y + 81

DEEPSEEK-
MATH-7B

Calculation Rare Consider the date of 31/12/2014: the
sum of the- its digits is equal to 14
(3+1+1+1+2+2+0+1+4 = 14). What is the
first subsequent date for which the sum of
the digits is equal to 20?

The date is
29/1/2015

"9/1/2015" [...] 8. 08/01/2015: The sum of the dig-
its is 8+1+1+2+0+1+5 = 19, which is not
equal to 20. 9. 09/01/2015: The sum of
the digits is 9+1+1+2+0+1+5 = 20, which
is equal to 20.
So, the first subsequent date for which
the sum of the digits is equal to 20 is
09/01/2015 .

The model
says that
8+1+1+2+0+1+5
= 19 or that
9+1+1+2+0+1+5
= 20

Reasoning Almost al-
ways

Find all pairs of positive integers x and y
that match the same 9x+9y - 2xy+19=0

Couples
(x;y) are:
(5;64) +
(8;13) +
(13;8) +
(64;5)

there are no
solutions

To solve this problem, we need to find
all pairs of positive integers x and y that
satisfy the equation 9x + 9y - 2xy + 19 =
0. [...] x(9 - 2y) + y(9 + 19/y) = 0
Since x and y are both positive integers,
the expression inside the parentheses must
be equal to zero:
9 - 2y = 0 9 + 19/y = 0
Solving these equations, we get:
y = 9/2 y = -19
Since y is a positive integer, the second
equation has no solution. Therefore, the
only solution for y is y = 9/2.
However, we are looking for pairs of pos-
itive integers x and y, so y cannot be a
fraction. Therefore, there are no pairs of
positive integers x and y that satisfy the
given equation.
So, the answer is there are no solutions.

The model rea-
sons incorrectly
and arrives at a
wrong conclusion,
without making
calculation or
similar errors

Table 15: Examples of errors made by DeepSeek models in text-only problems within MATHGAMES.
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GEMINI-
2.0-FLASH-
THINKER

Image com-
prehension

Often Lavinia puts on the table (in a certain order) a
rectangle of paper, a circle, two squares and a
triangle always of paper. In figure you see the
composition that it gets. What is the order in
which Lavinia put the various forms of paper
on the table? (Start writing the letter of form
that Lavinia put first on the table and then
away the others, until what Lavinia put last
on the table).
Gold: The order is ABECD
Answer: EDABC

Let’s analyze the image to determine the or-
der in which the shapes were placed. [...] -
Shape C is on top of Shape D (Rectangle) in
the top-right part of C. [...] Shape C is on top
of ALL other shapes it intersects. So, Shape
C is the last one to be placed.
Shape D (Rectangle): - Shape D is under
Shape A (Square) in the top-left part of A.
[...]So the order of letters is E, D, A, B, C.

The model claims
that C is above all
when it’s not, or
that D is below A

Reasoning Often The grid must contain all numbers from 1 to
9 (one for box). 5 and 6 have already been
written in figure. The eight sums of the three
numbers placed on each of the three lines, of
the three columns and of the two diagonals
must all be different and must give all values
from 10 to 18, except 13. Complete the grid.
Gold: 2 solutions: 6 2 8 9 1 5 3 7 4 - 6 4 8 9
3 5 1 7 2
Answer: No solutions

The problem is to complete a 3x3 grid with
numbers from 1 to 9, using each number ex-
actly once. Numbers 5 and 6 are already
placed. The sums of the three rows, three
columns, and two diagonals must be distinct
and take values from the set 10, 11, 12, 14,
15, 16, 17, 18. We are given that the sums are
all different and take values from 10 to 18,
except 13.
Let the grid be a b c d e f g h i We are given a
= 6 and f = 5. So the grid is 6 b c d e 5 g h i
[...]

The model un-
derstood the text
of the question
and the image cor-
rectly, but was un-
able to find a fi-
nal solution when
there were two
possible ones

GEMINI-
1.5-PRO

Image com-
prehension

Often Each of the four lamps in the figure is con-
nected to a switch, and only to one. Each
of the four switches lights a lamp, and only
one, in one of its A or B positions, and turns
it off in the other. A switch is not necessar-
ily placed below the lamp it controls. Lucia
wants to turn on the four lamps n ello same
time. She made three attempts and the figure
represents the result: a drawing on a white
background represents a lamp on, one on a
grey background one off. From left to right,
how will Lucia have to place (A or B) the
switches?
Gold: BABA
Answer: AAAB

[...] In the first attempt, the switches are in
positions B, B, A, A. The first two lamps are
off, and the last two lamps are on. In the
second attempt, the switches are in positions
B, A, A, B. The first and last lamps are off,
and the second and third lamps are on. In the
third attempt, the switches are in positions A,
A, A, A. The first, second, and third lamps
are on, and the fourth lamp is off. [...]

The model
doesn’t correctly
understand the
lights being off
and on

Reasoning Often Angelo is a great pastry chef who prepares
large circular cakes (with a diameter of 74
cm). Lately, however, he has decided to diver-
sify his production and, in the circular box of
74 cm of diameter of the large cake, he puts
three cakes of different diameters but always
expressed by a whole number of cm. The
three cakes fall exactly in the package of the
large cake, as he sees it in figure (where the
proportions do not make text though). An-
gelo sells the package of the three cakes at
the same price as the big cake but the surface
of the three cakes, put together, is half that of
the big cake. How many cm do the diameters
of the three cakes measure?
Gold: Diameters measure: 9 cm, 16 cm; 49
cm
Answer: 4, 25, 25

Let D be the diameter of the large cake, so
D = 74 cm. Let d1, d2, d3 be the diameters of
the three smaller cakes. The area of the large
cake is A = π(D2 )2 = π(742 )2 = π(37)2 =
1369π. The sum of the areas of the three
smaller cakes is half the area of the large
cake, so π(d12 )2+π(d22 )2+π(d32 )2 = 1

2(1369π)
d21 + d22 + d23 = 1

2(4)(1369) = 2(1369) = 2738.
Also, the sum of the diameters of the three
smaller cakes is equal to the diameter of the
large cake, so d1 + d2 + d3 = 74. We are given
that d1, d2, d3 are integers. We can try to find
integer solutions for d1, d2, d3. Let’s assume
d1 ≤ d2 ≤ d3. If d1 = d2 = d3, then 3d1 = 74,
so d1 = 74

3 , which is not an integer. [...] If
d1 = 18, d2 = 26, d3 = 30, then 18 + 26 +
30 = 74. 182 + 262 + 302 = 324 + 676 + 900 =
1900 ≠ 2738. If d1 = 22, d2 = 24, d3 = 28,
then 22 + 24 + 28 = 74. 222 + 242 + 282 =
484 + 576 + 784 = 1844 ≠ 2738. If d1 = 24,
d2 = 24, d3 = 26, then 24+24+26 = 74. 242+
242+262 = 576+576+676 = 1828 ≠ 2738. If
d1 = 24, d2 = 25, d3 = 25, then 24 + 25 + 25 =
74. 242+252+252 = 576+625+625 = 1826 ≠
2738. [...]
Final Answer: The final answer is 24,25,25

The error is in
concluding that
24, 25, 25 is the
final answer after
demonstrating
that it does not
satisfy the derived
equations.

Reading
comprehen-
sion

Rare Dürer’s magic square, contained in its famous
"Melancholia", has a peculiarity: the sum of
two symmetrical numbers compared to the
center of the square is always equal to half
of the magic sum (i.e. to 17). Find yourself
another 4x4 magic square, with the numbers
15 and 14 written in this order in the center
of the fourth line (figure), which enjoys the
same property.
Gold: 3 solutions: 13 3 2 16 8 10 11 5 12 6
7 9 1 15 14 4 - 16 3 2 13 9 6 7 12 5 10 11 8
4 15 14 1 - 13 3 2 16 12 6 7 9 8 10 11 5 1 15
14 4
Answer: The problem is ill-posed

Let the magic square be represented by the

matrix A: A = ⎛⎜⎜⎜⎝
a b c d
e f g h
i j k l
m 15 14 n

⎞⎟⎟⎟⎠ The magic

sum is 1 + 2 + ... + 16 = 16⋅17
2 = 136. [...]

The model
doesn’t under-
stand that the
magic sum is 17

Table 16: Examples of errors made by Gemini models in multimodal problems within MATHGAMES.
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GPT-4O Image
compre-
hension
issues

Often Fill the free boxes of the grid in fig-
ure with positive integer numbers so
that in each row, in each column and
in each of the two diagonals the mid-
dle number is the arithmetic mean of
those at its extremes. In how many
different ways can you do it?
Gold: In 7 ways
Answer: 15

[...]Let’s denote the grid as follows:
a 12 b
c d e
f 8 g

[..]

The model
places the 8
in the wrong
position

Reasoning
issues

Often How many squares can you see in the
picture?
Gold: The number of squares is 8
Answer: 9

To find the total number of squares in
the grid, we need to consider squares
of different sizes.
[...]
3. **3x2 Square:** - The entire grid
itself is a 3x2 square.
Adding these up, we have: - 6 (1x1
squares) - 2 (2x2 squares) - 1 (3x2
square)
Total number of squares = 6 + 2 + 1 =
9
Thus, the total number of squares is
9 .

In the reason-
ing, the model
incorrectly
considers the
2x3 rectangle
as a square

GPT-4O
MINI

Image
compre-
hension

Often Desire built the solid you see in the
figure, pasting some white cubes be-
tween them. Then, he painted blue all
the faces of the solid, including those
of its lower base. In the end, taken
from a raptus, he again separated the
various initial cubes. How many of
them have exactly one and only one
white face?
Gold: The cubes are 5
Answer: 0

[..]
1. **Identify the structure**: The
solid consists of several cubes ar-
ranged in a specific configuration.
From the image, we can see that there
are: - 1 cube on top (the highest cube).
- 3 cubes in a horizontal row at the
bottom. - 1 cube in the middle of the
vertical stack.
2. **Count the cubes**: - There are 5
cubes in total. [...] Thus, the number
of cubes that have exactly one and
only one white face is: 0

The model
only sees 5
cubes

Reasoning Often The centers of the smaller square
(dark in figure), located within the
larger square, are al-lined along one
of the two diagonals of the larger
square. What is the area of this square,
knowing that each of the square-dark
you has an area of 17 cm2?
Gold: Large square area measure 136
cm2
Answer: 76.5

[...] 3. **Calculate the total
length along the diagonal:** Since
there are three smaller squares, the
total length along the diagonal is:
Total diagonal length = 3 × √17 cm
[...]

The model in-
correctly rea-
sons about the
calculation of
the square’s di-
agonal

Table 17: Examples of errors made by OpenAI models in multimodal problems within MATHGAMES.
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QWEN2-
VL-72B

Image
compre-
hension

Almost
Al-
ways

Fill the boxes of the square with the
digits 1, 2, 3, 4, 5 and in particular
write on the sheet-answer the digits of
the first line (top), from left to right.
However: each of these digits must
appear one and only once in each row,
in each column and in each of the
five pieces in which the square was
divided.
Gold: 4 1 3 5 2
Answer: 4 1 2 3 5

[...] Let’s start by analyzing the given

quadrato: A =
⎛⎜⎜⎜⎜⎜⎝

4 _ _ _ _
_ _ _ _ _
_ _ _ _ _
_ _ _ _ _
_ _ 3 _ _

⎞⎟⎟⎟⎟⎟⎠
[...]

The model
misreads the
table in the
image

Reasoning SometimesIn the square you see in figura, all
the numbers are larger than 1. The
numbers placed at the ends of each
side of the square are multiplied be-
tween them and the result is written
in the square placed in the middle of
the side. Taking into account the three
numbers that already appear in figura,
you will find those to svere in the two
red squares.
Gold: In the square on the left 24 in
the square on the right 18
Answer: 2, 3

[...] From the figure, we have the fol-
lowing information: - The product of
the numbers at the ends of the top side
is 15. - The product of the numbers at
the ends of the left side is 20. - The
product of the numbers at the ends of
the bottom side is 6. [...]

The model
correctly as-
sociates the
two numbers
above in the
figure with
their meaning,
but reasons
incorrectly
with the 6,
associating
it with the
multiplication
result instead
of a factor

INTERNVL-
2.5-8B

Image
compre-
hension

Often Fill the three free boxes of the cross
with the numbers 2, 3, 5, so that,
adding the three numbers of the hor-
izontal axis, you get the same result
obtained by adding the three numbers
of the vertical axis.
Gold: 2 1 3 5 4
Answer: -3, 1, 0

[...] We are given the following equa-
tions based on the sums of the rows
and columns:
1. 1 + x + 4 = 1 + y + z 2. 1 + x + 5 =
1 + 4 + z 3. 4 + x + 5 = 1 + y + 5 [...]

The model
misinterprets
the rows and
columns of the
image

Reasoning Often Angelo is a great pastry chef who pre-
pares large circular cakes (with a di-
ameter of 74 cm). Lately, however,
he has decided to diversify his pro-
duction and, in the circular box of 74
cm of diameter of the large cake, he
puts three cakes of different diame-
ters but always expressed by a whole
number of cm. The three cakes fall
exactly in the package of the large
cake, as he sees it in figure (where the
proportions do not make text though).
Angelo sells the package of the three
cakes at the same price as the big cake
but the surface of the three cakes, put
together, is half that of the big cake.
How many cm do the diameters of the
three cakes measure?
Gold: Diameters measure: 9 cm, 16
cm; 49 cm
Answer: 1, 2, 3

Let’s denote the diameters of the three
smaller cakes as a, b, and c. The area
of the large cake is π ×(37)2 = 1369π
square cm. The combined area of the
three smaller cakes is half of this, so
it is 1369π/2 = 684.5π square cm.
The areas of the cakes are propor-
tional to the squares of their diame-
ters, so we have:
a2

1369 + b2

1369 + c2

1369 = 1
2

Simplifying, we get:
a2 + b2 + c2 = 684.5
Given that a, b, and c are whole num-
bers, we need to find three whole num-
bers that satisfy this equation. The
only possible solution is a = 1, b = 2,
and c = 3, as these are the only whole
numbers that satisfy the equation.
Thus, the diameters of the three cakes
are 1 cm, 2 cm, and 3 cm. The answer
is: 1,2,3 .

(1) Incorrectly
simplifying the
relationship
between diam-
eters and the
area condition,
leading to a
drastically
wrong target
sum of squares.
(2) Making an
unsubstanti-
ated claim that
1, 2, 3 is the
"only possible
solution" and
failing to
verify if it even
satisfies their
own wrongly
simplified
equation (it
doesn’t) and
ignoring other
possible con-
straints.

Reading
compre-
hension

Rare The six white boxes must be com-
pleted with different digits, so that
the addition shown is correct and that
in each column, from top to bottom,
the grid numbers are written from the
smallest to the largest. Write in par-
ticular the digits of the second line.
Gold: 6 8 2
Answer: 5, 4, 1, 6, 9, 0

To solve the problem, we need to fill
in the six white boxes with different
digits so that the sum of the numbers
in each column from top to bottom is
increasing. [...]

The model un-
derstands that
the sums of the
numbers in the
columns must
be equal

Table 18: Examples of errors made by open-source models in multimodal problems within MATHGAMES.
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