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Abstract

We introduce UNIVERSALCEFR, a large-
scale multilingual and multidimensional
dataset of texts annotated with CEFR (Com-
mon European Framework of Reference)
levels in 13 languages. To enable open
research in automated readability and language
proficiency assessment, UNIVERSALCEFR
comprises 505,807 CEFR-labeled texts
curated from educational and learner-oriented
resources, standardized into a unified data
format to support consistent processing,
analysis, and modelling across tasks and
languages. To demonstrate its utility, we
conduct benchmarking experiments using
three modelling paradigms: a) linguistic
feature-based classification, b) fine-tuning
pre-trained LLMs, and c) descriptor-based
prompting of instruction-tuned LLMs. Our
results support using linguistic features and
fine-tuning pretrained models in multilingual
CEFR level assessment. Overall, UNIVER-
SALCEFR aims to establish best practices
in data distribution for language proficiency
research by standardising dataset formats, and
promoting their accessibility to the global
research community.

@ universalcefr.github.io
% huggingface.co/UniversalCEFR
¢) github.com/UniversalCEFR

1 Introduction

Language proficiency research plays a central role
in education, and often intersects with advances in
linguistics and artificial intelligence (AI). In natural
language processing (NLP), language proficiency
has been approached through well-established tasks
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Figure 1: Overview of the contributions of the UNIVER-
SALCEFR dataset, highlighting its diverse structural
coverage—spanning language, format, category, and
CEFR level—as well as its accessibility and interoper-
ability for downstream tasks and use cases enabled by
permissive licenses and standardized data formats.

such as automated readability assessment (ARA)
and automated essay scoring (AES). ARA focuses
on determining whether a given text matches the
expected reading skills of language learners ac-
cording to their level, whereas AES evaluates the
writing skills of the learners as reflected in a text
they have written. In this paper, we combine these
tasks under the more generic term of language pro-
ficiency assessment, as it has varied practical appli-
cations in educational assessment and calibration
of reading materials for learners (Xia et al., 2016;
Harsch, 2014; Figueras, 2012) as well as for various
NLP tasks (see use cases in Figure 1). A widely rec-
ognized standard for measuring second language
(L2) proficiency is the Common European Frame-
work of Reference for Languages (CEFR),! devel-

1https://www.coe.int/en/web/common—european—f
ramework-reference-languages
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R # Datasets # Languages Data Types Data Standard Geographic
esource Indexed Covered P Accessibility Format  Restrictions

CEFRLex 7t 6 text unrestricted no none

Corpora @ UCLouvain 31t 9 text, audio, video request per corpus no yes

CLARIN L2 Learner Corpora 75t 34 text, video request per corpus no yes

Learner Language (Spréakbanken) 157 13 text, audio request per corpus no yes

UNIVERSALCEFR 26 13 text unrestricted yes none

Table 1: Comparison of existing language learning and language proficiency dataset collections with UNIVERSAL-
CEFR. T indicates that only a subset of the corresponding resource in that repository contains CEFR labels. Among
the five repositories, UNIVERSALCEFR is the only non-geo-locked and standardized collection, allowing seamless,
unrestricted use for non-commercial research with proper attribution.

oped by the Council of Europe. CEFR offers a
language-independent guide for evaluating learn-
ers’ abilities in reading, writing, listening, and
speaking. It defines a six-level scale (A1, A2, B1,
B2, C1, and C2) denoting increasing language com-
petency (North, 2014, 2007).

Recent advances in language proficiency assess-
ment have moved from models relying on hand-
crafted linguistic features to large language models
(LLMs), which achieve high performance across
diverse predictive and generative tasks through
post-training techniques such as supervised fine-
tuning (Devlin et al., 2019; Vaswani et al., 2017)
or instruction tuning (Wei et al., 2022). This form
of task generalization enables complex linguistic
pattern (e.g., features that make a text complex)
modelling within unified frameworks for assess-
ing language proficiency on standardized scales
like CEFR. Moreover, they can also be extended
to low-resource languages, potentially improving
automatic assessment through techniques such as
cross-lingual transfer (He and Li, 2024; Imperial
and Kochmar, 2023a,b; Vajjala and Rama, 2018).

To fully leverage the potential of modern ap-
proaches for CEFR-level prediction, researchers
require access to high-quality datasets with broad
coverage across languages, proficiency levels,
and text granularity. However, despite the long-
standing use of CEFR in educational and NLP
research, there are very limited standardized,
machine-readable, and openly accessible collec-
tions of CEFR-annotated corpora, especially in
terms of language coverage and granularity beyond
sentence level (Naous et al., 2024). Moreover, most
existing single-language resources are available in
inconsistent or outdated formats (e.g., unprocessed
text files, XML), which require extensive prepro-
cessing and normalization. Finally, many datasets
are restricted by copyright or licensing terms, lim-

iting their accessibility for open research.

To this end, our work addresses the resource gap
in CEFR-based language proficiency assessment
research through the following contributions:

* We introduce UNIVERSALCEFR, a large-
scale multilingual multidimensional open
dataset composed of 505K CEFR-labeled
texts across 13 languages, designed to ad-
vance multilingual research in language profi-
ciency assessment.

* We propose a data standardization pipeline
and annotation template to homogenize avail-
able CEFR-labeled texts, enhancing their in-
teroperability and accessibility for researchers
across domains.

* We provide a critical reflection of current prac-
tices in data sharing of language proficiency
assessment resources and suggest pathways to-
wards improvement using UNIVERSALCEFR
as a case study for a more open, standardized
initiative for resource development.

2 Background

Language Learning Databases and Resources.
Language learning and language proficiency are
research areas driven by the collection of two
main types of data: reference-based data created
by experts (e.g. reference reading materials) and
learner-based data created by language learners
(e.g. essays, conversations, and dialogue snippets).
If a task requires it, such as in proficiency assess-
ment, these corpora may undergo examination
by language proficiency experts who will grade
them based on a scale (e.g. CEFR). We list four
community-recognized databanks and resource
collections in the domain of language learning
and proficiency assessment in Table 1. CEFRLex
is a collection of machine-readable multilingual
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lexicon-based datasets in 6 European languages.
The Corpora Hub hosted by UCLouvain, the
Learner Language from Sprakbanken Text (SBX),
and the L2 Learning Corpora hosted by the
Common Language Resources and Technology
Infrastructure (CLARIN) are all large collections
of general multilingual and multimodal language
learner datasets. Not all corpora in these databases
are annotated with CEFR labels, and each corpus
is associated with a publication detailing how they
were collected and built and their specific purpose
in language learning research.

Access Restrictions and Data Privacy Regula-
tions. Despite the existence of L2 resource col-
lections as listed in Table 1, researchers cannot
freely and openly use all datasets hosted in these
repositories. CEFRLex,” Corpora @ UCLouvain,’
CLARIN,* and Sprakbanken Text> are hosted un-
der European universities and institutions which
means they are under the jurisdiction of EU Data
Privacy Laws, particularly the General Data Pro-
tection Regulation (GDPR).® Thus, learner texts
from these collections, written based on personal
interactions and containing Personally Identifiable
Information (PII), can only be accessed through
special legal coordination with the data maintain-
ers. If access is granted, the licensee may also need
to provide a proof of PII anonymization that pro-
duces a derivation distinct from the original dataset
as done in Jentoft and Samuel (2023) for the ASK
Corpus (Tenfjord et al., 2006) containing L2 Nor-
wegian CEFR-labeled texts and the International
Corpus of Learner Finnish (ICLFI) (Jantunen et al.,
2013) containing L2 Finnish CEFR-labeled texts.
Moreover, some datasets such as the SweL.L. Cor-
pus (Volodina, 2024; Volodina et al., 2019, 2016)
from Sprékbanken Text, composed of Swedish L2
texts with CEFR levels, are geographically licensed
and can only be used by institutions within the EU
and EEA region. As such, these datasets remain
off-limits to any researcher outside of Europe.

CEFR Assessment and Standardization. The
majority of research on automatic classification
(or ranking) of texts based on the CEFR scale

2https://cental.uclouvain.be/cefrlex/

3https://corpora.uclouvain.be/catalog/

4https://www.clarin.eu/resource—families/LZ—c
orpora

5https://spraakbanken.gu.se/en/resources/lear
ner-language

6https://gdpr—info.eu/

tends to focus on single-language model evalua-
tions (Ribeiro et al., 2024a; Wilkens et al., 2024,
2023, 2018; Tack et al., 2017; Volodina et al.,
2016; Pilan et al., 2016; Vajjala and Loo, 2014;
Xia et al., 2016; Yancey et al., 2021; Visquez-
Rodriguez et al., 2022). This allows deeper in-
vestigation of language-specific nuances and in-
tricacies connected to measuring text complexity.
Meanwhile, other works have explored universal,
language-agnostic features such as Azpiazu and
Pera (2019); Arhiliuc et al. (2020); Caines and But-
tery (2020); Vajjala and Rama (2018) where they
used traditional word and PoS-ngram features to
build a multi- and cross-lingual CEFR proficiency
classifier for German, Czech, Italian, Spanish, and
English, among others. He and Li (2024), on the
other hand, focused on cross-lingual automatic es-
say scoring anchored on the CEFR scale, covering
six languages (Czech, English, German, Italian,
Portuguese, and Spanish).

In parallel with the rise of benchmarking studies
for LLMs, similar efforts are growing in the CEFR-
based language proficiency community. Two works
in this direction include Naous et al. (2024), which
introduced ReadMe++, a multilingual, multido-
main dataset for sentence-level readability assess-
ment on a CEFR scale covering five languages,
while the iRead4Skills Project by Pintard et al.
(2024) released a collection of written texts in
French, Portuguese, and Spanish across multiple
genres and levels patterned to CEFR. Likewise, in
data collection standardization, CLARIN released
the Core Metadata Schema for Learner Corpora
(LC-meta), which aims to provide a structured
method with a specific emphasis on capturing meta-
data of collected learner texts, focusing on learner
background, context, and individual differences
(Paquot et al., 2024).

3 The UNIVERSALCEFR Dataset

To support multilingual language proficiency re-
search, we introduce UNIVERSALCEFR, a large-
scale initiative that curates and standardizes open
human-annotated CEFR-labeled corpora. Unifying
diverse resources under a consistent format enables
reproducible and scalable research across linguis-
tics, NLP, and education. In this section, we outline
the dataset’s design principles, detail the data col-
lection and standardization pipeline, provide key
statistics, and present a linguistic feature analysis
that supports downstream modelling.
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3.1 Design Principles

Our methodology was guided by three key design
principles.

Openness and Accessibility. In building UNI-
VERSALCEFR, we aim to demonstrate how data-
driven research in language proficiency and assess-
ment benefits from standardized, unified data for-
mats. This enables portability and interoperability
across domains with evolving data pipelines, such
as language model pre-training in NLP. All corpora
included in UNIVERSALCEFR are publicly avail-
able for non-commercial research through permis-
sive licenses (e.g. Creative Commons). However,
significant effort was required to collate and stan-
dardize these datasets, highlighting the need for
standardization and improved accessibility.

Multilinguality and Structure Diversity. Al-
though CEFR originated in Europe, it has been
increasingly adopted as a reference framework for
language proficiency assessment worldwide. Ac-
cordingly, UNIVERSALCEFR extends beyond Eu-
ropean languages. Its current version includes
13 languages, spanning high-resource (English,
Spanish, French, German, Italian, Portuguese),
mid-resource (Dutch, Russian, Arabic), and low-
resource (Czech, Estonian, Hindi, Welsh) lan-
guages. It also captures structural diversity by an-
notating each corpus with its production category
(learner or reference), granularity (sentence, para-
graph, document, or discourse), and label coverage
(standard CEFR or CEFR plus levels).

Global Collaboration. From its conceptualiza-
tion and planning, the UNIVERSALCEFR initia-
tive involved close collaboration among 20 re-
searchers in language proficiency assessment, NLP,
and education from 13 institutions across nine coun-
tries (UK, Canada, USA, Germany, Sweden, UAE,
Spain, Belgium, and Portugal).” They all played
a key role in defining the standardization protocol,
designing evaluation experiments, and discussing
future research directions. These collaborative de-
cisions are detailed in the following sections.

3.2 Data Collection

This section outlines the corpus selection criteria
and the standardization methods used in UNIVER-
SALCEFR for acquiring and consolidating a large
and diverse collection of resources.

’As CEFR is a European framework, most active re-
searchers in the field are based in Europe.

Corpora Selection. The inclusion of datasets in
UNIVERSALCEFR is guided by three criteria:

1. Public Accessibility: Datasets must be avail-
able under a permissive license for non-
commercial research (e.g., Creative Com-
mons, CC-BY-NC), or be in the public domain
and acquirable through direct download or via
a request form for usage tracking.

2. Gold-Standard CEFR Labels: Datasets
must include CEFR annotations produced or
validated by domain experts, such as language
teachers or proficiency researchers, particu-
larly in the case of learner texts.

3. Human Authorship: All texts must be writ-
ten by humans to ensure suitability for re-
search involving creative, multilingual, multi-
level, and multi-genre content. As of this
writing, UNTVERSALCEFR does not include
machine-generated texts.

The full list of consolidated corpora that meet
all three UNTVERSALCEFR inclusion criteria is
provided in Table 22 in the Appendix.

Standardization Process. To ensure interoper-
ability, transformation, and machine readability,
we standardized the collected datasets by prepro-
cessing their varied source formats into a unified
structure. We adopted JSON as the per-instance
format and defined eight metadata fields consid-
ered essential for each CEFR-labeled text. These
fields include the source dataset, language, granu-
larity (document, paragraph, sentence, discourse),
production category (learner or reference), and li-
cense. Full descriptions and predetermined values
used for each field are provided in Table 15. The
final standardized dataset is available from Hug-
gingFace Dataset repository.® A key challenge was
the lack of a unified format across the language
proficiency community. Source corpora came in
various formats, including plain text (e.g., csv, tsv,
txt), spreadsheets (e.g., XLSX, XLS), markup (e.g.,
XML), and PDFs requiring manual extraction. This
challenge further motivates the need for unified
data aggregation initiatives that UNIVERSALCEFR
aims to help establish.

8https: //huggingface.co/UniversalCEFR/dataset
s
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UNIVERSALCEFR # of Instances

- FULL* 505,807
(out-of-scope instances) 11,316
B % 7 A 494,491
- TRAIN 435,919
- DEV 54,107
- TEST 4,465

Table 2: Data splits for UNIVERSALCEFR. FULL* de-
notes all instances, including those with CEFR labels
that we currently do not recognize for the task (e.g., NA,
A+, B). These were excluded from the TRAIN, DEV, and
TEST sets used in our experiments.

3.3 Dataset Statistics

The final UNIVERSALCEFR collection comprises
505,807 CEFR-labeled texts across 13 languages
and 4 scripts (Latin, Arabic, Devanagari, and Cyril-
lic). Tables 2 and 3 show the overall dataset size,
its splits and breakdown per CEFR level per lan-
guage. We identified 11,316 instances with invalid
or out-of-scope labels (e.g., NA, A+, B) outside
the six recognized CEFR labels (A1-C2) and du-
plicates, which were removed before splitting UNT-
VERSALCEFR into TRAIN, DEV, and TEST. For
the TEST, we set a cap of 200 instances per lan-
guage and per granularity level. Additional dataset
statistics can be found in Appendix A.

LANG Al A2 B1 B2 Cl C2
EN 192,596 132,614 66,425 23,266 8,004 795
ES 8,282 8,048 6,835 5,061 3,224 0
DE 319 15,970 15,630 474 130 426
NL 51 216 782 738 219 85
CS 1 188 165 81 4 0
IT 29 381 394 2 0 0
FR 151 390 575 478 293 126
ET 0 395 588 407 307 0
PT 314 325 367 233 112 72
AR 81 259 625 645 361 183
HI 263 283 286 263 222 174
RU 402 293 409 326 237 91
CY 764 608 0 0 0 0
Total 203,253 160,570 93,081 31,974 13,113 1,952

Table 3: Data statistics of UNIVERSALCEFR-FULL in
terms of recognized CEFR levels (A1, A2, B1, B2, ClI,
C2) across the 13 target languages.

4 Linguistic Feature Analysis

We aim to examine how well a broad set of linguis-
tic features aligns with CEFR proficiency levels
across languages in UNIVERSALCEFR. We ex-
tracted a set of 100 linguistic features, grouped
into morphosyntactic (62), syntactic (18), length-
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Figure 2: Highly correlated linguistic features occurring
in at least three languages. Blue features lean towards
positive correlation, while red features denote negative
correlation. For brevity, these top features are those
lying at the extreme ends of the correlation spectrum.

based (11), lexical (4), readability (2), psycholin-
guistic (2), and discourse (1) categories. A com-
plete and detailed list is available in Appendix E.

4.1 Correlation Across All Languages

Considering the absolute Spearman correlation be-
tween the features and the CEFR level (selecting
values with p < 0.05 and p > 0.3 on average
across all languages), the strongest associations
were found in length-based measures, such as char-
acters per sentence and syllables per sentence. Sev-
eral grammatical complexity features, including
parse tree height and phrase length, showed mod-
erate correlations. Readability indices (FKGL and
Flesch Reading Ease) also displayed moderate cor-
relations in the expected direction. Psycholinguis-
tic features, such as concreteness and imageability,
were negatively correlated with proficiency, indicat-
ing a shift toward more abstract language at higher
levels. Finally, morphosyntactic features regarding
voice, tense, and number showed moderate but con-
sistent correlations, supporting their relevance in
reflecting syntactic development.
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4.2 Correlation By CEFR Level

To assess the consistency of feature relevance
across languages, we examined the number of fea-
tures with significant correlations (p < 0.05) with
CEEFR levels per language as visualized in Figure 2.
The results revealed notable variations. Languages
such as Czech (CS), Estonian (ET), and Italian (IT)
showed a high number of relevant features, sug-
gesting strong alignment between the selected lin-
guistic features and CEFR progression in these
languages. English (EN), Spanish (ES), French
(FR), Hindi (HI), and Russian (RU) showed moder-
ate coverage, with a reasonable number of features
exceeding the 0.3 correlation threshold. In con-
trast, Arabic (AR), Dutch (NL), and Portuguese
(PT) exhibited weak coverage, while Welsh (CY)
and German (DE) had very few or no features with
relevant correlations, indicating a limited match be-
tween the current feature set and CEFR levels for
those languages. Furthermore, a few features are
only relevant for a few languages, e.g., the transla-
tive case for only Estonian, negative verb polarity
for only Czech, or genitive case for only Czech,
Estonian, and Russian. This variability highlights
the influence of language-specific properties on the
effectiveness of general feature-based models for
proficiency prediction.

5 CEFR Level Classification

Given the availability of gold-standard CEFR la-
bels and the linguistic diversity of the UNIVERSAL-
CEFR dataset, we define our primary experimental
task as multiclass, multilingual CEFR level clas-
sification. The goal is to predict one of the six
CEFR levels (A1-C2) for a given text instance in
any of the 13 supported languages. We evaluate
three modeling paradigms: feature-based classifica-
tion, fine-tuning of multilingual pre-trained models,
and prompting LLMs.

5.1 Feature-Based Models

We evaluated two widely-used classification mod-
els from Scikit-Learn (Pedregosa et al., 2011):
Random Forest (RANDFOREST) and Logistic Re-
gression (LOGREGR). Both models were trained
on the linguistic features described in Section 4,
using Scikit-Learn’s default hyperparameter set-
tings. We experimented with two feature config-
urations: one using all 100 features (ALLFEATS)
and another using an automatically selected sub-
set of top-performing features across all languages

(ToPFEATS). Appendices E.1 and E.2 detail the
linguistic feature information for both setups.

5.2 Fine-tuned Models

We used three BERT-based models with varying
degrees of multilingual coverage: ModernBERT
(Warner et al., 2024), a monolingual English model
with 395M parameters; EuroBERT (Boizard et al.,
2025), a multilingual model trained on 15 diverse
European and non-European languages, with 210M
parameters; and XLM-R (Conneau et al., 2020), a
massively multilingual model supporting 100 lan-
guages, with 279M parameters. Each model was
fine-tuned for three epochs, with the best check-
point selected based on the highest weighted F1
score on the validation set. Additional details can
be found in Appendix Table 17.

5.3 Descriptor-Based Prompting

We evaluated three instruction-tuned models:
Gemma 1 (Gemma Team, 2024), an English-
centric model with 7B parameters; Gemma
3 (Gemma Team, 2025), a multilingual model
trained on 140+ global languages with 12B pa-
rameters; and EuroLLM (Martins et al., 2024), a
multilingual model trained on 15 European-centric
languages with 9B parameters. We explored five
prompting strategies, ranging from no context to
setups using CEFR level descriptors for reading
comprehension and written production, either in
English or in specific languages. The prompt con-
figurations are as follows:

* BASE. Generic prompting with no CEFR level descrip-
tors as context.

* EN-READ. CEFR level descriptors for reading compre-
hension in English used as context.

* EN-WRITE. CEFR level descriptors for written pro-
duction in English used as context.

* LANG-READ. CEFR level descriptors for reading com-
prehension, translated to the target language being as-
sessed used as context.

e LANG-WRITE. CEFR level descriptors for written pro-
duction, translated to the target language being assessed
used as context.

All CEFR descriptors were retrieved from the
official CEFR website. Prompt templates and hy-
perparameter values for each setup are detailed in
Table 18 and Appendix .

5.4 Evaluation Metrics

We use weighted F1 as the primary evaluation
metric across all experiments. This accounts
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MODEL & SETUP EN ES DE NL

CS

IT FR ET PT AR HI RU CY Avg

BASELINE
MoST FREQUENT CLASS  7.39 18.1 26.8
GEMMA1-7B (ENGLISH)

21.4

BASE 21.8 26.0 40.6 32.1
EN-READ 20.5 28.3 31.0 235
EN-WRITE 19.8 245 345 293
LANG-READ 20.5 29.3 35.1 37.8
LANG-WRITE 19.8 29.8 32.6 34.0

23.8 355 163 159 10.0 233 7.28 10.7 334 193

44.0 573 322 39.0 14.0 289 25.0 34.8 48.7 342
53.6 41.0 22.7 249 272 295 84 18.0 55.7 29.6
51.9 57.7 27.7 427 222 208 14.0 27.6 52.1 329
55.3 48.0 27.1
499 61.7 263 463 212 36.7 127 269 53.6 347

44.6 202 322 12.8 262 52.8 34.0

GEMMA3-12B (MULTI)

42.6 652 38.1 395 24.6 41.8 28.7 29.7 409 38.8
185 229 293 260 9.8 333 148 21.2 205 233
50.1 774 40.5 43.8 273 48.6 24.0 374 524 43.2

509 64.8 35.0 304 26.1 295 20.5 325 61.6 363
55.0 764 37.7 424 254 38.0 24.6 31.5 53.7 402

BASE 28.8 35.0 42.2 47.0
EN-READ 19.3 25.5 358 255
EN-WRITE 26.6 36.7 464 46.7
LANG-READ 19.3 28.1 352 37.6
LANG-WRITE 26.6 33.2 383 39.6
EUROLLM-9B (MULTI)
BASE 18.6 254 28.0 29.1
EN-READ 23.1 269 38.1 30.2
EN-WRITE 21.5 262 29.8 32.0
LANG-READ 23.1 27.0 32.7 31.8
LANG-WRITE 21.5 28.5 35.1 30.1

25.0 399 259 320 164 343 127 151 144 244
333 419 245 33.6 199 33.8 18.0 21.8 26.4 28.6
324 331 268 328 21.1 31.8 17.7 175 245 26.7
29.8 329 283 28.6 168 324 143 162 173 255
30.8 30.6 27.6 299 16,5 352 21.0 16.1 880 25.5

FINE-TUNED MODELS
MODERNBERT (ENGLISH) 75.8 71.8 72.1 54.2
EUROBERT (MULTI) 74.6 72.0 70.6 53.2
XLM-R (MULTI) 75.5 69.6 73.2 59.0

47.2 883 33.5 30.8 51.6 489 732 613
42.0 86.6 32.1 354 4477 459 79.9 60.0

68.8 83.2 51.6 88.8 29.2 43.0 52.8 49.6 72.6 62.8

FEATURE-BASED MODELS
RANDFOREST (TOPFEATS) 62.0 57.6 649 54.5
RANDFOREST (ALLFEATS) 634 60.6 65.4 53.0
LOGREGR (ALLFEATS) 32.1 28.2 509 47.1
LOGREGR (TOPFEATS) 30.4 29.7 52.5 44.1

69.5 799 44.1 84.2 27.8 43.8 44.1

472 729 579
414 842 264 428 46.8 47.8 78.2 58.3

629 819 41.7 675 23.1 34.1 47.8 41.1 63.8 47.9
62.7 82.7 403 67.5 227 335 484 41.1 592 473

Table 4: Full weighted F1 performance results from the multilingual and English-centric model evaluation exper-
iments using three setups (feature-based, fine-tuning, and prompting) and using UNIVERSALCEFR-TEST split
across the 13 languages. Boldfaced values indicate the highest scores overall per model setup, while underlined
values highlight the highest scores for each model setup within each language.

for the class imbalance in CEFR level distribu-
tion and granularity across language subsets in
UNIVERSALCEFR-TEST. Using accuracy in the
experiments would produce misleading perfor-
mance in favor of any majority class.

6 Results

6.1 Model-Based Performance Comparison

Table 4 shows that, in terms of overall aver-
age performance across languages, the fine-tuned
setup with ModernBERT, EuroBERT, and XLM-
R achieved the highest weighted F1 score range
(=60%-62.8%) outperforming feature-based mod-
els (=47%-58%) and prompting (=23%-43%).
Among the LLM-based approaches—prompting
and fine-tuning—models trained on broader mul-

tilingual corpora generally performed better. For
instance, XLLM-R, which supports 100 languages,
was the top performer, followed by EuroBERT (15
languages) and ModernBERT (English-only). A
similar trend was observed in prompting: Gemma
3, trained on 140+ languages, outperformed Eu-
roLLM (15 languages) and the English-centric
Gemma 1, achieving the best prompting score of
43.2. These findings are consistent with previous
work (Naous et al., 2024; Shardlow et al., 2024;
Colla et al., 2023; Yuan and Strohmaier, 2021), re-
inforcing the usefulness of multilingual models for
language proficiency assessment tasks. One limi-
tation of our experimental setup, however, is that
we did not include language-specific pre-trained
models for languages other than English, which
may have further improved performance for low-
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MODEL SENT PARA DocC ALL
GEMMA1 19.41 42.74 30.81 33.63
GEMMA3 38.71 43.12 39.62 42.33
XLM-R 62.67 6638 71.12 65.92
RANDFOREST-ALL 56.88 62.77 64.58 61.38
RANDFOREST-TOP 53.89 6298 64.94 60.50

Table 5: Weighted F1 scores for top-performing unique
model evaluation setups across granularities available
for all languages.

and mid-resource languages.

6.2 Granularity-Level Comparison

Table 5 highlights clear performance differences
across text granularities (sentence, paragraph, and
document) for all models, but more prominently for
the Gemma models under prompting. Gemma 1, in
particular, tends to over-predict lower CEFR levels
(A1-B1) on sentence-level data, whereas its predic-
tions on document-level subsets are more evenly
distributed and better aligned with ground truth dis-
tributions. This suggests that prompt-based meth-
ods may require longer texts to make more accurate
predictions, unlike models trained or fine-tuned
on the respective datasets. Other models, such as
XLM-R and Random Forest, show better results
on document (~~64%-71%) and paragraph-level
data (=62%-66%) than sentence-level data (~=53%-
62%), which was shown to be a more difficult
task in previous work on readability (Dell’Orletta
et al., 2011; Vajjala and Meurers, 2014). Re-
garding language-specific differences, among En-
glish, German, and Welsh, the best performance is
seen with the paragraph-level dataset for English,
the document-level dataset for German, and the
sentence-level dataset for Welsh and French with
the fine-tuned XLM-R model. Similar variations
can be observed for other languages with more than
one level of granularity (see Table 19). No single
granularity or model shows consistently better per-
formance across all tested languages. These results
are likely due to the distribution of excerpts across
granularity levels in each language (see Table 7 in
Appendix A).

6.3 Learner-Reference Comparison

Four languages in UNIVERSALCEFR contain both
learner and reference texts: Arabic, German, En-
glish, and Spanish. Table 6 reports the average
weighted F1 performance difference between the
two categories across the four languages. For Ger-

LANGUAGE LEARNER REFERENCE
AR 41.92f 54.69
DE 71.14 74.39
EN 83.41 58.24
ES 97.99 42.72

Table 6: Average performances of the best models on
learner text versus reference text across languages. '
indicates performance with Gemma 3, and the rest refer
to performance of the XLM-R model. Only these four
languages have both learner and reference texts.

man, performance is comparable between learner
and reference texts (=71-74%). In contrast, En-
glish and Spanish show higher performance on
learner texts (83% and 98%) than on reference texts
(58% and 42%, respectively). Arabic displays the
opposite trend: results on reference texts (54%)
are much higher than those of learner texts, where
the best results were obtained by Gemma 3 (41%).
One possible explanation is that Gemma 3 may
have been exposed to more Arabic content in its
pre- and post-training phases.

7 Discussion

We discuss potential pathways through which UNI-
VERSALCEFR can serve as a model, and offer key
considerations for advancing data accessibility in
language proficiency research.

Critical Reflections of Current Practices. The
multiregional and multidisciplinary effort behind
UNIVERSALCEFR exposed significant inconsis-
tencies and critical gaps in building CEFR-labeled
language proficiency assessment corpora. Upon
examination of annotation practices, there appears
to be no standard method for conducting expert
annotations, including inconsistent use of inter-
annotator agreement metrics and unclear guide-
lines on the number of annotators required to
achieve reliable agreement. This is reflected in
the UNIVERSALCEFR dataset itself, where nearly
half of the corpora lack information on the annota-
tors involved and their agreement scores. We posit
that this may be due to diverse judgments of what
constitutes high-quality data that does not require
further human annotations.

In terms of language coverage, UNIVERSAL-
CEFR includes nine (EN, ES, DE, NL, CS, IT,
FR, ET, PT) of the 24 recognized European lan-
guages. As a result, researchers working on these
nine languages now have access to open, standard-
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ized data for CEFR-based language proficiency
assessment. The remaining 15 languages repre-
sent valuable opportunities for future expansion
through collaborative efforts. While our open data
and standardization initiative is a step towards ad-
dressing current challenges in interoperability and
accessibility of resources, similar parallel efforts
are needed in areas such as annotation and evalu-
ation practices to ensure sustained progress in the
language proficiency assessment community.

Need for Pro-Research Data Sharing Policies.
As generative Al, particularly LLMs, becomes
more ubiquitous, organizations that create valuable
data for language proficiency assessment, such as
publishers, educational institutions, and media out-
lets, are growing more cautious about how their
resources are used. A major concern is the risk of
data being used to train proprietary generative mod-
els, especially when such models are only accessi-
ble via commercial APIs that require transferring
evaluation corpora to external servers. An exam-
ple is the TCFLE-8 corpus (Wilkens et al., 2023)
containing CEFR-labeled essays hosted by France
Education International. Researchers seeking ac-
cess to this dataset must explicitly specify that the
resource will not be processed through commer-
cial APIs to prevent potential data harvesting. To
address these concerns, we believe the community
needs to agree on a unified pro-research data shar-
ing policy with clear usage guidelines for academic,
non-commercial studies that require analysis of
protected data with generative Al models without
training on them.

Linguistic Features and Fine-tuning Still Mat-
ter. While recent advances in LLMs keep trans-
forming NLP research, our multilingual and mul-
tidimensional experiments in Section 6 reaffirm
the continued value of linguistic features for tra-
ditional ML classifiers and fine-tuning pre-trained
models in language proficiency assessment. We
observe common patterns where higher distribu-
tion and instance count lead to better results us-
ing these two setups (see performances on Span-
ish, English, and German subsets in Table 4) over
prompting with CEFR descriptors. Moreover, us-
ing linguistic features in language proficiency as-
sessment allows deeper analysis of language in-
teractions with variables such as complexity, as
seen in Appendix C. Given these insights, we en-
courage further efforts in the expansion of existing
but low-resource language datasets with CEFR la-

bels, as well as the exploration of features to better
model morphologically-rich languages (e.g., Es-
tonian and Portuguese). Together, these recom-
mendations bridge current observed model failures
to practical approaches in improving multilingual
CEEFR proficiency assessment.

8 Conclusion and Future Directions

In this work, we introduced UNTVERSALCEFR, a
large-scale, open, multilingual, multidimensional
dataset comprising 505,807 CEFR-annotated texts
across 13 languages developed through global col-
laboration. Our findings from diverse model exper-
iments with CEFR level prediction provide strong
support for the utility of linguistic features and fine-
tuning multilingual models in language proficiency
assessment. Similarly, our critical analysis of the
current data and resource-building practices em-
phasized the need for similar initiatives from the
community, and pro-research data sharing policies
in the advent of generative Al to remove barriers
to accessibility without compromising data privacy
and intellectual property.

Beyond its data and technical contributions, UNI-
VERSALCEFR also carries broader sociolinguis-
tic significance. UNIVERSALCEFR addresses the
growing linguistic inequality in modern Al devel-
opment by focusing on underrepresented languages
alongside English. We hope this initiative can lead
to more responsible Al development that actively
resists the growing linguistic centralization around
English in global Al research—a modern Matthew
effect (Merton, 1988)—where well-resourced lan-
guages receive disproportionate technological at-
tention while smaller languages (like Czech or
Welsh) are left behind (Masciolini et al., 2025).
The UNIVERSALCEFR is a strong step towards
mitigating the Matthew effect in language profi-
ciency assessment research.

Limitations

We discuss several limitations of our work on UNI-
VERSALCEFR and how researchers can consider
these directions to develop the resource further.

Natural Data Disparity in Experiments. From
the statistics presented in Tables 3 and 7 for UNI-
VERSALCEFR, it is expected that not all languages
have the exact same distribution of data across di-
mensions, including formats (sentence-, paragraph-
, document-, and dialogue-level) and category (ref-
erence and learner texts). Hence, our main experi-
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ments in Table 4 combined these variables to pro-
vide a unified performance comparison. We note
that while this offers a broad overview of the three
evaluation paradigms (prompting, fine-tuning, and
linguistic features) across languages, future work
should include dedicated modeling and evaluation
by text category, which may warrant a more fo-
cused, in-depth study we assign for future work.

Language Availability and Dependency. Due to
the nature of UNIVERSALCEFR being a standard-
ized collection of open-sourced, publicly accessible
CEFR data, its growth depends heavily on how the
community will move forward and continuously re-
lease artifacts, including CEFR-annotated corpora
for reproducibility and wider access for research
purposes. We also acknowledge the efforts of re-
searchers who work on multi-framework adoption,
where CEFR descriptors and bands are overlapped
with languages not within Europe (such as Hindi
(Naous et al., 2024) and Arabic (Habash and Pal-
freyman, 2022)), and continue to open-source the
annotated data.

Modalities Beyond Texts. The current data col-
lection scope of UNIVERSALCEFR and the in-
sights presented in this work only cover CEFR-
based texts for now, specifically for reading and
writing specifications. Multimodal data, such as
audio and video recordings of learners associated
with CEFR specifications for listening and speak-
ing, are not yet covered. Naturally, these datasets
are even more challenging to acquire and open-
source, especially if they contain materials from or
are created by learners under legal age and if they
contain personal information.

Beyond Typical Benchmarking The rigor of
analysis in this paper is not meant to be treated as
a typical benchmark study, similar to recent trends
in NLP papers, where the goal is to evaluate as
many LLMs as possible. In this paper, we provide
deeper insights into language complexities and in-
tricacies that affect model performance in CEFR
level classification across various dimensions of
language, granularity, and format. Thus, within our
compute budget, we carefully handpicked state-of-
the-art LLLMs that are worth exploring based on
their properties (e.g., English-centric against mas-
sively multilingual, or linguistic features against
fine-tuning and prompting). We leave the evalua-
tion on larger, more advanced LLMs, as well as
explorations in other directions to improve CEFR

level classification, such as the use of high-quality
synthetic datasets, for future work.

Ethics Statement

As mentioned throughout this paper, all the datasets
we collected for UNIVERSALCEFR based on our
criteria presented in Section 3 are already publicly
accessible with permissive licenses, and can be
used for non-commercial research purposes. While
there are three corpora from UNIVERSALCEFR—
namely APA-LHA, DEplain, EFCAMDAT—that
require users to fill a short form and agree to terms,
we still classified them as publicly accessible due
to the quick response to access approval.

In the context of the EU Al Act, the use of
Al systems for educational purposes, especially
those that are intended to "fo evaluate learning out-
comes, including when those outcomes are used
to steer the learning process of natural persons
in educational and vocational training institutions
at all levels" (European Parliament and Council,
2024), is classified under high risk. Thus, Al sys-
tems that will be released in the market with these
goals are required to comply with obligations for
high-risk systems, including data governance with
high-quality, representative datasets. As a form of
contribution towards meeting these requirements,
the UNIVERSALCEFR is an initiative that will al-
low researchers and developers access to diverse,
multilingual, multidimensional CEFR-labeled texts
which can be used for designing systems that are
representative, explainable, and fair.
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LANG  SENT PARA Doc DiacG
EN 12,826 409,362 1,837 0
ES 0 713 31,355 0
DE 26,244 1,033 5,673 0
NL 0 0 3,59 0
CS 0 441 0 0
1T 0 813 0 0
FR 1,669 0 344 0
ET 0 420 1,277 0
PT 0 1,423 0 0
AR 1,945 215 0 0
HI 1,491 0 0 0
RU 1,758 0 0 0
CYy 1,107 109 41 115
Total 47,040 414,529 115 44,123

Table 7: Data statistics of UNIVERSALCEFR-FULL
in terms of levels (sentence, paragraph, document, dia-
logue) across the 13 target languages.

A Full Data Statistics

Tables 7, 9, 11and 13 report the quantity of CEFR-
labeled texts across granularity levels per language,
and Tables 3, 8, 10 and 12 reflect their counter-
parts in terms of CEFR level coverage. In form-
ing the TEST split, we randomly sampled CEFR-
labeled text instances per language per granularity
level, while setting a cap of 200. This allows us
to have a sizeable representation of UNIVERSAL-
CEFR while maintaining efficiency for inference
with LLMs. In total, we have 4,465 CEFR-labeled
instances for UNIVERSALCEFR-TEST, which is
comparable to the general sizes of benchmark test
sets from previous works related to language pro-
ficiency (Naous et al., 2024; Zhang et al., 2024;
Imperial and Tayyar Madabushi, 2024). For the
TRAIN and DEV sets for fine-tuning and feature-
based classification, we split the FULL subset (mi-
nus the TEST set) into a 90%-10% partition, respec-
tively.

B Coverage of Large Language Models

In Table 14, we map each model’s language cov-
erage or language support based on its respective
release papers and publications. Language support
means what specific languages have been added
and in substantial quantities in a model’s training
data (e.g., multilingual Wikipedia data dumps for
pretraining XLM-R (Conneau et al., 2020)).

LANG Al A2 B1 B2 Cl1 C2
EN 173,005 119,335 59,634 20,746 7,122 675
ES 4577 4989 4,051 3,007 1,707 0
DE 273 13,208 12,996 346 108 308
NL 18 93 323 271 84 33
CS 1 92 71 38 2 0
IT 17 261 267 1 0 0
FR 106 302 404 335 210 98
ET 0 266 406 293 215 0
PT 204 62 270 59 80 0
AR 62 207 407 445 285 153
HI 203 219 223 203 182 145
RU 327 234 331 256 192 69
CYy 463 332 0 0 0 0
Total 179,256 139,600 79,389 26,006 10,187 1,481

Table 8: Data statistics of UNIVERSALCEFR-TRAIN
in terms of recognized CEFR levels (Al, A2, B1, B2,
C1, C2) across the 13 target languages.

C Language-Specific Analysis

We provide in-depth analysis of model perfor-
mances from the experiments in Section 5 across
multiple dimensions of UNIVERSALCEFR on
results for selected languages that we are qualified
to interpret.

English. Analysis of model performance shows
that using fine-tuned models and linguistic
feature-based classification (62%-75%) obtains
the best performance compared to prompting with
instruction-tuned LLMs (19%-28%). However,
these models tend to provide distinct patterns of
specific CEFR labels. For the prompting setup,
Gemmal, Gemma3, and EuroLLM models tend
to give labels within the Al and B1 range, while
fine-tuned and feature-based models tend to lean
towards the B1 and B2 range. For the pre-trained
and instruction-tuned models, this finding may
be tied to Al and B2 being the most common
CEFR level band of most general-purpose texts
found online, where the sources of the data from
which these models are trained. For feature-based
models, we note the potential effect of training
and test data having higher instance counts for
these level bands than A1, C1, and C2. Regarding
model scale, upgraded versions from similar
model families perform better than their previous
versions, echoing previous findings in literature
(Imperial and Tayyar Madabushi, 2024). This is
particularly evident in Gemma3 being 12B in size
and trained with massively multilingual data in
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LANG  SENT PARA Doc DiacG
EN 12,826 409,362 1,837 0
ES 0 713 31,355 0
DE 26,244 1,033 5,673 0
NL 0 0 3,59 0
CS 0 441 0 0
1T 0 813 0 0
FR 1,669 0 344 0
ET 0 420 1,277 0
PT 0 1,423 0 0
AR 1,945 215 0 0
HI 1,491 0 0 0
RU 1,758 0 0 0
CYy 1,107 109 41 115
Total 47,040 414,529 115 44,123

Table 9: Data statistics of UNIVERSALCEFR-TRAIN
in terms of levels (sentence, paragraph, document, dia-
logue) across the 13 target languages.

140+ languages and obtaining 28% in weighted
F1 compared to Gemmal, which is 7B in size
and English-centric, obtaining 21.8%. We note a
potential default effect in using these models where
additional specific CEFR descriptor information
is not needed if the texts being evaluated are in
English, due to the majority of data in the context
of CEFR that is reflected in the training data being
English.

Spanish. Fine-tuned models outperform other
setups, with feature-based approaches, especially
Random Forest, achieving reasonable comparative
performance. Moreover, multilingual models
provide noticeable performance gains when
compared to the English-only model. As per
prompting strategy, for smaller multilingual
models the language-specific prompt seems to play
arole in improving the performance as it also does
for the Gemmal English-only model, however, the
Gemma3 with 12B parameter is not affected by
this, and it has been able to produce the best results
of the LLMs (plus more sophisticated prompting
strategies). As for the granularity of the input,
models perform noticeably better at the document
level than at the paragraph level, indicating that
longer contexts are easier to classify than short
ones. Finally, it is worth reporting a noticeable
error of Gemmal: the prediction of C2 grade level,
which does not exist in the Spanish dataset.

Hindi. Both the Gemma models perform poorly

LANG Al A2 B1 B2 Cl1 C2

EN 19,449 13,151 6,643 2,384 797 85

ES 1535 1226 904 471 285 O
DE 32 2,494 2392 60 13 41
NL 6 70 235 230 99 32
CS 0 14 9 6 0 0
IT 3 33 23 1 0 0
FR 13 30 39 43 20 12
ET 0 19 52 21 25 0
PT 61 213 50 144 19 61
AR 7 26 56 53 35 15
HI 22 30 20 16 12 13
RU 34 23 25 34 21 9
CY 67 44 0 0 0 0
Total 21,229 17,373 10,448 3,463 1,326 268

Table 10: Data statistics of UNIVERSALCEFR-DEYV in
terms of recognized CEFR levels (A1, A2, B1, B2, ClI,
C2) across the 13 target languages.

compared to the fine-tuned XLM-R and the
Random Forest variants and tend to classify
most Hindi test items as Al or A2. For example,
Gemmal puts 57% of Hindi test samples as Al,
whereas there are only 19% of the test samples
labeled as A1 in the gold standard labels. This is in
line with the general trend noticed in Section 6.2,
as the Hindi subset is entirely sentence-level. The
distribution is closer to the Gold distribution for the
fine-tuned and feature-engineered models. XLM-R
fine-tuned models give the best performance
amongst all models for Hindi, both in terms of
exact category prediction and in terms of the
degree of error (i.e., being within 1 level above
or below the correct level). Finally, we looked
at the correlation between a simple approxima-
tion of text length (calculated as the number
of space-separated tokens), a commonly used
variable in such automated language assessment
approaches in NLP research, and the CEFR gold
labels, as well as model-predicted labels, after
converting them to a numeric scale. There was a
high correlation between text length and the gold
labels (0.7), which was also seen with the XLM-R
model (0.74) and the Random Forest models
(0.77). However, the Gemma models only had
correlations of 0.44 and 0.54, respectively, with
text length. However, considering that the Hindi
subset only has sentence-level annotations without
a larger context, it may be challenging to achieve
further consistency with the gold standard labels,
given the size of the annotated dataset. Future
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LANG SENT PARA

EN 1,274 40,980 0 255
ES 0 51 0 4370
DE 4,168 79 0 785
NL 0 0 0 672
cs 0 29 0 0
IT 0 60 0 0
FR 146 0 0 11
ET 0 19 0 98
PT 0 548 0 0
AR 188 4 0 0
HI 113 0 0 0
RU 146 0 0 0
cY 111 0 0 0
Total 6,146 41,770 0 6,191

Table 11: Data statistics of UNIVERSALCEFR-DEV
in terms of levels (sentence, paragraph, document, dia-
logue) across the 13 target languages.

research should expand the available CEFR-graded
resources both in terms of quantity as well as
granularity for the language.

Russian. The Russian results follow the broad
patterns reported in the paper, but their rich
inflectional morphology and their comparatively
limited training data amplify several effects.
Gemmal (34.8%) greatly over-predicts texts as
beginner-level (only 5% of texts had predictions
above Bl), confirming the overall trend that
small, English-centric LLMs struggle most with
morphologically rich languages. Gemma3 (37.4%)
partially corrects this, but still massively under-
predicts B2 and C2. XLM-R (49.6%) mirrors the
gold distribution most faithfully, possibly because
its multilingual vocabulary gives it better coverage
of Russian inflectional morphology, a pattern also
seen for other highly inflected languages such as
Czech. The two Random Forest models (47.2%
and 47.8%) under-predict A2 and C2 but otherwise
match the gold shape, showing that handcrafted
lexical and morpho-syntactic features capture
useful Russian-specific signals even with limited
data. Subword-level multilingual models (XLM-R)
or explicit morpho-syntactic features (RF) are
best suited to capture the meanings and relations
between Russian words. Text length appears
to be a false friend; although it does correlate
highly with readability (r=0.65), it also appears
to be the source of many errors; top-performing
model outputs had text length correlations as high

LANG Al A2 B1 B2 Cl1 C2
EN 107 114 132 129 83 35
ES 49 58 140 108 45 0
DE 14 264 238 67 9 8
NL 4 21 69 1 22 7
CS 0 82 79 37 2 0
IT 9 87 104 0 0 0
FR 32 57 132 100 63 16
ET 0 110 130 93 67 0
PT 49 50 47 30 13 11
AR 12 26 162 145 40 15
HI 38 34 42 42 28 16
RU 41 36 52 35 24 12
CY 233 232 0 0 0 0
Total 588 1,171 1,327 863 396 120

Table 12: Data statistics of UNIVERSALCEFR-TEST
in terms of recognized CEFR levels (Al, A2, B1, B2,
C1, C2) across the 13 target languages.

as 0.73. Since this experiment with Russian is
limited to sentence-level readability, comparison
with previous research on Russian readability
assessment is not straightforward. However, the
weighted F1 (49.6%) of the best-performing model
(XLM-R) is below state-of-the-art results for
longer texts, including 67% (Reynolds, 2016),
74% (Solnyshkina et al., 2018), and 78% (Blinova
and Tarasov, 2022). Most likely, this difference
is partly due to the absence of Russian-specific
morphosyntactic features that have been highly
informative in previous studies’ models.

Portuguese. Comparing the different setups, we
can see that the results for Portuguese follow
the global tendency, with fine-tuned models
achieving the highest performance, followed by
feature-based models, and with prompting taking
the last place. Although this study only covers
paragraph-level learner data for Portuguese, similar
patterns were observed on reference data (Ribeiro
et al., 2024b). However, comparing the results
with those of other languages and, particularly,
those with paragraph-level learner data, we can
see that Portuguese is the language with the
lowest performance (/<33.5%). Several factors
may contribute to this outcome. For instance,
Portuguese is one of the languages with the least
available training data, and the distribution of
proficiency labels is right-skewed (especially
in COPLE2). Furthermore, the data consists of
texts written by learners from a wide range of
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LANG SENT PARA Doc DiaG
EN 200 200 200 0
ES 0 200 200 0
DE 200 200 200 0
NL 0 0 200 0
CS 0 200 0 0
1T 0 200 0 0
FR 200 0 200 0
ET 0 200 200 0
PT 0 200 0 0
AR 200 200 0 0
HI 200 0 0 0
RU 200 0 0 0
CY 200 109 41 115
Total 1,400 1,709 1,241 115

Table 13: Data statistics of UNIVERSALCEFR-TEST
in terms of levels (sentence, paragraph, document, dia-
logue) across the 13 target languages.

L1 backgrounds with generally low proficiency.
This makes it more difficult for models to identify
consistent patterns due to strong L1 interference
and low coverage. Overall, both fine-tuned
and feature-based models seem to be unable to
distinguish between sublevels, with most examples
of both A levels being predicted as Al, and the
remainder (mostly examples of the B levels) as B1.
On the positive side, contrary to what was observed
for other languages, the models do not seem to
be influenced by text length, with the predictions
of XML-R having a correlation of just 0.39 with
that feature. The prompting approaches lead to a
bias towards the prediction of levels A2 and B,
with the top performer among these approaches
(Gemma3 with EN-WRITE prompt) predicting
A2 for 28% of the examples and B1 for 62%.
Notably, when using the more descriptive prompts,
the Gemma 1 model outperformed EuroLLM, in
spite of having fewer parameters and not being
specifically trained on Portuguese data.

French. The French corpus and our analysis are
divided into sentence-level and document-level
data. The sentence-level set contains 1,668
sentences ranging from Al to C2, while the
document-level set includes 344 documents from
Al to C1, with an intense concentration at the
B levels (75% of the data falls within B1 and
B2). In line with the other languages, XLM-R is
the most consistent model and achieves the best
global performance in every setting. Random

Forest (RF) with all features fluctuates more in
overall performance, dropping notably in the
document-level task, but retains some consistency
in terms of which proficiency levels it performs
best or worst on. RF with top features performs
inconsistently overall but achieves the best results
on the document-level task. However, it shows
instability in class-level performance, with changes
in which levels are most accurately predicted.
Among the prompt-based models, Gemma3 is
more stable than Gemmal, but both remain below
the performance of XLM-R and RF, showing a
weaker performance in the LLMs (Gemmal and
Gemma3). Gemmal, in particular, is the least
consistent model, with highly variable class-level
performance and occasional zero F1 scores for
some levels in specific setups. The Gemmal
results are likely due to the lack of French
documents during the training of this model.
Across all models, prediction is generally more
reliable for intermediate levels (A2-B2), while
C-level predictions remain the most challenging.
Fine-tuning has the clear advantage: the fine-tuned
XLM-R achieves the highest accuracy across all
evaluation set-ups, making it the most reliable in
correctly predicting gold labels. It consistently
outperforms all other models, both at the sentence
and document levels. This is consistent with
previous experiments on French (Yancey et al.,
2021; Ngo and Parmentier, 2023; Wilkens et al.,
2024), although our performance is slightly lower
than in those studies. Prompting is the least
effective: both Gemmal and Gemma3, used in a
prompt-based setting, show the lowest prediction
accuracy, often failing to identify the correct
labels, especially at the extremes of the proficiency
scale (Al, C1, and C2 levels). Traditional
supervised classifiers (Random Forest) perform
moderately well, consistently outperforming the
prompt-based models but still lagging behind the
fine-tuned model. The feature-based models had
a particularly poor performance on C1 and C2
levels. This is likely due to a lack of specialized
features for those proficiency levels. Moreover,
their performance varies by set-up, with some
gains at the document level but noticeable drops
elsewhere. Nevertheless, the two RF flavours had
similar results. In summary, fine-tuning yields the
best predictions, followed by traditional supervised
learning, while prompting underperforms in this
task.
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Model EN ES DE NL CS IT FR ET PT AR HI RU CY Tally
GEMMAL v 1/1
GEMMA3 v v v v v v v v v v v v v 13/140
EUrROLLM v v v v v v v v v v v v 12/35
MODERNBERT v 171
EUROBERT v v v v v v v v v v 10/15
XLM-R v v v v v v v v v v v v v 13/100

Table 14: Mapping of language coverage of training data used for the six large, pretrained language models in
the model evaluation paradigm in Section 5. Models in teal are English-centric (trained primarily with English
data), and models in purple are multilingual (trained with massive multilingual data). We referred to each
model’s corresponding release papers and publications for information on their supported languages. Note that the
documentation of GEMMA3 indicates it has been trained with 140+ languages. Thus, we loosely consider it to cover
all 13 languages in UNIVERSALCEFR. The tally column indicates {lang_covered/lang_seen}. For example,
EUROBERT covers 10 of the languages in the current UNIVERSALCEFR the 15 languages it supports.

German. For German, the fine-tuned models
(>70%) have been shown to outperform all other
approaches, such as feature-based (/=50%-65%)
and prompting (=38%-46%), despite the presence
of unbalanced CEFR levels in both the training
and test data. The findings derived from the
English-only and multilingual models, including
fine-tuning and prompting methodologies, exhibit
no notable difference. This may be due to the
similarities between English and German, both of
which are West Germanic languages. Alternatively,
the great transferability of the fine-tuned English-
only model may also be due to the large amount
of German training data available (27,000 training
samples). The feature-based models performed
second best and were still able to compete with
the fine-tuned models to some extent. This is
surprising, given that a previous analysis showed
that the features only exhibited low correlations
with CEFR levels (see Section E.3). Proficiency
assessment for German appears to require certain
idiosyncratic features. For example, the feature
covering the maximum distance between words in
a dependency tree showed a high feature impor-
tance only for German, reflecting the language’s
free word order and long-distance dependencies.
For the prompting setup, the multilingual Gemma3
model performed, achieving good results for lower
CEFR levels, but underpredicting higher levels.
By contrast, Gemmal significantly overpredicts
level Al (250 against 14 from the gold labels),
resulting in poorer performance on average and
across the other levels. One deceptive indicator
might be the length of the texts to be classified, as
reflected by the strong correlation between text
length and Gemmal’s predictions (r=0.61). When

comparing the prompting setups with regard to
language-specific task descriptions, no clear trend
emerges across all three LLMs, mirroring the
difficulty of prompt engineering for a complex task
such as multi-lingual proficiency classification.

Arabic. Across the 400 Arabic test items, Gemmal
tends to over-predict lower CEFR levels, assigning
31 items to Al while only 12 are from the true
labels, and 90 to A2 against 26. There is also a
tendency to under-predict C1, with 18 predictions
against 40 from the true labels, resulting in the
highest average grade deviation of 1.0. In con-
trast, XLM-R and both Random Forest variants dis-
tributed their predictions more evenly overall, with
XLM-R achieving the smallest average grade devi-
ation of 0.75. In terms of granularity, the Arabic
subset is split into sentence-level, reference data,
and paragraph-level learner data. For the sentence-
level reference texts, XLM-R (~=55%) and Random
Forest models from the two linguistic feature se-
tups (~249.3%-51.2%) outperform both Gemmal
and Gemma3 models through prompting (/=16.5%-
32%). However, with paragraph-level learner texts,
Gemma3 leads the evaluation (=~41%). At the
same time, XLM-R and the Random Forest mod-
els fall behind (=32%), possibly due to the Arabic
data used in the training split, which are entirely
sentence-level. In contrast, the Gemma3 model has
most likely seen diverse online Arabic data.

D Standardized Dataset Fields

We present the standardized JSON format used as
a template when processing all qualified datasets in
UNIVERSALCEFR. This structured format ensures
flexibility and interoperability into other formats
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accepted and used by the AI community, including
Huggingface and Croissant. Moreover, this format
captures the dimensions that are essential to each
instance of CEFR-labeled text, including format or
granularity, category, license, and language.

E Full Linguistic Feature Analysis

E.1 All Linguistic Features

Overall, we have extracted 100 diverse linguis-
tic features which can be grouped into mor-
phosyntactic (62), syntactic (18), length-based
(11), lexical (4), readability (2), psycholinguis-
tic (2), and discourse (1). The full list of fea-
tures, including short descriptions, is available
in Appendix E. We extracted a diverse set of
100 linguistic features based on sentence-based
linguistic annotation with spacy (Montani et al.,
2023) and stanza (Qi et al., 2020), includ-
ing tokenization, part-of-speech tagging, and de-
pendency parsing performed. Additionally, we
use fasttext embeddings (Grave et al., 2018),
pyphen for hyphenation (Berendsen and Kozea,
2025) and MEGA . HR crossling lexicon® for image-
ability and concreteness (Ljubesié, 2018). Most of
the features have already been implemented in the
text-simplification-evaluation (TSEval)
package!” (see Martin et al. (2018) for the orig-
inal version and Stodden and Kallmeyer (2020) for
the multilingual version).

In Table 21, we provide an overview of all fea-
tures including a short description, resources used,
and correlation with the CEFR level.

E.2 Top Linguistic Features

To extract the top linguistic features (TOPFEATS),
we selected those that are present in the top 10
ranked most important features for at least three
languages. Using this criteria, we came up with a
list of 23 linguistic features as reported in Table 16
which was then used in the experiment result in
Table 4.

E.3 Linguistic Correlation Analysis

In the following, we describe some insights into
linguistic diversity of the Universal CEFR data by
correlation analysis between the features and the
CEFR levels.

9h’c’cps ://www.clarin.si/repository/xmlui/handl
e/11356/1187

10h’ctps ://github.com/facebookresearch/text-sim
plification-evaluation

Correlation Across All Languages. Consider-
ing the absolute Spearman correlation between the
features and the CEFR level (selecting values with
p < 0.05 and p > 0.3 on average across all lan-
guages), the strongest associations were found in
length-based measures, such as characters per sen-
tence and syllables per sentence. Several grammati-
cal complexity features, including parse tree height
and phrase length, showed moderate correlations.
Readability indices (FKGL and Flesch Reading
Ease) also displayed moderate correlations in the
expected direction. Psycholinguistic features, such
as concreteness and imageability, were negatively
correlated with proficiency, indicating a shift to-
ward more abstract language at higher levels. Fi-
nally, morphosyntactic features regarding voice,
tense, and number showed moderate but consistent
correlations, supporting their relevance in reflect-
ing syntactic development.

Correlation By CEFR Level. To assess the con-
sistency of feature relevance across languages, we
examined the number of features with significant
correlations (p < 0.05) with CEFR levels per lan-
guage. The results revealed notable variations. Lan-
guages such as Czech (CS), Estonian (ET), and Ital-
ian (IT) showed a high number of relevant features,
suggesting strong alignment between the selected
linguistic features and CEFR progression in these
languages. English (EN), Spanish (ES), French
(FR), Hindi (HI), and Russian (RU) showed moder-
ate coverage, with a reasonable number of features
exceeding the 0.3 correlation threshold. In con-
trast, Arabic (AR), Dutch (NL), and Portuguese
(PT) exhibited weak coverage, while Welsh (CY)
and German (DE) had very few or no features with
relevant correlations, indicating a limited match be-
tween the current feature set and CEFR levels for
those languages. Furthermore, a few features are
only relevant for a few languages, e.g., the transla-
tive case for only Estonian, negative verb polarity
for only Czech, or genitive case for only Czech,
Estonian, and Russian. This variability highlights
the influence of language-specific properties on the
effectiveness of general feature-based models for
proficiency prediction.

Point-Biserial Correlation. A point-biserial cor-
relation analysis by CEFR level revealed that most
features exhibit only weak correlations, suggest-
ing limited discriminative power when isolating
individual CEFR bands. Interestingly, the abso-
lute correlation values tend to be strongest at the
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Field Description

title The unique title of the text retrieved from its original corpus (NA if there
are no titles such as CEFR-assessed sentences or paragraphs).

lang The source language of the text in ISO 638-1 format (e.g., en for English).

source_name The source dataset name where the text is collected as indicated from
their source dataset, paper, and/or documentation (e.g., cambridge-exams
from Xia et al. (2016)).

format The format of the text in terms of level of granularity as indicated from their
source dataset, paper, and/or documentation. The recognized formats are
the following: [document-level, paragraph-level, discourse-level,
sentence-level].

category The classification of the text in terms of who created the material. The
recognized categories are reference for texts created by experts, teachers,
and language learning professionals and learner for texts written by
language learners and students.

cefr_level The CEFR level associated with the text. The six recognized CEFR levels
are the following: [A1, A2, B1, B2, C1, C2]. A small fraction (<1%) of
text in UNIVERSALCEFR contains unlabelled text, texts with plus signs
(e.g., A1+), and texts with no level indicator (e.g., A, B).

license The licensing information associated with the text (Unknown if not stated).

text The actual content of the text itself.

Table 15: The structured JSON fields with descriptions and examples used as the standardized uniform format for
building the UNIVERSALCEFR dataset. All instances validated from the collection of CEFR-labelled corpora
conform to this format.
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CATEGORY FEATURE NAME

doc_num_sents
doc_num_tokens
num_characters
num_characters_per_sentence
Length num_characters_per_word
num_syllables_in_sentence
num_syllables_per_sentence
num_syllables_per_word
num_words
Lexical ave.rage_pos_in_.freq_table
lexical_complexity_score
ratio_Tense_Past
Morphosyntactic rat?o_of_determiners
ratio_of_numerals
ratio_of_pronouns
concreteness
imagebility
sentence_fkgl

Psycholinguistic

Readability sentence_fre

avg_distance_between_words
average_length_VP
parse_tree_height
ratio_of_coordinating_clauses

Syntactic

Table 16: List of linguistic features occurring in the top
10 of at least three languages. We use this list for the
TOPFEATURES subset used in the experiment result in
Table 4.

Al level, particularly for psycholinguistic features
such as imageability (p = 0.48) and concrete-
ness (p = 0.46), as well as punctuation-related
measures. This suggests that certain surface-level
and lexical-semantic features may be especially
informative at the lowest proficiency level. A no-
table case is the feature of word length in char-
acters, which shows a negative correlation at Al
(p = —0.45), becomes neutral at A2, and shifts to
a positive correlation at B1 and higher levels. This
pattern may reflect increasing lexical complexity
with proficiency. Similarly, features related to syn-
tactic structure, such as the ratio of past tense verbs
and phrase length, generally shift from weak neg-
ative to weak positive correlations as proficiency
increases, indicating progressive syntactic devel-
opment. Overall, the directionality of several fea-
tures suggests dynamic usage patterns across CEFR
bands, even if the correlation strengths remain mod-
est.

F Hyperparameter Values

We detail the hyperparameter values used for fine-
tuning pretrained (MODERNBERT, EUROBERT,

HYPERPARAMETER VALUE
Learning rate 3.6 x107°
Train batch size 2
Evaluation batch size 3
Random seed 42
Gradient accumulation steps 16
Total effective batch size 32
Optimizer adamw_torch_fused
Betas (0.9,0.999)
Epsilon 1078
Learning-rate scheduler linear
Warm-up ratio 0.1

Table 17: Hyperparameter values used for fine-tuning
pretrained language models.

HYPERPARAMETER  VALUE

Sampling False

Max New Tokens 10

torch.bfloat16

4 x NVIDIA RTX A5000 (24GB)

Data Type
GPU

Table 18: Hyperparameter values and GPU information
used for prompting instruction-tuned models.

LANG SENT PARA Doc OVERALL
AR 55.7 32.6 - 43.1
cy 86.9 72.5 61.5 72.7
cs - 68.8 - 68.8
DE 65.4 71.1 834 73.2
EN 68.3 100.0 57.6 75.5
ES - 40.6 98.0 69.69
ET - 93.6 84.0 88.9
FR 57.6 - 44.2 51.7
HI 529 - - 529
T - 83.3 - 83.3
NL - 59.0 59.0
PT - 29.2 - 29.2
RU 49.6 - - 49.6

Table 19: Weighted F1 scores for the fine-tuned XLM-
R (top model across all setups) performance on the
UNIVERSALCEFR-TEST, classified by the granularity
levels of the data.

and XLM-R) and instruction-tuned language mod-
els (GEMMA1, GEMMA3, and EUROLLM) in Ta-
bles 17 and 18, respectively.
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G Additional Context on Restrictions of
GDPR-Protected Datasets

The critical aspect of the GDPR is that it gives data
subjects (e.g., L2 learners of CEFR) the right to
withdraw their personal information from process-
ing, which requires data processors to store both
the signed consents and the ID mappings (i.e., map-
pings between the names of the real people and
their IDs in a released corpora). As long as these
documents exist and reidentification is theoreti-
cally possible, the data falls under the scope of the
GDPR. Further complicating factors are national
legislations and ethical regulations, such as archival
laws, that treat any data produced at universities—
including those used for language proficiency as-
sessment such as essays, recorded dialogues, and
written texts from personal experiences—as the
property of the state (and hence making destruction
of the ID mappings a non-trivial act) (European
Parliament and Council, 2016).

Yet another upcoming challenge is the EU Al
Act (European Parliament and Council, 2024) that
implies that Al models trained on personal data
should inherit the same license as the data they
have been trained on, meaning that the models will
be under the scope of the GDPR. We hypothesize
that the non-restricted datasets included in UNI-
VERSALCEFR either do not contain personal infor-
mation or were collected before the GDPR, since
they are already openly accessible to the public.
We further hypothesize that the datasets currently
under the GDPR will eventually have their ID map-
pings destroyed and will no longer be subject to
the GDPR. This may mean that the learner corpora
that can be added to UNIVERSALCEFR will grow
with time.

H Full Dataset Directory of
Universal CEFR

We provide the complete information of qualified
corpora included in the current UNIVERSALCEFR
collection to form a directory of datasets. Aside
from eight per-instance information included in the
standardized JSON format in Table 15, we also
report five per-corpus information as listed below:

* Annotation method used (manual, computer-
assisted, or NA).

* Total number of expert annotators.

* Distinct L1 learners per language for learner
corpora.

* Inter-annotator agreement (IAA) metric and
score.

» Reference to published paper or repository.

I Prompt Templates

We provide the complete copies of the prompt
templates used in prompting experiments with
instruction-tuned LLMs as described in Section 5.
The prompt templates are categorized by color
based on the setup: BASE, EN-READ, LANG-
READ, EN-WRITE, LANG-WRITE.

J Welsh Data Collection

One of the contributions of UNIVERSALCEFR is
the release of the first-ever open dataset for the
Welsh language (CY) with gold-standard CEFR
labels for A1 and A2. To obtain this data, we
corresponded with data maintainers from Learn
Welsh (https://learnwelsh.cymru/), which is
a compilation of expert-created books (reference
texts) and acquired PDF versions. This resource
can be shared in any format for non-commercial
research, which fits the goal of UNIVERSALCEFR.
We then manually extracted qualified texts accord-
ing to the four levels of granularity: sentence, para-
graph, dialogue, and document. The distribution
of CEFR levels and text granularity for this new
Welsh dataset can be found in Table 3 and 7, re-
spectively.
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Base CEFR prompt template

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given text or narrative
and determine its CEFR level [Al, A2, B1, B2, C1, or C2] based on vocabulary complexity,
grammar, and overall language proficiency. Provide only the CEFR level as output, without
explanation or justification.

Text: «TEXT»

Answer:

CEFR specifications for reading comprehension in English (EN)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given text or narrative
and determine the best CEFR level [A1l, A2, B1, B2, C1, or C2] based on the CEFR descriptors of
reading comprehension of learners below:

Al - Learners of this level can understand very short, simple texts a single phrase at a time, picking
up familiar names, words and basic phrases and rereading as required.

A2 - Learners of this level can understand short, simple texts containing the highest frequency
vocabulary, including a proportion of shared international vocabulary items.

B1 - Learners of this level can read straightforward factual texts on subjects related to their field of
interest with a satisfactory level of comprehension.

B2 - Learners of this level can read with a large degree of independence, adapting style and speed
of reading to different texts and purposes, and using appropriate reference sources selectively. Has
a broad active reading vocabulary, but may experience some difficulty with low-frequency idioms.

C1 - Learners of this level can understand in detail lengthy, complex texts, whether or not these
relate to their own area of speciality, provided they can reread difficult sections. They can also
understand a wide variety of texts including literary writings, newspaper or magazine articles, and
specialized academic or professional publications, provided there are opportunities for rereading
and they have access to reference tools.

C2 - Learners of this level can understand virtually all types of texts including abstract, structurally
complex, or highly colloquial literary and non-literary writings. They can also understand a wide
range of long and complex texts, appreciating subtle distinctions of style and implicit as well as
explicit meaning.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9730



CEFR specifications for reading comprehension in Spanish (ES)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Spanish text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al - Los estudiantes de este nivel pueden comprender textos muy breves y sencillos, frase
por frase, recogiendo nombres, palabras y frases basicas familiares y releyendo segin sea necesario.

A2 - Los estudiantes de este nivel pueden comprender textos breves y sencillos que contienen
el vocabulario de mayor frecuencia, incluyendo una proporcién de vocabulario internacional
compartido.

B1 - Los estudiantes de este nivel pueden leer textos factuales sencillos sobre temas relacionados
con su area de interés con un nivel de comprensién satisfactorio.

B2 - Los estudiantes de este nivel pueden leer con un alto grado de independencia, adaptando el
estilo y la velocidad de lectura a diferentes textos y propodsitos, y utilizando selectivamente las
fuentes de referencia adecuadas. Poseen un amplio vocabulario de lectura activa, pero pueden
tener alguna dificultad con expresiones idiomédticas de baja frecuencia.

C1 - Los estudiantes de este nivel pueden comprender con detalle textos extensos y complejos,
independientemente de si se relacionan con su drea de especialidad, siempre que puedan releer
las secciones dificiles. También pueden comprender una amplia variedad de textos, incluyendo
escritos literarios, articulos de periddicos o revistas, y publicaciones académicas o profesionales
especializadas, siempre que tengan la oportunidad de releer y acceso a recursos de referencia.

C2 - Los estudiantes de este nivel pueden comprender practicamente todo tipo de textos, incluyendo
textos literarios y no literarios abstractos, estructuralmente complejos o muy coloquiales. También
pueden comprender una amplia gama de textos largos y complejos, apreciando las sutiles
diferencias de estilo y el significado, tanto implicito como explicito.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9731



CEFR specifications for reading comprehension in German (DE)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given German text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

A1 — Lernende dieser Stufe konnen sehr kurze, einfache Texte Satz fiir Satz verstehen, indem sie
bekannte Namen, Worter und einfache Sétze aufgreifen und bei Bedarf wiederholt lesen.

A2 — Lernende dieser Stufe konnen kurze, einfache Texte mit dem hdufigsten Wortschatz verstehen,
darunter auch einen Anteil an international verbreiteten Vokabeln.

B1 - Lernende dieser Stufe konnen einfache Sachtexte zu Themen ihres Interessengebiets mit
zufriedenstellendem Verstidndnis lesen.

B2 — Lernende dieser Stufe konnen weitgehend selbststindig lesen, indem sie Stil und
Geschwindigkeit an unterschiedliche Texte und Zwecke anpassen und geeignete Referenzquellen
selektiv nutzen. Sie verfiigen iiber einen breiten aktiven Lesewortschatz, haben aber moglicher-
weise Schwierigkeiten mit seltenen Redewendungen.

C1 - Lernende dieser Stufe kdnnen ldngere, komplexe Texte detailliert verstehen, unabhéngig
davon, ob sie zu ihrem Fachgebiet gehoren oder nicht, sofern sie schwierige Abschnitte wiederholt
lesen konnen. Sie kénnen auflerdem eine Vielzahl von Texten verstehen, darunter literarische
Schriften, Zeitungs- und Zeitschriftenartikel sowie wissenschaftliche oder professionelle Fachpub-
likationen, sofern Moglichkeiten zum Nachlesen bestehen und sie Zugang zu Nachschlagewerken
haben.

C2 — Lernende dieser Stufe konnen nahezu alle Textarten verstehen, darunter abstrakte,
strukturell komplexe oder stark umgangssprachliche literarische und nicht-literarische Texte. Sie
konnen auBerdem eine breite Palette langer und komplexer Texte verstehen und dabei subtile
Stilunterschiede sowie implizite und explizite Bedeutungen wahrnehmen.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9732



CEFR specifications for reading comprehension in Dutch (NL)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Dutch text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al - Leerlingen van dit niveau kunnen zeer korte, eenvoudige teksten begrijpen, één zin tegelijk,
bekende namen, woorden en basiszinnen oppikken en indien nodig herlezen.

A2 - Leerlingen van dit niveau kunnen korte, eenvoudige teksten begrijpen die de meest frequente
woordenschat bevatten, inclusief een deel van de gedeelde internationale woordenschatitems.

B1 - Leerlingen van dit niveau kunnen eenvoudige feitelijke teksten lezen over onderwerpen die
verband houden met hun interessegebied met een bevredigend niveau van begrip.

B2 - Leerlingen van dit niveau kunnen met een grote mate van onafhankelijkheid lezen, de stijl en
leessnelheid aanpassen aan verschillende teksten en doeleinden, en selectief gebruikmaken van
geschikte referentiebronnen. Heeft een brede actieve leeswoordenschat, maar kan enige moeite
hebben met laagfrequente idiomen.

C1 - Leerlingen van dit niveau kunnen lange, complexe teksten gedetailleerd begrijpen, ongeacht
of deze betrekking hebben op hun eigen vakgebied, op voorwaarde dat ze moeilijke secties
kunnen herlezen. Ze kunnen ook een breed scala aan teksten begrijpen, waaronder literaire
geschriften, kranten- of tijdschriftartikelen en gespecialiseerde academische of professionele pub-
licaties, mits er mogelijkheden zijn om ze opnieuw te lezen en ze toegang hebben tot referentietools.

C2 - Cursisten van dit niveau kunnen vrijwel alle soorten teksten begrijpen, waaronder abstracte,
structureel complexe of zeer informele literaire en niet-literaire geschriften. Ze kunnen ook een
breed scala aan lange en complexe teksten begrijpen, waarbij ze subtiele verschillen in stijl en
impliciete en expliciete betekenis waarderen.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9733




CEFR specifications for reading comprehension in Czech (CS)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Czech text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al — Studenti této urovné dokdzou porozumét velmi kratkym jednoduchym textim po jedné frazi,
pochytaji zndma jména, slova a zdkladni fraze a pfectou si je podle potieby.

A2 — Studenti této drovné dokdzou porozumét kriatkym jednoduchym textim obsahujicim
nejfrekventovanéjsi slovni zdsobu, vCetné Casti sdilené mezindrodni slovni zasoby.

B1 — Studenti této drovné dokazou ¢ist pfimocaré vécné texty na témata souvisejici s jejich oblasti
z4jmu s uspokojivou drovni porozuméni.

B2 — Studenti této drovné dokdzou Cist s velkou mirou nezavislosti, pfizpisobuji styl a rychlost
Cteni riznym textdm a dceldm a selektivné pouZivaji vhodné referenéni zdroje. Ma §irokou slovni
zasobu aktivniho ¢teni, ale miZe mit potiZe s nizkofrekvencnimi idiomy.

C1 — Studenti této drovné dokdzou podrobné porozumét dlouhym a sloZitym textim, at’ uz se
tykaji nebo netykaji jejich vlastni oblasti specializace, za predpokladu, Ze dokdZou znovu precist
obtizné ¢asti. Mohou také porozumét Siroké Skale textu, vCetné literarnich textd, clankd v novinach
nebo Casopisech a specializovanych akademickych nebo odbornych publikaci, za predpokladu, Ze
maji piilezitosti k opakovanému ¢teni a maji piistup k referencnim nastrojim.

C2 — Studenti této trovné mohou porozumét prakticky vSem typtm texti vCetné abstraktnich,
strukturalné sloZitych nebo vysoce hovorovych literarnich a neliterarnich spisi. DokaZou také
porozumét Siroké Skéle dlouhych a slozitych textd, ocenit jemné rozdily ve stylu a implicitni i
explicitni vyznam.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9734



CEFR specifications for reading comprehension in Italian (IT)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Italian text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

A1 - Gli studenti di questo livello riescono a comprendere testi molto brevi e semplici, una frase
alla volta, cogliendo nomi familiari, parole e frasi di base e rileggendo quando necessario.

A2 - Gli studenti di questo livello riescono a comprendere testi brevi e semplici contenenti il
vocabolario pil frequente, inclusa una parte di elementi di vocabolario internazionale condiviso.

B1 - Gli studenti di questo livello riescono a leggere testi fattuali semplici su argomenti correlati al
loro campo di interesse con un livello di comprensione soddisfacente.

B2 - GIi studenti di questo livello riescono a leggere con un ampio grado di indipendenza,
adattando stile e velocita di lettura a testi e scopi diversi e utilizzando fonti di riferimento
appropriate in modo selettivo. Ha un ampio vocabolario di lettura attiva, ma puo avere qualche
difficolta con idiomi a bassa frequenza.

C1 - Gli studenti di questo livello riescono a comprendere in dettaglio testi lunghi e complessi,
indipendentemente dal fatto che siano correlati o meno alla propria area di specializzazione,
a condizione che riescano a rileggere sezioni difficili. Possono anche comprendere un’ampia
varieta di testi, tra cui scritti letterari, articoli di giornali o riviste e pubblicazioni accademiche o
professionali specializzate, a condizione che vi siano opportunita di rilettura e abbiano accesso a
strumenti di riferimento.

C2 - Gli studenti di questo livello possono comprendere praticamente tutti i tipi di testi, tra cui
scritti letterari e non letterari astratti, strutturalmente complessi o altamente colloquiali. Possono
anche comprendere un’ampia gamma di testi lunghi e complessi, apprezzando sottili distinzioni di
stile e significato implicito ed esplicito.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9735




CEFR specifications for reading comprehension in French (FR)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given French text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR

descriptors of reading comprehension of learners below:

Al - Les apprenants de ce niveau peuvent comprendre des textes tres courts et simples, phrase par
phrase, en reprenant des noms, des mots et des expressions de base familiers et en les relisant si
nécessaire.

A2 - Les apprenants de ce niveau peuvent comprendre des textes courts et simples contenant le
vocabulaire le plus courant, y compris une partie du vocabulaire international commun.

B1 - Les apprenants de ce niveau peuvent lire des textes factuels simples sur des sujets liés & leur
domaine d’intérét avec un niveau de compréhension satisfaisant.

B2 - Les apprenants de ce niveau peuvent lire avec une grande autonomie, en adaptant leur style et
leur vitesse de lecture a différents textes et objectifs, et en utilisant sélectivement des sources de
référence appropriées. Possede un vocabulaire de lecture actif et étendu, mais peut éprouver des
difficultés avec les expressions idiomatiques peu fréquentes.

C1 - Les apprenants de ce niveau peuvent comprendre en détail des textes longs et complexes,
qu’ils relevent ou non de leur domaine de spécialité, a condition de pouvoir relire les passages
difficiles. Ils peuvent également comprendre une grande variété de textes, notamment des écrits
littéraires, des articles de journaux ou de magazines, ainsi que des publications universitaires ou
professionnelles spécialisées, a condition de disposer d’opportunités de relecture et d’outils de
référence.

C2 - Les apprenants de ce niveau peuvent comprendre pratiquement tous les types de textes, y
compris les écrits littéraires et non littéraires abstraits, structurellement complexes ou tres familiers.
IIs peuvent également comprendre un large éventail de textes longs et complexes, en appréciant les
subtilités stylistiques et le sens implicite et explicite.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9736



CEFR specifications for reading comprehension in Estonian (ET)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Estonian text
or narrative and determine the best CEFR level [A1, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al — selle taseme Oppijad saavad aru viga lithikestest lihtsatest tekstidest iihe fraasi kaupa,
korjavad iiles tuttavad nimed, sonad ja pohifraasid ning loevad vajaduse korral uuesti 14bi.

A2 — selle taseme Oppijad saavad aru lithikestest lihtsatest tekstidest, mis sisaldavad koige
sagedamini kasutatavat sdnavara, sealhulgas osa jagatud rahvusvahelistest sGnavaraiiksustest.

B1 — selle taseme Oppijad oskavad rahuldaval maistustasemel lugeda otsekoheseid faktitekste
nende huvivaldkonnaga seotud teemadel.

B2 — selle taseme Oppijad oskavad lugeda suurel miiral iseseisvalt, kohandades lugemisstiili
ja -kiirust erinevate tekstide ja eesmirkidega ning kasutades valikuliselt sobivaid viiteallikaid.
Tal on lai aktiivse lugemise sOnavara, kuid tal voib esineda raskusi madala sagedusega idioomidega.

C1 - selle taseme Oppijad saavad iiksikasjalikult aru pikkadest ja keerukatest tekstidest, olenemata
sellest, kas need on seotud nende enda erialaga voi mitte, eeldusel, et nad suudavad raskeid
16ike uuesti lugeda. Nad saavad aru ka paljudest erinevatest tekstidest, sealhulgas kirjanduslikest
kirjutistest, ajalehtede vdi ajakirjade artiklitest ning erialastest akadeemilistest vOi erialastest
viljaannetest, eeldusel, et neil on vdimalus uuesti lugeda ja neil on juurdepiis viitevahenditele.

C2 - selle taseme Oppijad saavad aru peaaegu igat tiilipi tekstidest, sealhulgas abstraktsetest,
struktuurselt keerukatest voi viga kdnekeelsetest kirjanduslikest ja mittekirjanduslikest kirjutistest.
Samuti saavad nad aru paljudest pikkadest ja keerulistest tekstidest, mdistes peent stiilieritlust ning
kaudset ja selgesonalist tdhendust.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9737



CEFR specifications for reading comprehension in Portuguese (PT)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Portuguese text
or narrative and determine the best CEFR level [A1l, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al - Os alunos deste nivel podem entender textos muito curtos e simples, uma tnica frase de cada
vez, pegando nomes, palavras e frases basicas familiares e relendo conforme necessario.

A2 - Os alunos deste nivel podem entender textos curtos e simples contendo o vocabuldrio de
maior frequéncia, incluindo uma proporcao de itens de vocabuldrio internacional compartilhados.

B1 - Os alunos deste nivel podem ler textos factuais diretos sobre assuntos relacionados ao seu
campo de interesse com um nivel satisfatério de compreensao.

B2 - Os alunos deste nivel podem ler com um alto grau de independéncia, adaptando o estilo e a
velocidade de leitura a diferentes textos e propdsitos, e usando fontes de referéncia apropriadas
seletivamente. Tem um amplo vocabulério de leitura ativa, mas pode ter alguma dificuldade com
expressoes idiométicas de baixa frequéncia.

C1 - Os alunos deste nivel podem entender em detalhes textos longos e complexos, estejam eles
relacionados ou ndo a sua propria area de especialidade, desde que possam reler se¢des dificeis.
Eles também podem entender uma grande variedade de textos, incluindo escritos literarios, artigos
de jornais ou revistas e publica¢des académicas ou profissionais especializadas, desde que haja
oportunidades de releitura e tenham acesso a ferramentas de referéncia.

C2 - Alunos deste nivel podem entender virtualmente todos os tipos de textos, incluindo escritos
abstratos, estruturalmente complexos ou altamente coloquiais, literdrios e néo literarios. Eles
também podem entender uma grande variedade de textos longos e complexos, apreciando sutis
distin¢des de estilo e significado implicito e explicito.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9738



CEFR specifications for reading comprehension in Arabic (ar)

You are an expert in language proficiency classification based on the
Common European Framework of Reference for Languages (CEFR).
Your task is to analyze the given Arabic text or narrative and
determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on
the CEFR descriptors of reading comprehension of learners below:
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Provide only the CEFR level as output directly, without explanation
or justification.

Text: «TEXT»

Answer:

9739




CEFR specifications for reading comprehension in Hindi (a1)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Hindi text or
narrative and determine the best CEFR level [Al, A2, B1, B2, Cl, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al - 39 g & RipuRet 950 ©iC, TR UTe] I U IR F TP & a1paiel T9eT Fobdl &, TR
T, oG SR AT arpAie Bl o Fehdl & AR AMAYIDATIIR IT6 e J Ug Fahd

A2 - T R & FIrpyRelt Tey 3ifdes SMafd eeEmaet arel BI, TRl UTel Bl TS Tad! &,
I TR QARG QTETaet! JMTSTH &1 JTgUTd e Bl

B1 - 39 HaR & FrepuReft 3ot 3fer & poeR | e fawat o Hier JeRimHe uret ol Hargorid
R P THST P 1Y UG T 2l

B2 - 39 R & RipuReft 954 &8 dob HadqRa & A1 UG bl &, IAehT—3TeH UIal 3R Il
& o ue Bt At 3R TRT BT TGHeld IR Fahdl &, IR o Hexo FRIA! BT IIT Ich START
TR G &| T QIS iR U Bl TGt &, alfdhd 39 AGR aTel JeTeR & 1 P
HISTS T FTHT PR Il &

Cl - 39 IR & fIrpuReft &d, Sfeet urel & fIaR | §9s Jad &, I8 9 I 30+ fIerssrar
P PYR | TR & A7 72, IIRT I B Gt Bl fR § Uz Tb| I AR oke, THER
R AT afcReT &g, 3R A9y el a1 qEaRie waeHl afkd fAfF T ®eR & ur-
3f ol +ft Tt Tl &, TR S8 QITRT UG & AR 81 3R I7eh UTH HEH USRI b Ugd &l

C2- ww%ﬁw&r{aﬁmwmﬂﬂwmw$mﬁaﬁw3ﬁ% e aRTRYd, TREFTHS
U ¥ S a1 G detarel o Afefad iR R- w%ﬁ[aiﬁé@?arrﬁa%ﬂaa%rsﬁ?aﬁa
1o i Ue fa g qEEa B §9sT Hand &, dett SR Fifed afiR H1er & Huye 3R & Gy
3R P TRTEAT IR B

Provide only the CEFR level as output directly, without explanation or justification.
Text: «TEXT»

Answer:

9740



CEFR specifications for reading comprehension in Russian (ru)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Russian text
or narrative and determine the best CEFR level [A1l, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al — yuJaliyecs 3TOTO YPOBHSI MOIYT IIOHHUMAaTb OYeHb KOPOTKHE, IIPOCThle TeKCTHI
II0 OJHOM Qpase 3a pas, mMojb6Upas 3HAKOMble MMeHa, CI0Ba U OCHOBHBIe ¢pasbl U
[IEPeYUTHIBAsI UX 110 Mepe He06XO0AUMOCTH.

A2 — y4amyecs 3TOr0 YPOBHSI MOIYT IIOHMMAaTh KOPOTKUE, IIPOCThIe TeKCTHI, COZep-
’Kalllhe HauboJiee YaCTOTHYK JIEKCHKY, BKJIHYasg 4acTh OOIIMX Me)KAyHapOJHBIX
CJIOBapPHBIX eJMHUII,

B1 — y4aiyecs 3T0ro ypoBHSI MOT'YT YUTATh IIPOCThIe QaKTHUUeCKHe TeKCTHI 110 TeEMaM,
CBSI3aHHBIM C UX 00JIaCThI0 UHTEPECOB, C YAO0BIeTBOPUTEIbHBIM YPOBHEM IIOHUMaHUS.

B2 — yuamiyecs 3TOr0 YPOBHS MOTYT YUTATh C GOJIBIION CTelleHbI0 He3aBUCHUMOCTH,
aJlallTUPYs CTUJIb U CKOPOCTh UTEHHUS K Pas/IMYHBIM TeKCTaM U LieJIsIM U BBIOOPOYHO
HCII0JIb3ysl COOTBETCTBYIOIKE CIIPABOYHbIE NCTOYHUKH. VIMeeT IMMPOKUM aKTHUBHBIN
CJIOBapHBIM 3alac YTeHHUsl, HO MOKeT HCIBITBIBAaTh HEKOTOPhIe TPYJHOCTH C PeKO
BCTpeYarIUMHUCT UAUOMaMHU.

C1 — yy4aIuecs 3Toro ypoBHS MOTYT IIOHUMATh B JIeTaJISIX AJIMHHEIE, CJI0>KHBIE TEKCTHI,
He3aBUCHMO OT TOTO0, OTHOCSTCS JIK OHU K X COOCTBEHHOU 06/1aCTH ClIeaIn3aliiy,
IIPH YCJIOBUM, UTO OHHU MOTYT II€PEYUTHIBAThL CI0XKHBIE pasfesbl. OHU TakyKe MOTYT
IIOHUMAaTh IIUPOKUHN CIIEKTP TEKCTOB, BKJIIOYAsl JUTepaTypHble IIPOM3BeleHUs], ra-
3eTHBIE WIH )KYpPHAaJIbHbIE CTaTbHU, a TAKKe CIeI[UaJn3UpPOBAHHbIE aKa/JeMUUYeCKUe
Wi npodeccroHaIbHbIe IYOJMKAIMH, NIPHU YCIOBUH, YTO €CTh BO3MOKHOCTH [IJISI
IIEPeYUTHIBAaHUS U Y HUX €CTh JOCTYII K CIIPAaBOYHBIM MaTepHaIaM.

C2 - Yualuecs 3TOT0 YPOBHSI MOI'YT IIOHUMATh IIPAKTHUYECKU BCe TUIILI TEKCTOB, BKJIKO-
yag abCTpaKTHbBIE, CTPYKTYPHO CJIOKHBIe WIM OYeHb pasrOBOPHBIE JIMTepaTypHbIE
U HeJIUTEpaTypPHbIE IIPOHU3BEIEHU . OHHM TaKKe MOI'YT IIOHUMATb H.IPIpOKPIfI CIIEKTP
OJIAHHBIX W CJIOKHBIX TE€KCTOB, OIl€HHMBAs TOHKHE pa3/iM4usd CTHJII U HEIBHOIO, a
TaKyKe IBHOI'0 3HAYEHMA.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9741



CEFR specifications for reading comprehension in Welsh (CY)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Welsh text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al - Gall dysgwyr y lefel hon ddeall testunau byr iawn, syml un cymal ar y tro, gan godi enwau,
geiriau ac ymadroddion sylfaenol cyfarwydd ac ailddarllen yn 61 yr angen.

A2 - Gall dysgwyr y lefel hon ddeall testunau byr, syml sy’n cynnwys yr eirfa fwyaf aml, gan
gynnwys cyfran o eitemau geirfa ryngwladol a rennir.

B1 - Gall dysgwyr y lefel hon ddarllen testunau ffeithiol syml ar bynciau sy’n ymwneud a’u maes
diddordeb gyda lefel foddhaol o ddealltwriaeth.

B2 - Gall dysgwyr y lefel hon ddarllen yn annibynnol iawn, gan addasu arddull a chyflymder
darllen i wahanol destunau a dibenion, a defnyddio ffynonellau cyfeirio priodol yn ddetholus. Yn
meddu ar eirfa ddarllen weithredol eang, ond gall brofi peth anhawster gydag idiomau amledd isel.

C1 - Gall dysgwyr y lefel hon ddeall yn fanwl destunau hir a chymhleth, p’un a yw’r rhain yn
ymwneud a’u maes arbenigedd eu hunain ai peidio, ar yr amod eu bod yn gallu ailddarllen adrannau
anodd. Gallant hefyd ddeall amrywiaeth eang o destunau gan gynnwys ysgrifau llenyddol,
erthyglau papur newydd neu gylchgronau, a chyhoeddiadau academaidd neu broffesiynol
arbenigol, ar yr amod bod cyfleoedd i’w hail-ddarllen a bod offer cyfeirio ar gael iddynt.

C2 - Gall dysgwyr ar y lefel hon ddeall bron bob math o destunau gan gynnwys ysgrifau
llenyddol ac anllenyddol haniaethol, strwythurol gymhleth, neu ysgrifau llenyddol ac anllenyddol
hynod lafar. Gallant hefyd ddeall ystod eang o destunau hir a chymhleth, gan werthfawrogi
gwahaniaethau cynnil o ran arddull ac ystyr ymhlyg yn ogystal ag ystyr amlwg.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9742




CEFR specifications for written production in English (EN)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given text or narrative
and determine the best CEFR level [A1l, A2, B1, B2, C1, or C2] based on the CEFR descriptors of
reading comprehension of learners below:

Al - Learners of this level can give information about matters of personal relevance (e.g. likes and
dislikes, family, pets) using simple words/signs and basic expressions. Learners can also produce
simple isolated phrases and sentences.

A2 - Learners of this level can produce a series of simple phrases and sentences linked with simple
connectors like “and”, “but” and “because”. Learners have sufficient vocabulary for the expression
of basic communicative needs and for coping with simple survival needs.

B1 - Learners of this level can produce straightforward connected texts on a range of familiar
subjects within their field of interest, by linking a series of shorter discrete elements into a linear se-
quence. Learners have a good range of vocabulary related to familiar topics and everyday situations.

B2 - Learners of this level can produce clear, detailed texts on a variety of subjects related to their
field of interest, synthesising and evaluating information and arguments from a number of sources.
Learners have a good range of vocabulary for matters connected to their field and most general
topics.

C1 - Learners of this level can produce clear, well-structured texts of complex subjects, underlining
the relevant salient issues, expanding and supporting points of view at some length with subsidiary
points, reasons and relevant examples, and rounding off with an appropriate conclusion. Learners
can alsoemploy the structure and conventions of a variety of genres, varying the tone, style and
register according to addressee, text type and theme.

C2 - Learners of this level can produce clear, smoothly flowing, complex texts in an appropriate
and effective style and a logical structure which helps the reader identify significant points.
Learners have a good command of a very broad lexical repertoire including idiomatic expressions
and colloquialisms; shows awareness of connotative levels of meaning.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9743



CEFR specifications for written production in Spanish (ES)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Spanish text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

A1l — Los estudiantes de este nivel pueden dar informacién sobre asuntos de relevancia personal
(por ejemplo, gustos y disgustos, familia, mascotas) utilizando palabras/signos simples y
expresiones basicas. También pueden producir frases y oraciones simples y aisladas.

A2 — Los estudiantes de este nivel pueden producir una serie de frases y oraciones simples
conectadas mediante conectores sencillos como “y”, “pero” y “porque”. Tienen un vocabulario
suficiente para expresar necesidades comunicativas basicas y afrontar necesidades simples de

supervivencia.

B1 - Los estudiantes de este nivel pueden producir textos conectados de forma sencilla sobre una
variedad de temas conocidos dentro de su campo de interés, enlazando una serie de elementos
breves y discretos en una secuencia lineal. Tienen un buen dominio del vocabulario relacionado
con temas familiares y situaciones cotidianas.

B2 — Los estudiantes de este nivel pueden producir textos claros y detallados sobre diversos temas
relacionados con su campo de interés, sintetizando y evaluando informacién y argumentos de
diversas fuentes. Poseen un buen dominio del vocabulario relacionado con su campo y con la
mayoria de los temas generales.

C1 - Los estudiantes de este nivel pueden producir textos claros y bien estructurados sobre
temas complejos, resaltando los aspectos relevantes, desarrollando y respaldando puntos de
vista de forma extensa con puntos secundarios, razones y ejemplos pertinentes, y concluyendo
adecuadamente. También pueden utilizar la estructura y convenciones de una variedad de géneros,
variando el tono, el estilo y el registro segtin el destinatario, el tipo de texto y el tema.

C2 — Los estudiantes de este nivel pueden producir textos claros, fluidos y complejos en un
estilo apropiado y efectivo, con una estructura légica que ayuda al lector a identificar los
puntos significativos. Tienen un buen dominio de un repertorio léxico muy amplio, incluyendo
expresiones idiomaéticas y coloquialismos; muestran conciencia de los niveles connotativos del
significado.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9744



CEFR specifications for written production in German (DE)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given German text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al — Lernende auf diesem Niveau konnen Informationen zu personlich relevanten Themen
(z.B. Vorlieben und Abneigungen, Familie, Haustiere) mit einfachen Wortern/Gebéarden und
grundlegenden Ausdriicken geben. Sie konnen auch einfache, isolierte Sitze und Wendungen
produzieren.

A2 — Lernende auf diesem Niveau konnen eine Reihe einfacher Séitze und Wendungen bilden,
die mit einfachen Konnektoren wie ,,und*, ,,aber* und ,,weil* verbunden sind. Sie verfiigen iiber
einen ausreichenden Wortschatz, um grundlegende kommunikative Bediirfnisse und einfache
Uberlebensbediirfnisse auszudriicken.

B1 — Lernende auf diesem Niveau kénnen einfache, zusammenhéngende Texte zu vertrauten
Themen aus ihrem Interessengebiet verfassen, indem sie eine Reihe kiirzerer, einzelner Elemente
zu einer linearen Folge verkniipfen. Sie verfiigen iiber einen guten Wortschatz zu bekannten
Themen und Alltagssituationen.

B2 — Lernende auf diesem Niveau konnen klare, detaillierte Texte zu verschiedenen Themen ihres
Interessengebiets verfassen, Informationen und Argumente aus mehreren Quellen zusammenfassen
und bewerten. Sie verfiigen iiber einen guten Wortschatz fiir Themen ihres Fachgebiets sowie fiir
die meisten allgemeinen Themen.

C1 — Lernende auf diesem Niveau konnen klare, gut strukturierte Texte zu komplexen Themen
verfassen, die wesentlichen Punkte herausarbeiten, Standpunkte ausfiihrlich mit Nebenaspekten,
Begriindungen und passenden Beispielen untermauern und mit einem geeigneten Schluss abrunden.
Sie konnen auBerdem Aufbau und Konventionen verschiedener Textsorten anwenden und Ton, Stil
und Register je nach Adressat, Texttyp und Thema variieren.

C2 — Lernende auf diesem Niveau konnen klare, fliissige und komplexe Texte in einem
angemessenen und wirkungsvollen Stil mit einer logischen Struktur verfassen, die dem Leser
hilft, wichtige Punkte zu erkennen. Sie beherrschen ein sehr breites Spektrum an Wortschatz,
einschlieBlich idiomatischer Wendungen und umgangssprachlicher Ausdriicke, und zeigen ein
Bewusstsein fiir konnotative Bedeutungsebenen.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9745




CEFR specifications for written production in Dutch (NL)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Dutch text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al — Leerlingen op dit niveau kunnen informatie geven over onderwerpen van persoonlijk
belang (bijv. voorkeuren en afkeuren, familie, huisdieren) met eenvoudige woorden/tekens en
basisuitdrukkingen. Ze kunnen ook eenvoudige, op zichzelf staande zinnen en uitdrukkingen
produceren.

A2 — Leerlingen op dit niveau kunnen een reeks eenvoudige zinnen en uitdrukkingen produceren
die verbonden zijn met eenvoudige voegwoorden zoals “en”, “maar” en “omdat”. Ze beschikken
over voldoende woordenschat om basisbehoeften in communicatie en eenvoudige overlevingssitu-

aties aan te kunnen.

B1 — Leerlingen op dit niveau kunnen eenvoudige, samenhangende teksten produceren over een
reeks vertrouwde onderwerpen binnen hun interessegebied, door een reeks korte, afzonderlijke
elementen in een lineaire volgorde te verbinden. Ze beschikken over een goede woordenschat met
betrekking tot vertrouwde onderwerpen en alledaagse situaties.

B2 — Leerlingen op dit niveau kunnen duidelijke, gedetailleerde teksten produceren over
uiteenlopende onderwerpen die verband houden met hun interessegebied, waarbij ze informatie en
argumenten uit meerdere bronnen synthetiseren en evalueren. Ze hebben een goede woordenschat
voor onderwerpen binnen hun vakgebied en de meeste algemene thema’s.

C1 — Leerlingen op dit niveau kunnen duidelijke, goed gestructureerde teksten produceren over
complexe onderwerpen, waarbij ze relevante kernpunten onderstrepen, standpunten uitgebreid
onderbouwen met nevenpunten, redenen en relevante voorbeelden, en afsluiten met een passende
conclusie. Ze kunnen ook de structuur en conventies van verschillende tekstgenres hanteren en
toon, stijl en register aanpassen aan de ontvanger, het teksttype en het thema.

C2 - Leerlingen op dit niveau kunnen duidelijke, vloeiende en complexe teksten produceren
in een gepaste en effectieve stijl, met een logische structuur die de lezer helpt belangrijke
punten te identificeren. Ze beheersen een zeer uitgebreide woordenschat, inclusief idiomatische
uitdrukkingen en omgangstaal, en tonen bewustzijn van connotatieve betekenislagen.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9746



CEFR specifications for written production in Czech (CS)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Czech text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

A1 — Ucici se na této drovni dokdZou poskytovat informace o osobné relevantnich zédleZitostech
(napf. co maji a nemaji radi, rodina, domaci mazlicci) pomoci jednoduchych slov/znakd a
zdkladnich vyrazd. Dokéazou také vytvaret jednoduché izolované fraze a véty.

A2 — Ucici se na této trovni dokdZou vytvaret sérii jednoduchych frazi a vét spojenych
jednoduchymi spojkami jako ,,a%, ,,ale” a ,,protoZe*. Maji dostate¢nou slovni zdsobu pro vyjadfeni
zakladnich komunikacénich potfeb a zvladani jednoduchych situaci nutnych pro preziti.

B1 — UC¢ici se na této tirovni dokdzou vytvaret primocaré souvislé texty na fadu znamych témat
v rdmci svého zdjmového okruhu, a to spojenim série krat$ich odd€lenych prvkid do linearni
posloupnosti. Maji dobry rozsah slovni zdsoby tykajici se zndmych témat a kazdodennich situaci.
B2 — Ucici se na této trovni dokdZou vytvéret jasné a podrobné texty o rtiznych tématech
souvisejicich s jejich oblasti zajmu, pfiCemz syntetizuji a hodnoti informace a argumenty z
riznych zdrojti. Maji dobry rozsah slovni zdsoby pro témata souvisejici s jejich oborem a vétSinou
obecnych témat.

C1 — U¢ici se na této drovni dokdzou vytvafet jasné a dobfe strukturované texty o sloZitych
tématech, zduraznuji dileZité body, rozvijeji a podporuji ndzory rozsahlym zpisobem pomoci
vedlejsich myslenek, divoda a relevantnich prikladt a zakonCuji je vhodnym zavérem. Také
dokdzou vyuZzivat strukturu a konvence riznych zZanrd a ménit ton, styl a formalnost podle adresata,
typu textu a tématu.

C2 — Uc¢ici se na této trovni dokdZou vytvéret jasné, plynulé a sloZité texty vhodnym a efektivnim
stylem a logickou strukturou, kterd pomaha Ctendfi rozpoznat dulezité body. Maji vybornou
znalost velmi Siroké slovni zdsoby vcetné idiomt a hovorovych vyrazid; projevuji citlivost na
konotace a jemné vyznamové odstiny.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9747



CEFR specifications for written production in Italian (IT)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Italian text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

A1l — Gli apprendenti di questo livello possono fornire informazioni su argomenti di rilevanza
personale (ad esempio, gusti e preferenze, famiglia, animali domestici) utilizzando parole/segnali
semplici ed espressioni di base. Possono anche produrre frasi ed enunciati semplici e isolati.

A2 — Gli apprendenti di questo livello possono produrre una serie di frasi ed enunciati semplici

collegati con connettivi basilari come “e”, “ma” e “perché”. Possiedono un vocabolario sufficiente
per esprimere bisogni comunicativi di base e per affrontare necessita semplici di sopravvivenza.

B1 — Gli apprendenti di questo livello possono produrre testi semplici e coerenti su una gamma di
argomenti familiari all’interno del proprio campo di interesse, collegando una serie di elementi piu
brevi in una sequenza lineare. Possiedono un buon repertorio di vocaboli relativi a temi familiari e
situazioni quotidiane.

B2 — Gli apprendenti di questo livello possono produrre testi chiari e dettagliati su vari argomenti
legati al proprio campo di interesse, sintetizzando e valutando informazioni e argomentazioni
provenienti da diverse fonti. Hanno un buon vocabolario per trattare argomenti del proprio ambito
e la maggior parte dei temi generali.

C1 - Gli apprendenti di questo livello possono produrre testi chiari e ben strutturati su argomenti
complessi, evidenziando le questioni salienti, sviluppando e sostenendo opinioni in modo articolato
con punti secondari, motivazioni ed esempi rilevanti, e concludendo con una chiusura appropriata.
Sono anche in grado di adottare la struttura e le convenzioni di diversi generi, variando tono, stile e
registro in base al destinatario, al tipo di testo e al tema.

C2 — Gli apprendenti di questo livello possono produrre testi chiari, scorrevoli e complessi in
uno stile appropriato ed efficace, con una struttura logica che aiuta il lettore a identificare i punti
significativi. Possiedono un’ottima padronanza di un ampio repertorio lessicale, incluse espressioni
idiomatiche e colloquiali, e mostrano consapevolezza dei livelli connotativi del significato.
Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9748



CEFR specifications for written production in French (FR)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given French text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

A1l — Les apprenants de ce niveau peuvent fournir des informations sur des sujets personnels (par
exemple, golts et dégofits, famille, animaux de compagnie) en utilisant des mots/signes simples et
des expressions de base. Ils peuvent également produire des phrases et expressions simples et
isolées.

A2 — Les apprenants de ce niveau peuvent produire une série de phrases et d’expressions simples
reliées par des connecteurs simples comme « et », « mais » et « parce que ». Ils possedent un
vocabulaire suffisant pour exprimer des besoins communicatifs de base et faire face a des situations
simples de survie.

B1 - Les apprenants de ce niveau peuvent produire des textes clairs et cohérents sur une variété de
sujets familiers dans leur domaine d’intérét, en reliant une série d’éléments plus courts dans une
séquence linéaire. Ils disposent d’un bon éventail de vocabulaire 1ié¢ aux sujets familiers et aux
situations de la vie quotidienne.

B2 — Les apprenants de ce niveau peuvent produire des textes clairs et détaillés sur divers sujets
liés a leur domaine d’intérét, en synthétisant et en évaluant des informations et arguments issus de
plusieurs sources. Ils ont un bon éventail de vocabulaire pour les sujets liés a leur domaine ainsi
que pour la plupart des themes généraux.

C1 - Les apprenants de ce niveau peuvent produire des textes clairs, bien structurés sur des sujets
complexes, en soulignant les questions essentielles, en développant et en appuyant leurs points de
vue de maniere détaillée avec des arguments secondaires, des raisons et des exemples pertinents, et
en concluant de maniere appropriée. Ils savent aussi utiliser la structure et les conventions de
divers genres, en adaptant le ton, le style et le registre selon le destinataire, le type de texte et le
theme.

C2 — Les apprenants de ce niveau peuvent produire des textes clairs, fluides et complexes dans un
style approprié et efficace, avec une structure logique qui aide le lecteur a identifier les points
importants. Ils ont une excellente maitrise d’un tres large éventail lexical incluant des expressions
idiomatiques et des tournures familiéres, et font preuve de sensibilité aux niveaux connotatifs de
signification.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9749




CEFR specifications for written production in Estonian (ET)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Estonian text
or narrative and determine the best CEFR level [A1, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

A1l — Selle taseme 0Oppijad suudavad anda teavet isiklikult olulistel teemadel (nt meeldimised
ja mittemeeldimised, perekond, lemmikloomad), kasutades lihtsaid sdnu/viipeid ja pohilisi
viljendeid. Oppijad suudavad moodustada ka lihtsaid iiksikuid fraase ja lauseid.

A2 — Selle taseme oppijad suudavad toota lihtsate fraaside ja lausete jada, mis on seotud lihtsate
sidesdnadega nagu ,,ja"“, ,,aga* ja ,,sest”. Neil on piisav sOnavara pohiliste suhtlusvajaduste ja
lihtsate ellujadmisvajaduste rahuldamiseks.

B1 — Selle taseme 0ppijad suudavad koostada arusaadavaid, seotud tekste tuttavatel teemadel
oma huvivaldkonnas, sidudes lithemaid tiksikuid elemente lineaarseks jirjestuseks. Neil on hea
sOnavara tuttavate teemade ja igapédevaste olukordade kirjeldamiseks.

B2 — Selle taseme 0ppijad suudavad koostada selgeid ja iiksikasjalikke tekste erinevatel nende
huvivaldkonnaga seotud teemadel, siinteesides ja hinnates teavet ja argumente mitmest allikast.
Neil on hea sdnavara oma valdkonnaga seotud teemadeks ning enamike iildiste teemade jaoks.

C1 — Selle taseme Oppijad suudavad koostada selgeid ja histi struktureeritud tekste keerukatel
teemadel, tuues esile olulised kiisimused, laiendades ja toetades seisukohti iiksikasjalikult koos
tdiendavate punktide, pohjuste ja asjakohaste ndidetega ning lopetades sobiva jireldusega. Samuti
suudavad nad kasutada erinevate Zanrite struktuuri ja konventsioone ning varieerida tooni, stiili ja
registrit vastavalt adressaadile, tekstiliigile ja teemale.

C2 — Selle taseme Oppijad suudavad koostada selgeid, sujuvaid ja keerukaid tekste sobivas ja
tohusas stiilis ning loogilises struktuuris, mis aitab lugejal tuvastada olulisi punkte. Neil on viga
lai sdnavara, mis sisaldab idioome ja konekeelseid viljendeid; nad tunnetavad ka tihenduse
konnotatiivseid tasandeid.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9750



CEFR specifications for written production in Portuguese (PT)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Portuguese text
or narrative and determine the best CEFR level [A1, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

A1 — Os aprendentes deste nivel conseguem fornecer informagdes sobre assuntos de relevancia
pessoal (por exemplo, gostos e preferéncias, familia, animais de estimacdo) usando palavras/sinais
simples e expressoes basicas. Também conseguem produzir frases e expressdes simples e isoladas.

A2 — Os aprendentes deste nivel conseguem produzir uma série de frases e expressdes simples
(192

ligadas por conectores basicos como “e”, “mas” e “porque”. Tém vocabuldrio suficiente para
expressar necessidades comunicativas basicas e lidar com necessidades simples de sobrevivéncia.

B1 — Os aprendentes deste nivel conseguem produzir textos simples e coerentes sobre uma
variedade de temas familiares dentro de seu campo de interesse, ligando uma série de elementos
mais curtos em sequéncia linear. Possuem um bom repertério de vocabuldrio relacionado a temas
familiares e situagdes do cotidiano.

B2 — Os aprendentes deste nivel conseguem produzir textos claros e detalhados sobre uma
variedade de assuntos relacionados ao seu campo de interesse, sintetizando e avaliando informacdes
e argumentos de varias fontes. Tém um bom vocabuldrio para assuntos relacionados a sua drea e a
maioria dos temas gerais.

C1 — Os aprendentes deste nivel conseguem produzir textos claros e bem estruturados sobre
temas complexos, destacando os pontos relevantes, desenvolvendo e sustentando pontos de vista
com argumentos secunddrios, razdes e exemplos pertinentes, e encerrando com uma conclusao
apropriada. Também conseguem empregar a estrutura e as convencdes de diferentes géneros
textuais, variando o tom, o estilo e o registro conforme o destinatdrio, o tipo de texto e o tema.

C2 - Os aprendentes deste nivel conseguem produzir textos claros, fluidos e complexos em um
estilo apropriado e eficaz, com uma estrutura l6gica que ajuda o leitor a identificar os pontos
significativos. Tém um excelente dominio de um repertério lexical muito amplo, incluindo
expressdes idiomadticas e coloquialismos, e demonstram consciéncia dos niveis conotativos de
significado.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9751




CEFR specifications for written production in Arabic (ar)

You are an expert in language proficiency classification based on the
Common European Framework of Reference for Languages (CEFR).
Your task is to analyze the given Arabic text or narrative and
determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on
the CEFR descriptors of reading comprehension of learners below:
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Oty e SHLYOLE planzaly (1) SULA) bl o by 652 L
83 hay tapet Jovs Shle o] L] S5 6 ]

Aol Al el &1y LA J‘w gl el s 3 el ui: - A2
o el K Ol s r.‘,;.d SOV ST e At Loy Ol r\.\ée:.w\{
Al ) Slalim) e ol el 2ol ) Sl L)

G e 5B dpm Aty Walie (o ] sdl s G el S5 - BI
ekt 3 ) hail) bl g sl Ly b e pplensl Jl2 G %)W
sl by BYU) el 2ol s ALl o i T el o

o tese Beyd e daiey W)y (opa il gl s 3 Cpdend) oS - B2
wyalall op e e Ggf\} Sla glall ":_.37} uash & ar,;Ls.u\ dlﬁ L\L.:JU @b\}l\
Al ol liney b 2z 11 5 Bl Ols Al o i Bes# o
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Sluly 265 KL a0 geall Ll s bl 13 5,00 Wad) 5140 pe cioine
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Provide only the CEFR level as output directly, without explanation
or justification.

Text: «TEXT»

Answer:

9752




CEFR specifications for written production in Hindi (ar)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Hindi text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al - 3T IR & RrpuReft afpard 7eqa & fasat (S o¥ig @i e, uRaR, Terg THeR) &
IR H TR NG/ Hahdl iR ATt Sraafpad T SN axe STHBRT < Habd &l I rpurReft
TR, 3TT—3TeHT ATy iR arepaier «ft s7 et 21

A2 - 39 IR & RrpaRef WRet argpaiait iR argat at U IREel ST b 8, S “3iiR”, et
3R “HIfe” S TR FINID! @RI FS &I &1 377 UM e HRY0T JAaFhamati iR
IR S IMAIHATN Dl T &= b fTT RIS Srearaett gt &l

Bl - 39 R & RipuReft uRfYd fwai w, S I 3 & FOR 9 31T 8, e 3R I 5T Ui8
ST ol &, SR BIC-BIC M-3R ddal ®f Wb IRId =T F TIsT T 8T 81 $9b I
aRfrT v &iik AvRYT @ aRRRRIT ¥ Tefdre oeEl o1 3wt YeR BT 7

B2 - 39 R & fIrgpuReft orom 3 ¥R | weferd e fawat R quye, g u1s s Had
g, R 38 WAl ¥ TFSRT 3R dRBT B TARTT iR Terifda fsar Sirar 81 g9 T 31
PR & T AT 3R 3rfrepier G vl & oy et eerae gkt 21

Cl - 39 IR & RrpyReft Sifeer faval R quye, e dRe & WRiUd 918 a1 Iad 8, e
HEAYRUT G541 I XFTfhd BT STl 8, 3IR faRT &1 Harid f9gafl, PR 3R Sugemd ISTeRul
& T fIHaRYRId R fhaT STl 2, 3fR oid 5 o Suged ey f&r Sirar 31 9 faftee
Siforat B TREFT 3R WRURTN BT qRANT ft IR FHhd g, IR RG], U8 & RIR 3R 5T &
3R Qctt, Far 3R SATREdT Bl FHRIN aR o &l

C2 - 39 R & RipyRel Huye, Heo WA arel 3R el U8 941 Hebdl & Sl Iugepbel
3R AT et 7 Bl & 3R et dRed TRa-T UIdd @ @ [§gal &1 ugad o-d 4
BRI BRIl &1 §Ih U 95 fIRIga NGt 1 SRIBT FIaRYT 81T 8, o Jerar 3R ai-
ST @ AT oTfiet 8l &; I 3R &Y G (connotative ) TRAT & YR ot TorT 81 B |

Provide only the CEFR level as output directly, without explanation or justification.
Text: «TEXT»

Answer:

9753




CEFR specifications for written production in Russian (rv)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Russian text
or narrative and determine the best CEFR level [A1, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al — O6yyvaromyecs Ha 3TOM YPOBHe MOTYT CO00L[aTh MHGOpMAIUI0 Ha JUYHbBIE
TeMBI (HaIIpUMeD, 0 CBOUX IIPeJTIOUTEHUSX, CEMbE, JOMAITHUX >KUBOTHBIX), UCII0JIb3YS
IIPOCTHIE CJI0BA/>KeCTHI U 6a30Bble BhIpaskeHUs. Takoke OHU MOTYT COCTaBJIATh IIPOCThIE
OTZeIbHbIE Gpasbl U IIPefJI0KeHHUSI.

A2 — O6yyarolyecs Ha 3TOM YPOBHe MOTYT CTPOUTH CEPHI0 ITPOCTHIX Gpas U Ipe/Io-
YKEHUH, COeTUHEHHBIX C IIOMOILI0 ITPOCTHIX COI030B, TAKUX KaK «M», <HO» U «II0TOMY
YTO». Y HUX €CTh I0OCTAaTOYHBIH CJI0OBapHBIH 3amac IJIs1 BhIpa)keHHs 6a30BbIX KOMMYHHU-
KaTUBHBIX IOTPeOGHOCTEH U /711 PellleHUsI TPOCThIX OBITOBBIX 3ajau.

B1 — O6yyarolyecss Ha 3TOM ypPOBHe MOTYT CO3/jJaBaTh IIOHSTHbIE CBSI3HbIE TEKCTHI Ha
3HAKOMBble TeMBbI B paMKaxX CBOeI 006J1aCTH MHTEPecoB, 00beUHSIS CePUI0 KOPOTKUX,
OT/IEJIbHBIX 3JIEMEHTOB B JIMHEHHYIO ITOCJIE0BaTEJbHOCTh. Y HHUX XOPOIIHH 3artac
CJIOB, CBSI3aHHBIX C ITOBCETHEBHBIMU CUTYAITUSIMU U 3HAKOMBIMH TEMaMH.

B2 — O6yuarlyecs Ha 3TOM YpPOBHe MOIYT IIMCAaTh YETKHe U II0[POOHBbIE TeKCTHI
II0 pasJIMuYHBIM TeMaM, CB3aHHBIM C UX chepoil MHTepecoB, 06061as U OLleHUBas
MH(GOpMaLIUIO ¥ apI'yMeHTHI U3 HECKOJIbKUX UCTOYHUKOB. Y HUX XOPOILIHH CI0BAaPHBIN
3arac 110 TeMaTHUKe CBOel 06J1acTH U 60JIBIINHCTBY O0IIIUX TEM.

C1 — O6yuarolyecs Ha 3TOM ypOBHe MOIYT CO3/jaBaThb YETKHUeE, XOPOILIO CTPYKTYPHU-
POBaHHBIE TEKCTHI HA CJIO)KHBIE TeMBI, IIO[UEPKHBasi Ba)KHbIE ACIEeKTHl, pa3BUBasi U
060CHOBBIBAsI CBOI0 TOUKY 3peHUSI C IIOMOIIBI0 IOTI0JIHUTEIbHBIX apTyMeHTOB, IPUYNH
U peJleBaHTHBIX IPUMEpPOB, U 3aBepIIaTh TEKCT YMECTHBIM 3aK/Ii0ueHreM. OHU TaKkKe
MOTYT IPUMEHSTh CTPYKTYPY ¥ HOPMBI pPa3JINYHbBIX )KaHPOB, BapbUPYs TOH, CTUIb U
PETUCTP B 3aBUCUMOCTH OT afipecara, TUIla TEKCTa U TeMBL

C2 - ObyuaroImuecss Ha 3TOM YPOBHE MOTYT CO3/jaBaTh YETKUe, IJIaBHbIE U CI0>KHBIE
TEKCTHl B YMECTHOM U 3Q($eKTUBHOM CTHJIE, C JIOTUUHOM CTPYKTYpOMH, KOTOpas Io-
MOTaeT YUTATeJNI0 BBIJIEJATh BaKHbIe MOMEHTHL V HUX OTJIMYHOE BJajleHHe 0YeHb
IIIUPOKUM JIEKCUUECKUM 3aIlacoM, BKJIIOUash UMOMaTHUYecKUe BhIpaKeHHs U pasro-
BOPHYI0 JIEKCUKY; OHU 0CO3HAIOT KOHHOTaTUBHbIE YPOBHU 3HaUEHUM.

Provide only the CEFR level as output directly, without explanation or justification.
Text: «TEXT»

Answer:

9754



CEFR specifications for written production in Welsh (CY)

You are an expert in language proficiency classification based on the Common European
Framework of Reference for Languages (CEFR). Your task is to analyze the given Welsh text or
narrative and determine the best CEFR level [Al, A2, B1, B2, C1, or C2] based on the CEFR
descriptors of reading comprehension of learners below:

Al - Gall dysgwyr ar y lefel hon roi gwybodaeth am faterion o berthnasedd personol (e.e. pethau
maen nhw’n eu hoffi a’u casdu, teulu, anifeiliaid anwes) gan ddefnyddio geiriau/arwyddion syml
ac ymadroddion sylfaenol. Gall dysgwyr hefyd gynhyrchu brawddegau ac ymadroddion syml,
arwahanol.

A2 — Gall dysgwyr ar y lefel hon gynhyrchu cyfres o ymadroddion a brawddegau syml wedi’u
cysylltu gan gysyllteiriau syml fel “a”, “ond” a “oherwydd”. Mae gan ddysgwyr eirfa ddigonol i

fynegi anghenion cyfathrebu sylfaenol ac i ymdopi ag anghenion goroesi syml.

B1 - Gall dysgwyr ar y lefel hon gynhyrchu testunau cysylltiedig, uniongyrchol ar ystod o bynciau
cyfarwydd o fewn eu maes diddordeb, drwy gysylltu cyfres o elfennau byrrach ar wahan i mewn
1 ddilyniannol linol. Mae ganddynt ystod dda o eirfa sy’n ymwneud 4 phethau cyfarwydd a
sefyllfaoedd bob dydd.

B2 — Gall dysgwyr ar y lefel hon gynhyrchu testunau clir, manwl ar amrywiaeth o bynciau
sy’n gysylltiedig 4’u maes diddordeb, gan gyfuno a gwerthuso gwybodaeth a dadleuon o sawl
ffynhonnell. Mae ganddynt ystod dda o eirfa ar gyfer materion sy’n gysylltiedig 4’u maes ac ar
gyfer y rthan fwyaf o bynciau cyffredinol.

C1 — Gall dysgwyr ar y lefel hon gynhyrchu testunau clir, wedi’u strwythuro’n dda ar bynciau
cymhleth, gan amlygu’r materion perthnasol, ehangu a chefnogi safbwyntiau’n fanwl gyda
phwyntiau ategol, rhesymau ac enghreifftiau perthnasol, a gorffen gyda chasgliad priodol. Gallant
hefyd ddefnyddio strwythur a chonfensiynau amrywiaeth o genres, gan amrywio’r naws, arddull a
chofrestr yn 61 y derbynnydd, math y testun a’r thema.

C2 — Gall dysgwyr ar y lefel hon gynhyrchu testunau clir, esmwyth a chymhleth mewn arddull
briodol ac effeithiol ac mewn strwythur resymegol sy’n helpu’r darllenydd i nodi pwyntiau
arwyddocaol. Mae ganddynt reolaeth dda dros eirfa eang iawn gan gynnwys ymadroddion
idiomatig a llafariad; maent yn dangos ymwybyddiaeth o lefelau ystyron cynhennus.

Provide only the CEFR level as output directly, without explanation or justification.

Text: «TEXT»

Answer:

9755




