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Abstract

The DIFF Transformer mitigates interference
from irrelevant contexts by introducing a differ-
ential attention mechanism, thereby enhancing
focus on critical tokens. However, this architec-
ture suffers from two major limitations: first,
its use of two independent attention matrices
leads to numerical instability, and second, it
lacks global context modeling, which is essen-
tial for identifying globally significant tokens.
To address these challenges, we propose the
DINT Transformer, which extends the DIFF
Transformer by incorporating an integral mech-
anism. By computing global importance scores
and integrating them into the attention matrix,
the DINT Transformer not only improves over-
all numerical stability but also significantly en-
hances its ability to capture global dependen-
cies. Experimental results demonstrate that the
DINT Transformer achieves superior accuracy
and robustness across various practical appli-
cations, including long-context language mod-
eling and key information retrieval. These ad-
vancements establish the DINT Transformer as
a highly effective and promising architecture.

1 Introduction

Transformer(Vaswani, 2017), as one of the most
popular models in the field of artificial intelligence
today, is widely used in natural language process-
ing, computer vision, and other fields, especially
with the application of decoder-only architectures
in large language models (LLMs). Its core lies in
the attention mechanism based on softmax, which
assigns importance to different tokens in a se-
quence. However, recent research(Lu et al., 2021)
has found that LLMs face the challenge of attention
noise when accurately focusing on key information
in the context.

To address the issue of attention noise, DIFF
Transformer(Ye et al., 2024) introduces a differen-

*Equal contribution.

tial attention mechanism that effectively suppresses
the impact of irrelevant context by computing DIF-
Ference between two independent attention distri-
butions. However, DIFF Transformer still exhibits
significant limitations: The use of two independent
attention matrices makes it difficult to accurately
estimate weights for noisy components, resulting
in numerical instability that may adversely affect
downstream task performance.

Through our research, we observed that the se-
mantic interpretation of most tokens in a sequence
often depends on a few globally critical tokens.
Taking sentence processing as an example, key el-
ements such as subjects or main predicate verbs
frequently serve as semantic anchors (as illustrated
in Figure 1), playing a decisive role in construct-
ing overall meaning. Building on this insight, we
developed DINT Transformer by introducing an
integral mechanism to extend DIFF Transformer.
This integral component computes global impor-
tance scores, enabling the model to enhance its
focus on critical tokens. Our proposed DINT Trans-
former not only further reduces attention noise by
strengthening the focus on globally important to-
kens, but also significantly decreases the frequency
of negative values in attention matrices through
parametric design, thereby improving the model’s
overall numerical stability and substantially boost-
ing performance.

Through comprehensive experiments on long-
context language modeling and key information
retrieval tasks, we rigorously validated the efficacy
of DINT Transformer. The results demonstrate that
DINT Transformer consistently outperforms both
conventional Transformer and DIFF Transformer
across all tasks. Its integral mechanism not only ef-
fectively captures global dependencies and further
suppresses attention noise, but also significantly
enhances model stability, successfully addressing
inherent limitations of existing approaches. More-
over, while maintaining excellent scalability, DINT
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Figure 1: The DIFF Transformer’s use of two independent attention matrices results in a significant proportion of
negative values in its final attention scores. In contrast, the DINT Transformer substantially reduces the occurrence
of negative values, enhances numerical stability, and more effectively strengthens attention to globally important
tokens—such as precisely focusing on key entities like "Newton" within sentences.

Transformer delivers substantial performance im-
provements in downstream tasks such as key in-
formation retrieval. These significant findings es-
tablish DINT Transformer as a robust foundational
architecture for future advancements in sequence
modeling and large language models.

2 DINT Transformer

DINT Transformer is designed as a robust archi-
tecture for sequence modeling, particularly for
large language models (LLMs). The model con-
sists of L stacked layers, where each layer applies
a DINT attention module followed by a feedfor-
ward network. Starting from token embeddings
X0 ∈ RN×dmodel , the input is progressively trans-
formed through L layers to produce the final output
XL. The key innovation lies in the addition of an
integral mechanism within the attention module,
which enables effective modeling of global depen-
dencies while preserving numerical stability. The
overall structure aligns with common practices, in-
corporating pre-RMSNorm(Zhang and Sennrich,
2019) and SwiGLU(Ramachandran et al., 2017;
Shazeer, 2020) for enhanced performance follow-
ing LLaMA(Touvron et al., 2023). A diagram of
the model architecture is shown in Figure 2.

2.1 DIFF Attention
DIFF attention introduces a differential attention
mechanism that reduces attention noise by leverag-
ing the difference between two attention distribu-
tions. Specifically, given the input X ∈ RN×dmodel ,

it is projected to query, key, and value matrices:

[Q1;Q2] = XWQ, [K1;K2] = XWK , V = XWV ,
(1)

where Q1, Q2,K1,K2 ∈ RN×d and V ∈ RN×2d

are the projected matrices, and WQ,WK ,WV ∈
Rdmodel×2d are learnable parameters. The differen-
tial attention operator computes the output as:

DiffAttn(X)=

(
softmax

(
Q1K

⊤
1√

d

)
−λ·softmax

(
Q2K

⊤
2√

d

))
V

(2)
where λ is a learnable scalar parameter. This

differential mechanism effectively suppresses ir-
relevant context, enhancing the robustness of the
attention scores by canceling common-mode noise,
analogous to the operation of differential amplifiers
in electrical engineering. To synchronize learning
dynamics, λ is re-parameterized as:

λ = exp(λq1 · λk1)− exp(λq2 · λk2) + λinit, (3)

where λq1, λk1, λq2, λk2 ∈ Rd are learnable vec-
tors, and λinit ∈ (0, 1) is a constant used for ini-
tialization. Empirical results show that setting
λinit = 0.8 − 0.6 × exp(−0.3 · (l − 1)), where
l ∈ [1, L] represents the layer index, works well in
practice.

2.2 DINT Attention

DINT attention extends DIFF attention by introduc-
ing an integral mechanism, enhancing the model’s
ability to capture globally important information
while maintaining numerical stability through row
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Figure 2: Multi-head DINT Attention. DIFF Attention matrix implements reducing attention noise, while the
Integration Attention matrix enhances global attention.

(a) Scaling model size ranging from 830M to 13B. (b) Scaling number of training tokens for 3B models.

Figure 3: Language modeling loss of scaling up parameter count and training tokens. DINT Transformer outperforms
other models, demonstrating that it requires fewer parameters or tokens to achieve comparable performance. (a)
DINT Transformer matches the performance of larger models with fewer parameters. (b) DINT Transformer
achieves comparable performance using significantly fewer training tokens.

normalization in the final attention matrix. The
signal attention matrix A1 is computed using Q1

and K1:

A1 = softmax
(
Q1K

⊤
1√

d

)
. (4)

The integral component computes global impor-
tance scores by column-wise averaging of the sig-
nal attention weights. Crucially, to prevent infor-
mation leakage, the averaging operation only con-
siders tokens preceding the current token in the

sequence.

G[n, :] =
1

n

n∑

m=1

A1[m, :], (5)

where G ∈ RN×N .
DINT attention operator computes the output as:

DINTAttn(X) = (Adiff + γ · softmax(G))V,
(6)

where γ is a learnable scalar following DIFF Trans-
former, Adiff is DIFF attention component.

Unified Parameter Setting. By setting λ and γ
to the same value, we ensure that the final attention
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matrix Afinal has rows that sum to 1. This row
normalization guarantees numerical stability and
consistency across the model, thusintaining data
stability throughout the layers. This unified setting
follows the parameterization method used in DIFF
Transformer, further enhancing training stability.

2.3 Multi-Head Differential Attention
We also use the multi-head mechanism in DINT
Transformer. Let h denote the number of attention
heads. We use different projection matrices W i

Q,
W i

K , W i
V , i ∈ [1, h] for the heads. The scalar λ is

shared between heads within the same layer. Then
the head outputs are normalized and projected to
the final results as follows:

headi = DiffAttn(X;W i
Q,W

i
K ,W i

V , λ) (7)

headi = LN(headi) (8)

MultiHead(X) = Concat(head1, · · · , headh)WO

(9)
where WO ∈ Rdmodel×dmodel is a learnable projection
matrix, LN(·) uses RMSNorm for each head, and
Concat(·) concatenates the heads together along
the channel dimension. Unlike DIFF Transformer,
we do not apply an additional multiplier to the out-
puts of each head, as the unified parameter setting
in DINT Transformer already ensures numerical
stability and consistency. The number of heads
is set as h = dmodel/2d, where d is the head di-
mension of the Transformer, to ensure that the pa-
rameter count and computational complexity are
aligned.

Headwise Normalization. Figure 2 illustrates
the use of GroupNorm(Wu and He, 2018) within
the attention mechanism to stabilize training. Al-
though Layer Normalization (LN) is applied inde-
pendently to each attention head, the sparse nature
of differential attention often leads to varied statis-
tical patterns across heads. By normalizing each
head individually before the concatenation step, LN
ensures more consistent gradient statistics, which
contributes to improved training stability(Qin et al.,
2022; Wang et al., 2023).

2.4 Overall Architecture
The overall architecture stacks L layers, where each
layer contains a multihead differential attention
module and a feedforward network module. We
describe DINT Transformer layer as:

Y l = MultiHead(LN(X l)) +X l (10)

X l+1 = SwiGLU(LN(Y l)) + Y l (11)

where LN(·) is RMSNorm, and SwiGLU(X) is
defined as:

SwiGLU(X) = (swish(XWG)⊙XW1)W2,

where WG,W1 ∈ Rdmodel× 8
3
dmodel , and W2 ∈

R
8
3
dmodel×dmodel are learnable matrices.

3 Experiments

In this study, we evaluate DINT Transformer
through a series of experiments, comparing it
with DIFF Transformer and other baseline mod-
els. Since DINT Transformer does not introduce
new learnable parameters, only increasing compu-
tational complexity, its parameter count remains
unchanged. Therefore, the model configurations
used in the comparison were chosen to be the same
as those of DIFF Transformer. Our experiments
show that by enhancing attention to globally signifi-
cant tokens, DINT Transformer effectively reduces
attention noise. Additionally, DINT Transformer
exhibits stronger stability compared to DIFF Trans-
former, leading to improved performance across
tasks such as long-sequence modeling, key infor-
mation retrieval, and in-context learning.

3.1 Language Modeling Evaluation
We trained a 3B DINT Transformer language
model using the same configuration settings as the
3B DIFF Transformer language model. The model
settings are shown in Table 1.

Params Values
Layers 28
Hidden size 3072
FFN size 8192
Vocab size 100,288
Heads 12
Adam β (0.9, 0.95)
LR 3.2× 10−4

Batch size 4M
Warmup steps 1000
Weight decay 0.1
Dropout 0.0

Table 1: Configuration settings used for the 3B-size
DINT Transformer and DIFF Transformer models.

Results. Table 2 presents the zero-shot evalu-
ation results on the LM Eval Harness benchmark
(Gao et al., 2023). We compare DINT Transformer
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with other state-of-the-art Transformer-based mod-
els, including OpenLLaMA-v2-3B (Geng and Liu,
2023), StableLM-base-alpha-3B-v2 (Tow, 2023),
and StableLM-3B-4E1T (Tow et al., 2023). All
models were trained on 1T tokens under identical
configurations to ensure fair comparison. The re-
sults demonstrate that DINT Transformer not only
outperforms these baselines across all downstream
tasks but also exhibits superior stability.

3.2 Scalability Compared with Transformer
We evaluated the scalability of DINT Transformer
compared to the standard Transformer and DIFF
Transformer, specifically focusing on language
modeling tasks. This evaluation involved scaling
both model size and the number of training tokens.
We adopted an enhanced Transformer architecture
similar to LLaMA, ensuring a fair comparison by
using identical experimental setups.

Scaling Model Size As shown in Figure 3(a),
DINT Transformer consistently outperformed both
Transformer and DIFF Transformer across various
model sizes (see Table 3 for model configurations).
Specifically, DINT Transformer achieved compa-
rable validation loss to the Transformer with 44%
fewer parameters and matched the performance
of DIFF Transformer with 29% fewer parameters.
This demonstrates the superior efficiency and scal-
ability of DINT Transformer in terms of parameter
usage.

Scaling Training Tokens Figure 3(b) shows
the results of scaling the number of training to-
kens. The fitted curves indicate that DINT Trans-
former achieved comparable performance to the
Transformer with 33% fewer training tokens. Ad-
ditionally, DINT Transformer outperformed DIFF
Transformer with 16% fewer training tokens. These
results highlight the significant data efficiency of
DINT Transformer, achieving equivalent or supe-
rior results with considerably fewer resources.

3.3 Key Information Retrieval
The Needle-In-A-Haystack test (Kamradt, 2023)
is used to evaluate the ability of models to extract
key information from long contexts. Following the
protocol of LWM (Liu et al., 2024) and Gemini 1.5
(Reid et al., 2024), "needles" are short sentences
that assign a unique number to a city. The objective
is to retrieve these numbers based on a given query.

We position the answer needle at different depths
within the context (0%, 25%, 50%, 75%, 100%),
while other needles are placed randomly. Each

combination of depth and context length is evalu-
ated over 50 samples, and the average accuracy is
reported.

Retrieve from 4K Context Length We evalu-
ated the multi-needle retrieval task using 4K-length
contexts, inserting N = 1, 2, 4, 6 needles and re-
trieving R = 1, 2 needles. The models used for
evaluation were trained with an input length of 4K.
As shown in Table 4, DINT Transformer consis-
tently outperforms the other models. Particularly
at N = 6, R = 2, DINT achieves an accuracy
of 0.88, significantly better than Transformer and
DIFF models, indicating its superior ability to re-
trieve key information amidst distracting contexts.

Retrieve from 64K Context Length As shown
in Figure 4, the context lengths evaluated range
from 8K to 64K, with the configuration set to
N = 8, R = 1. We evaluated the 3B-scale model
with extended context (as described in Section 3.3).
The accuracy is reported across different answer
needle depths (y-axis) and context lengths (x-axis).
The bottom row shows the average accuracy across
all depths. From the figure, it can be observed
that DINT Transformer consistently performs well
across varying context lengths and needle depths.
Notably, at a 40K context length and 25% needle
depth, DINT Transformer shows a 52% improve-
ment in accuracy compared to Transformer and a
12% improvement compared to DIFF Transformer.

Attention Score Analysis Table 5 presents the
attention scores assigned to the answer span and the
noise context in the key information retrieval task.
These scores reflect the model’s ability to focus
on relevant information while ignoring irrelevant
noise. We compare the normalized attention scores
for different depths (i.e., positions) of the target
answer within the context. The results show that
DINT Transformer allocates significantly higher
attention to the correct answer span and exhibits a
substantial reduction in attention noise.

3.4 In-Context Learning
We investigate in-context learning from two main
angles: the performance on many-shot classifica-
tion tasks and the model’s ability to maintain ro-
bustness when utilizing context. In-context learn-
ing is an essential trait of language models, reflect-
ing their capability to make effective use of the
provided input context.

Many-Shot In-Context Learning As presented
in Figure 5, we compare the accuracy of many-
shot classification between DIFF Transformer and
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Model ARC-C ARC-E BoolQ HellaSwag OBQA PIQA WinoGrande Avg
OpenLLaMA-3B-v2 33.9 67.6 65.7 70.0 26.6 76.7 62.9 57.5
StableLM-base-alpha-3B-v2 32.4 67.3 64.6 68.6 27.1 76.0 63.0 57.0
StableLM-3B-4E1T – 66.6 – – – 76.8 63.2 –
DIFF-3B 36.9 ± 2.1 72.6 ± 1.7 69.2 ± 1.8 71.1 ± 2.4 29.1 ± 0.8 76.5 ± 1.0 69.2 ± 2.0 60.6
DINT-3B 39.2 ± 1.7 74.3 ± 1.3 70.7 ± 1.2 72.6 ± 1.7 30.3 ± 0.5 77.3 ± 0.6 72.0 ± 1.2 62.3

Table 2: Eval Harness accuracy compared with well-trained Transformer language models. The results indicate the
superior performance of DINT Transformer over other models across a range of tasks.

Figure 4: Multi-needle retrieval results in 64K length.

(a) TREC dataset (6 classes) (b) TREC-fine dataset (50 classes)

(c) Banking-77 dataset (77 classes) (d) Clinic-150 dataset (150 classes)

Figure 5: Accuracy of many-shot in-context learning across four datasets, with demonstration examples increasing
from 1-shot up to a total of 64K tokens. The dashed lines indicate the average accuracy once the model’s performance
stabilizes.
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(a) Examples are randomly arranged. (b) Examples are arranged alternately by class.

Figure 6: Many-shot in-context learning accuracy on four datasets. The accuracy for both DIFF Transformer and
DINT (Ours) models is presented, showing performance improvements across different numbers of demonstration
samples.

Size Hidden Dim. #Layers #Heads
830M 1536 24 8
1.4B 2048 24 8
2.8B 2560 32 10
6.8B 4096 32 16
13.1B 5120 40 20

Table 3: Model configurations for different sizes, includ-
ing hidden dimension, number of layers, and number
of attention heads. Each model was trained with a se-
quence length of 2048 and a batch size of 0.25 million
tokens, for a total of 40K training steps.

Model N = 1 N = 2 N = 4 N = 6
R = 1 R = 2 R = 2 R = 2

Transformer 1.00 0.85 0.62 0.55
DIFF 1.00 0.92 0.84 0.85
DINT 1.00 0.96 0.89 0.88

Table 4: Multi-needle retrieval accuracy in 4K length
contexts, averaged over the answer needle positions. N
represents the number of needles, and R denotes the
number of query cities.

our DINT Transformer architecture. We evaluate
the 3B-size language models that support 64K in-
put length. We follow the evaluation protocol of
(Bertsch et al., 2024) and use constrained decoding
(Ratner et al., 2023). The number of demonstration
samples is incrementally increased from 1-shot un-
til the total length reaches 64K tokens. Specifically,
we evaluate the models on the following datasets:
TREC (Hovy et al., 2001) with 50 classes, Banking-
77 (Casanueva et al., 2020) with 77 classes, and
Clinic-150 (Larson et al., 2019) with 150 classes.

The results show that DINT Transformer consis-
tently outperforms DIFF Transformer across all
datasets and varying numbers of demonstration
samples. The improvement in average accuracy
is substantial, with DINT achieving 2.8% higher
accuracy on TREC, 4.1% on TREC-Fine, 4.3% on
Banking-77, and 1.8% on Clinic-150.

Robustness of In-Context Learning Figure 6
presents a comparison of the robustness between
DIFF Transformer and DINT Transformer in the
context of in-context learning. By analyzing how
performance varies with different order permu-
tations of the same set of demonstration exam-
ples, we find that smaller performance fluctua-
tions reflect greater robustness and a reduced risk
of catastrophic degradation. The evaluation pro-
tocol remains consistent with the previously out-
lined methodology. Figure 6 displays the results
of this analysis on the TREC dataset. We exam-
ine two prompt configurations: randomly shuf-
fled examples and examples arranged by class
in an alternating pattern. In both configurations,
DINT Transformer consistently shows smaller per-
formance fluctuations compared to DIFF Trans-
former, demonstrating that our approach enhances
robustness in in-context learning tasks.

3.5 Ablation Studies

We perform ablation studies using 1.4B-parameter
language models, with the same training setup as
the 1.4B model in Section 3.2. Both models have
24 layers, with 16 attention heads for Transformer
and 8 for DIFF Transformer, each having a head
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Model Attention to Answer↑ Attention Noise↓
0% 25% 50% 75% 100% 0% 25% 50% 75% 100%

Transformer 0.03 0.03 0.03 0.07 0.09 0.51 0.54 0.52 0.49 0.49
DIFF 0.27 0.30 0.31 0.32 0.40 0.01 0.02 0.02 0.02 0.01
DINT (Ours) 0.35 0.38 0.40 0.41 0.45 0.01 0.01 0.01 0.01 0.01

Table 5: Attention scores allocated to answer spans and noise context in the key information retrieval task. The
target answer is inserted at varying depths within the context. DINT Transformer allocates more attention to relevant
information and effectively minimizes attention noise.

Model #Heads d GN Valid. Set↓ Fine-Grained Slices
AR-Hit↓ Others↓

DIFF 8 128 ✓ 3.062 0.880 3.247
−GroupNorm 8 128 ✗ 3.122 0.911 3.309
with λinit = 0.8 8 128 ✓ 3.065 0.883 3.250
with λinit = 0.5 8 128 ✓ 3.066 0.882 3.251

DINT (Ours) 8 128 ✓ 3.055 0.875 3.243
−GroupNorm 8 128 ✗ 3.075 0.893 3.256
with λinit = 0.8 8 128 ✓ 3.056 0.877 3.245
with λinit = 0.5 8 128 ✓ 3.058 0.878 3.245

Table 6: Ablation Studies of 1.4B-Size Models.

dimension of 128.

Table 6 reports the fine-grained loss on the vali-
dation set, breaking it into two components: "AR-
Hit" and "Others." "AR-Hit" evaluates the model’s
ability to recall previously seen n-grams, while
"Others" represents tokens that are either frequent
or not recalled from the context.

As shown in Table 6, we performed ablation
studies on various design choices in DINT Trans-
former and compared them with Transformer vari-
ants. All models are of similar size and training
FLOPs for a fair comparison. The results indicate
that our method outperforms DIFF Transformer
in both overall loss and fine-grained loss. When
GroupNorm is removed, the performance of DIFF
Transformer is significantly affected, while DINT
Transformer shows a smaller impact. This is be-
cause we ensure the row normalization of the at-
tention matrix, which improves the model’s overall
robustness. Additionally, when using constant ini-
tialization for lambda, we observe a slight decrease
in performance, but the model still maintains a high
level of performance. This demonstrates the effec-
tiveness of our initialization method and shows
that the model is robust to different initialization
choices.

4 Conclusions

We propose DINT Transformer, which integrates
global attention statistics into DIFF Transformer
to reduce noise and enhance focus on key words.
This improves the model’s ability to capture global
information, ensuring better stability and scalabil-
ity. Experiments show DINT Transformer excels in
long-sequence modeling, key information retrieval,
and in-context learning, making it highly promising
for NLP tasks requiring global context awareness.

5 Limitations

While the integration mechanism in DINT Trans-
former has significantly improved model perfor-
mance, this design inevitably introduces additional
computational complexity. These computational
characteristics present new optimization opportuni-
ties for large-scale model deployment, particularly
when processing long-sequence inputs. Through
our algorithm-system co-design approach, we are
actively developing more efficient implementations
to further enhance the computational efficiency of
DINT Transformer.
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