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Abstract

Retrieval-augmented generation (RAG) aims to
mitigate the hallucination of Large Language
Models (LLMs) by retrieving and incorporating
relevant external knowledge into the generation
process. However, the external knowledge may
contain noise and conflict with the parametric
knowledge of LLMs, leading to degraded per-
formance. Current LLMs lack inherent mecha-
nisms for resolving such conflicts. To fill this
gap, we propose a Dual-Stream Knowledge-
Augmented Framework for Shared-Private Se-
mantic Synergy (DSSP-RAG). Central to it is
the refinement of the traditional self-attention
into a mixed-attention that distinguishes shared
and private semantics for a controlled knowl-
edge integration. An unsupervised hallucina-
tion detection method that captures the LLMs’
intrinsic cognitive uncertainty ensures that ex-
ternal knowledge is introduced only when nec-
essary. To reduce noise in external knowledge,
an Energy Quotient (EQ), defined by attention
difference matrices between task-aligned and
task-misaligned layers, is proposed. Extensive
experiments show that DSSP-RAG achieves a
superior performance over strong baselines.

1 Introduction

Large Language Models (LLMs) excel in natural
language processing (NLP) tasks but face chal-
lenges in adapting to the rapid evolution of knowl-
edge (Meng et al., 2022; Fan et al., 2025). The dis-
crepancy between static pre-trained knowledge and
continuously evolving external information leads
to outdated, inconsistent, and insufficient knowl-
edge within LLMs, contributing to hallucination
and ultimately limiting model performance (Huang
et al., 2024; Tonmoy et al., 2024).
Retrieval-Augmented Generation (RAG) offers
a cost-effective solution by incorporating retrieved
external knowledge into the generation process of
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LLMs to alleviate hallucinations (Ram et al., 2023;
Qian et al., 2024; Yu et al., 2025; Li et al., 2025).
However, as shown in Figure 1, the classical RAG
methods face two core challenges. Firstly, there is
a lack of an effective mechanism for real-time hal-
lucination detection, resulting in blind injection of
external knowledge into LLM (Du et al., 2022; Pan
et al., 2023), but neglecting the need for proper
integration of knowledge. Studies have shown
that LLMs often exhibit a tendency to over-rely
on external evidence (Wu et al., 2024), in which
noise information may exist and inadvertently de-
grade the overall performance (inter-context con-
flict). Secondly, the external knowledge may con-
flict with the parametric knowledge acquired during
LLM pre-training (context-memory conflict) (Xu
et al., 2024). The lack of dedicated mechanisms
to resolve such knowledge conflicts, coupled with
the implicit knowledge encoding in current LLMs,
would affect generation stability.

To ensure more effective RAG, hallucination de-
tection and knowledge filtering are essential for
identifying and mitigating irrelevant or misleading
information prior to knowledge integration. Exist-
ing approaches of hallucination detection (Xiong
et al., 2024; Mahaut et al., 2024) and knowledge
filtering (Yu et al., 2023; Wang et al., 2024b) often
rely on supervised training that inherently limits the
generalization to out-of-domain scenarios. More-
over, some denoising strategies use the confidence
scores of the original LLM, rendering them suscep-
tible to the model’s internal biases (Li et al., 2022;
Zhou et al., 2024). Therefore, it is necessary to
incorporate accurate and unsupervised detection
modules.

More recent approaches to knowledge augmen-
tation employ knowledge editing (Zhang et al.,
2024a; Hase et al., 2024; Wang et al., 2025b) or
iterative reasoning (Wang et al., 2024a), but re-
main constrained by delayed integration and the
absence of explicit semantic disentanglement (Ju
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Figure 1: Comparison of Inference Results Using External vs. Parameterized Knowledge Across Methods

et al., 2024). The core limitation of current LLM
architectures lies in their reliance on implicit fu-
sion of internal and external knowledge, which
not only lacks interpretability but also incurs sub-
stantial computational overhead due to extended
context lengths (Jin et al., 2024) and quadratic cost
of the self-attention mechanism (Yang et al., 2024).

To address the aforementioned challenges, we
propose a Dual-Stream Knowledge-Augmented
Framework for Shared-Private Semantic Synergy
(DSSP-RAG). To tackle the inter-context conflicts,
DSSP-RAG preemptively incorporates a two-stage
control mechanism into RAG, consisting of an un-
supervised hallucination detection module to de-
termine when the external knowledge is necessary,
and a knowledge filtering module to maintain the
accuracy of the external knowledge by filtering
the noisy or redundant information. The former
is grounded in intrinsic cognitive uncertainty of
LLMs and detects hallucination by analyzing sub-
space variations in response to semantically equiva-
lent prompts. For the latter, we identify key and off-
set layer that differentially capture the task-aligned
versus misaligned information, and propose an En-
ergy Quotient (EQ) that is derived from the atten-
tion difference matrices between the pair of the key
and offset layer to amplify key knowledge frag-
ments while suppressing noise.

To mitigate the context-memory conflicts and
optimize knowledge augmentation by maximizing
the synergy between the model’s intrinsic capabil-
ities and external resources, we propose a mixed
attention mechanism to decompose dual-stream
knowledge into shared and private semantics in
a pluggable way. Shared semantics captures the
consistency between internal-external knowledge,

aiming to improve the reliability of generation. On
the other hand, private semantics preserves their
unique contributions that are dynamically adjusted
through a weighted fusion layer based on contex-
tual relevance, thus mitigating the conflicts and
improving generation accuracy.

Our contributions are summarized as follows: (1)
We propose an integrated framework that combines
unsupervised hallucination detection, knowledge
filtering and augmentation to precisely regulate the
integration of external knowledge and mitigate hal-
lucinations. (2) DSSP-RAG employs a mixed at-
tention mechanism to resolve context-memory con-
flicts and enhance dual-stream knowledge utiliza-
tion, improving generation reliability and accuracy.
(3) Extensive experiments over four benchmarks
show that our approach consistently outperforms
the state-of-the-art baselines.

2 Related Work

Hallucination Detection. LLLMs acquire knowl-
edge during pretraining, but the limitations of static
corpora may result in factual inaccuracies, result-
ing in outputs based on unreliable or fabricated in-
formation that undermine response credibility (Li
et al., 2023; Wang et al., 2023a; He et al., 2024).
Researchers have proposed various techniques to
detect hallucination. Current approaches primarily
include training multi-layered probes to extract fac-
tual confidence scores from hidden states (Azaria
and Mitchell, 2023; Kadavath et al., 2022; Burns
et al., 2023), leveraging the averaged log proba-
bilities assigned to a sequence of output tokens
to estimate factual confidence (Xiong et al., 2024;
Yin et al., 2023; Lin et al., 2022), prompting the
model to generate responses accompanied by con-
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Figure 2: Dual-Stream Knowledge-Augmented Framework for Shared-Private Semantic Synergy (DSSP-RAG)

fidence levels (Verbalization) (Tian et al., 2023),
using prompts to guide the model in outputting
specific tokens to assess factual accuracy, and eval-
uating consistency based on multiple sampling re-
sults (Wang et al., 2023b; Manakul et al., 2023;
Ding et al., 2024). Recent studies indicate that
training probes based on the model’s internal states
represents one of the most reliable methods for
hallucination detection (Mahaut et al., 2024). Hal-
lucination detection serves as the foundation for
mitigating hallucination issues, and our proposed
method stands out by eliminating the need for su-
pervised training, ensuring greater generalizability.

RAG for Hallucination. A straightforward ap-
proach to mitigate hallucination is to employ RAG
methods to retrieve accurate and comprehensive ex-
ternal facts as a complementary resource to guide
the generation process of LLMs (Huang et al.,
2023; Gao et al., 2025; Wang et al., 2025a). How-
ever, in the face of complex or multi-hop reason-
ing tasks, the knowledge obtained through single-
round retrieval often proves insufficient to pro-
vide adequate information for subsequent inference
steps. Thus, ITER-RETGEN uses an iterative ap-
proach to coordinate retrieval and generation, lever-
aging LLM responses at each iteration to retrieve
more relevant knowledge, thereby improving infer-
ence accuracy in subsequent rounds (Shao et al.,
2023; Lee et al., 2025). Moreover, Adaptive-RAG
dynamically adjusts retrieval strategies based on
task complexity, allowing flexible switching be-
tween single retrieval, iterative retrieval and no
retrieval, to meet various task demands (Jeong
et al., 2024; Guan et al., 2025). Integrating external

knowledge through in-context learning can con-
flict with the model’s internal knowledge and intro-
duce noise, degrading LLM performance. We ad-
dress this by filtering noise, resolving conflicts, and
enabling collaborative utilization of dual-stream
knowledge to mitigate hallucinations.

3 Methodology

3.1 Overview

Figure 2 presents an overview of DSSP-RAG,
which comprises three core modules designed
to integrate external knowledge with internal
representations while mitigating hallucinations.
First, DSSP-RAG identifies hallucination-prone
instances through subspace stability analysis, en-
abling adaptive retrieval timing. Second, an atten-
tion difference matrix is constructed to filter noise
from retrieved knowledge, ensuring the relevance
of the incorporated information. Finally, the DSSP
module proposes a mixed attention mechanism to
disentangle external and internal knowledge into
shared and private semantics, resolving potential
conflicts and enhancing the reliability of the output.

3.2 Hallucination Detection Based on Stability
of Sampling Subspaces

Hallucination detection provides a guiding signal
for the necessity and timing of integrating exter-
nal knowledge. To overcome domain-specific lim-
itations and the reliance on labeled data in pre-
vious work (Azaria and Mitchell, 2023; Kuhn
et al., 2023), we propose an unsupervised detec-
tion method based on the so-called cognitive un-
certainty (Yadkori et al., 2024), which manifests
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Figure 3: Performance variation with layer-wise pruning

as inconsistent outputs in response to semanti-
cally equivalent but syntactically varied prompts.
However, the outputs can be influenced by input
noise and model biases. LLMs reason within high-
dimensional sampling (probabilistic) subspaces
shaped by parametric knowledge from pre-training.
Thus, we employ the stability of the model’s sam-
pling subspaces (Ji et al., 2024; Zhang et al., 2024b)
as a metric to detect hallucinations, enabling an
improved generalization across tasks and a more
reliable assessment of the reasoning process.

To this end, we prompt the LLM to automati-
cally generate syntactically distinct but semanti-
cally similar alternative expressions for each query.
To assess the stability of sampling subspaces, we
employ Jensen-Shannon Divergence (JSD) to quan-
tify the differences between the subspaces of paired
queries (z, &) across model layers.

d(si(-|z), 5i(-|2)) = ISD(si(-|) |5 (-[2)). (1)

Here, s; denotes the sampling subspace activated
by the LLM in layer [ for a given input. The JSD
distance d below a predefined threshold § suggests
an effective internalization of correct knowledge
from the pretraining corpus of the LLM. Cognitive
uncertainty may cause a divergence in response,
leading to an increase in JSD in deeper layers, as
illustrated in the top-left subfigure of Figure 2. A
d exceeding the threshold would indicate an in-
stability in the sampling subspace, leading to an
increased risk of hallucination. JSD is preferred
over alternatives like KL-divergence due to its sym-
metric and bounded properties, see Appendix C for
a detailed analysis.

3.3 Filtering of External Knowledge

The core of the RAG is to enhance the LLM per-
formance by retrieving external factual knowledge
to support generation process. Current knowledge
filtering approaches exhibit poor domain general-
ization and heightened sensitivity to model-induced
biases (Fan et al., 2024). Therefore, inspired by
the work of Zhang et al. (2023), we perform a

layer-wise pruning study to assess the influence of
external knowledge on LLM’s decision-making.
By systematically removing each layer of the
LLM (denoted as w/ Removal) and comparing the
performance differences with the original model
(denoted as w/o Removal), the variations are quan-
titatively evaluated using semantic entropy, which
measures the uncertainty of the model’s output:

HY|Q) =-) pQ)logp(ylQ). (2
Yy

Here, p(y|@) denotes the model’s predicted prob-
ability for a given output token y, conditioned on
input query (). The higher entropy value indicates
a greater uncertainty in the model prediction.

The results (Figure 3) reveal performance fluc-
tuations caused by layer ablation. Specifically, re-
moving certain layers leads to an increased seman-
tic entropy, underscoring their role in encoding
task-relevant information. These layers often ex-
hibit broadly distributed attention to contextual se-
mantics. In contrast, eliminating other layers re-
duces entropy, suggesting that excessively narrow
attention may encode noise or irrelevant features.
Thus, we propose a classification of layers:

* Key Layer whose removal causes significant
performance degradation, indicating its role
in extracting task-relevant semantics and con-
structing global representations aligned with
inference objectives;

* Offset Layer whose removal leads to the great-
est performance improvement, suggesting it
amplifies noise or irrelevant features due to
attention misalignment with task goals.

Furthermore, from an information-theoretic per-
spective, we construct the Energy Quotient (EQ)
as a filtering matrix by analyzing the difference in
attention distribution, AA = A, — Ag, between
an offset layer («) and a key layer (3), thereby
quantifying the significance of external context:

exp(—AAA;)
S, exp(—AAA)

EQ; = 3)

Here, A denotes the temperature coefficient. The
higher A A;, the poorer the stability of the repre-
sentation space. Thus, a smaller £ (); indicates that
the feature ¢ increases uncertainty in the reasoning
process and is more likely to be identified as noise.
In contrast, a larger FQ); signifies a higher infor-
mational relevance and a greater contribution to the
reasoning process.
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Considering that the degree of noise varies in dif-
ferent tasks, we further introduce a dynamic weight-
ing coefficient ¢, formulated as follows, to adjust
the filtering effect of EQ on the external context.

o {log( — %M’) , Ah < -=0.1 @

0, otherwise

Here, Al = ho — horig, Where horiq represents
the semantic entropy of the original model response
with external context, and %, corresponds to the
semantic entropy after removing the offset layers.
A negative and larger absolute value of A% indi-
cates that the information attended to by the offset
layers has a significant negative impact, represent-
ing increased noise. Conversely, if the difference
is close to zero or positive, it indicates low noise
in external information, and knowledge filtering is
not required. Finally, the encoded external infor-
mation D is updated based on EQ-based filtering
and coefficient weighting, as follows:

b:{e-EQ-D, Ah < —0.1

D &)

otherwise

)

3.4 Dual-Stream Knowledge Augmentation

A primary limitation for LLMs in resolving context-
memory conflicts stems from the absence of ex-
plicit semantic decomposition in the conventional
attention, hindering the distinction between pri-
vate (source-specific) and shared (overlapping) se-
mantics (Xie et al., 2024; Li et al., 2024; Dong
et al., 2025). The inherent uniformity bias in at-
tention weights further exacerbates this issue by
amplifying the redundancy in shared semantics
while neglecting the conflicts in private semantics,
leading to ambiguous output. Furthermore, the ex-
tended context length introduced by external knowl-
edge increases computational overhead and dimin-
ishes the model’s focus on salient information (Jin
et al., 2024; Liu et al., 2024). In response to these
challenges, a mixed attention of the DSSP mod-
ule is proposed to decompose dual-stream knowl-
edge into shared and private semantics at the target
layer, identified via the maximal JSD between se-
mantically identical prompts. DSSP dynamically
balances the integration of parametric knowledge
and external sources while mitigating the context-
memory conflicts. A mathematical derivation of
the mixed attention is detailed in Appendix E.
Shared semantics refers to the overlapping por-
tion of knowledge between internal knowledge
and external knowledge D, which exhibits high

consistency between different sources of knowl-
edge. To capture this shared information, we com-
pute the similarity matrix between dual-stream
knowledge using the dot product similarity:

~ Ws areI Ws areD
sim(1, ) = p(L2n \)/(CT hareD)
k

where ¢ denotes the softmax function. Based on
the similarity matrix, the top-7' tokens from exter-
nal knowledge most similar to internal knowledge
are selected as shared semantics, denoted as Ugpare.
Then a cross-attention mechanism is applied to de-
rive Uenhance, Which integrates Ugpare into the inter-
nal knowledge stream, amplifying the consistency
between external and internal representations.

Private semantics refers to the unique infor-
mation within internal I or external knowledge
D, which helps fill the gaps in the other source.
This provides additional useful information for the
model’s predictive behavior. To extract these pri-
vate features, we introduce a differential attention
mechanism that subtracts the shared components
from each knowledge stream. Self-attention within
each source models token-level dependencies and
contextual interactions.

(W5 X) (Wi X)
vy

Meanwhile, the cross-attention models the mutual
influence and semantic relationships between the
dual knowledge, capturing the shared information:

(W X)(WEY)
Vi,

Thus, we define the differential attention mecha-
nism as the difference between self-attention 7(-)
of single knowledge source and cross-attention 7)(-)
of dual-stream knowledge:

Uprivate = Dattn(X7 Y) = T(Xv X) - 77(Xa Y)
®
When X and Y represent internal knowledge and
external knowledge respectively, the private seman-
tics within the internal knowledge can be extracted
through differential attention, and similarly, the
private semantics within the external knowledge
can be obtained. The explicit decoupling mecha-
nism enables DSSP-RAG to adaptively reweight
knowledge sources according to task demands:

U = concat(Uephance, UL Upo-mte), (10)

private>’

), (6

(X, X) = ( YWy X). (7

n(X,Y) = o JWVY). (8)

U = LN(W, (ReLU (W;U + b)) +b,). (11)
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To ensure the stability of model training, we ap-
ply a residual connection to combine the original
representation I and the aggregated knowledge rep-
resentation U. This combined representation is
then passed into the subsequent layers of the model
encoding and further-depth knowledge fusion.

3.5 Loss Function

LLMs are typically trained with cross-entropy loss,
but their inherent confidence bias may cause over-
confidence in incorrect predictions or undue un-
certainty in correct ones. Moreover, models with-
out knowledge adaptation struggle to effectively
attribute the influence of external knowledge , re-
sulting in abrupt probability distribution shifts that
may undermine the predictive accuracy.

To address thiAs issue, we introduce a conditionfll
entropy H(P(U|1)) = —3, P(§|I)logP(5|0)
to regulate the predictive uncertainty, allowing the
model to dynamically adjust confidence based on
the reliability of external knowledge. Accurate ex-
ternal knowledge reduces uncertainty, while noisy
knowledge increases it, providing a basis for filter-
ing external information. However, relying solely
on conditional entropy may compromise training
stability, as it lacks constraints on distribution shifts
across different inputs, potentially leading to over-
fitting or bias toward erroneous knowledge. To
enhance stability, we incorporate the KL diver-
gence Dy (P(4|U)||P(4|I)) to regularize the dis-
tributional shift of external knowledge, preventing
excessive deviations. This regularization ensures
that the model maintains prediction stability while
avoiding overreliance on noisy information. The
final loss function is then formulated as:

L= Log+pH(PU|I) +vDkr,  (12)

where Lo g represents the cross-entropy loss, i and
v respectively controls the regularization strength
of conditional entropy and KL divergence.

4 Experiments

4.1 Tasks and datasets

DSSP-RAG is evaluated on five datasets, includ-
ing two single-hop QA datasets: Natural Questions
(NQ) (Kwiatkowski et al., 2019) which is based on
real user queries, and TriviaQA (Joshi et al., 2017)
that consists of trivia questions; and two multi-hop
QA datasets: Adversarial HotpotQA (Yang et al.,
2018), and 2WikiMultihopQA (Ho et al., 2020),
which assess cross-document reasoning and infor-
mation integration using Wikipedia data. In ad-

dition, PubHealth (Kotonya and Toni, 2020) is a
closed-set generative dataset that comprises med-
ical claims on various biomedical topics. More
details are included in the Appendix A.

4.2 Experimental setups and baselines

All experiments are conducted on NVIDIA RTX
A6000 GPU with 49 GB of memory. The training
data consists of question-answer pairs from Hot-
potQA and 2WikiMultihopQA, leveraging the sup-
porting and non-supporting facts provided within
the datasets. The effectiveness of DSSP-RAG
is validated in different model architectures, in-
cluding LLaMA2-7B-Chat (Touvron et al., 2023),
LLaMA3-8B-Instruct (Meta, 2024) and Qwen2.5-
3B-Instruct (Qwen et al., 2025). In our main ex-
periment, we employ the BM25 (Robertson et al.,
2009) as retriever, utilizing the English version of
Wikipedia dumped on December 20, 2018 as the
retrieval corpus and retrieving five documents.

To evaluate the effectiveness of DSSP-RAG, we
compare it with two representative baselines of
RAG. (1) Simple RAG(SR-RAG): which directly
prepends the external knowledge obtained from a
single retrieval to the LLM’s prompt. (2)Adaptive
RAG: an active RAG framework that decides when
and what to retrieve during generation, including
Self-RAG (Asai et al., 2023), FLARE (Jiang et al.,
2023), DRAGIN (Su et al., 2024), SEAKR (Yao
et al., 2024). Following SEAKR, we re-implement
FLARE with IRCoT strategy (Trivedi et al., 2022)
to support evaluation on complex QA. IRCoT in-
terweaves CoT reasoning with retrieval-augmented
generation strategy. Meanwhile, we implement
DSSP-RAG with simple and adaptive retrieval,
yielding two variants: DSSP_SR and DSSP_AR.

4.3 Results and analysis
4.3.1

The experimental results in Table 1 demonstrate
that DSSP-RAG consistently achieves optimal per-
formance in different retrieval strategies over base-
line methods. For complex queries, the static and
broad nature of simple retrieval strategies often
fails to provide precise matches, thus impairing
model performance. However, DSSP-RAG effec-
tively leverages both internal and external knowl-
edge while mitigating noise interference, leading
to significant performance gains.

Although adaptive retrieval expands the knowl-
edge scope, it also introduces more noise and re-
dundancy. DSSP-RAG mitigates this by integrat-

Main results
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Model | LLaMA2-7B-Chat

\ LLaMA3-8B-Instruct

Method ‘

NQ | TriviaQA | HotpotQA | 2Wiki | PubH |

NQ | TriviaQA | HotpotQA | 2Wiki | PubH

| EM | EM | F1 | F1 | ACC | EM | EM | F1 | F1 | ACC
Simple RAG
No Retrival | 13.8 30.5 27.5 22.3 334 | 226 55.7 28.4 339 | 502
SR-RAG | 207 425 25.0 25.5 30.7 | 30.1 58.3 35.8 296 | 513
DSSP_SR | 195 | 453 | 293 | 267 | 342 | 286 | 589 | 376 | 368 | 527
Adaptive RAG
Self-RAG | 32.3 57.0 17.5 19.6 - 36.4 38.2 29.6 25.1 -
FLARE 25.3 50.7 22.1 24.3 37.1 | 225 55.8 28.8 339 | 445
DRAGIN | 232 54.0 29.2 300 | 524 - - 44.6 37.8 66.6
SEAKR 25.6 54.1 38.1 36.0 | 59.3 | 31.0 59.4 477 48.1 70.2
DSSP_AR | 25.1 | 5541 37.7 378" | 62.17 | 308 | 60.2 48.6' 498" | 7351
A (%) 1.95¢ 2.40" 1.05% 5.00" | 472" | 0.65% 1.35" 1.897 3.54" | 4.55"

Table 1: Performance comparison across methods and datasets on Llama family. T refers to a statistically significant
improvement achieved by DSSP-RAG over SEAKR (the best performing baseline) according to paired t-test
(p < 0.05). Self-RAG is fine-tuned from LLaMA2-7B-chat using NQ-style data.

| NQ | TriviaQA | HotpotQA | 2Wiki

Method
\ EM \ EM \ F1 \ F1
Simple RAG
No Retrival | 29.3 57.6 28.7 30.2
SR-RAG 38.5 60.8 37.1 27.4
DSSP-SR \ 39.7 \ 61.3 \ 40.1 \ 32.3
Adaptive RAG

FLARE 30.1 58.8 27.5 31.7
DRAGIN - - 42.6 38.7
SEAKR 42.1 63.7 48.1 40.1
DSSP_AR 43.6 65.3 48.4 44.2
A (%) 3.56" 251" 0.627 10.22"

Table 2: Performance comparison across different meth-
ods and datasets on Qwen2.5-3B-Instruct.

ing a hallucination detection module to assess the
necessity of external knowledge and leveraging
attention difference matrices to filter irrelevant con-
tent. In contrast, baseline methods, except SEAKR,
lack such mechanisms, resulting in interference
with internal knowledge by noise and reduced out-
put reliability. DSSP-RAG slightly underperforms
SEAKR on HotpotQA with LLaMA2-7B-Chat, as
SEAKR’s self-aware signals better capture uncer-
tainties in critical intermediate steps in multi-hop
reasoning. SEAKR utilizes LLM-based uncertainty
to guide retrieval but fails to resolve conflicts be-
tween external and internal knowledge. In contrast,
DSSP-RAG’s mixed attention mechanism exploits
shared semantics for reliable information activation
and adaptively balances private semantics to miti-
gate conflicts and external interference. This adapt-
ability ensures stable performance of DSSP_AR
in cross-domain tasks, whereas baseline models
suffer from fluctuations due to domain shifts.

DSSP-RAG consistently outperforms baselines
across tasks, with improvements varying by model
scale and dataset characteristics. = Gains are
most significant in multi-hop QA, which requires
extensive knowledge integration, while single-
hop QA tasks like NQ show limited improve-
ment. As illustrated in Table 2, DSSP-RAG in
Qwen2.5-3B-Instruct achieves higher performance
gains than baselines compared to LLaMA3-8B-
Instruct. These results across architectures and
scales demonstrate the strong robustness of DSSP-
RAG. In addition, we further evaluate the general-
izability of DSSP-RAG on the ASQA (long-form
QA) dataset, see Appendix B for detailed results.

4.3.2 Evaluation of DSSP under Knowledge
Conflict Scenarios

To evaluate DSSP-RAG’s effectiveness in resolv-
ing knowledge conflicts, we compare it with two
recent state-of-the-art baselines: EditCoT (Wang
et al., 2024a) and CK-PLUG (Bi et al., 2025). For a
fair comparison, hallucination detection and knowl-
edge filtering are removed from DSSP-RAG, leav-
ing only the DSSP module that modulates reliance
between parametric and retrieved knowledge. As
shown in Table 4, DSSP consistently outperforms
both baselines across multiple backbone models.
EditCoT updates knowledge at the chain-of-
thought level, constraining activation of paramet-
ric knowledge, while CK-PLUG regulates reliance
on parametric versus retrieved knowledge through
entropy-based confidence gain, which is prone to
output bias. In contrast, DSSP integrates knowl-
edge at the representation level via mixed-attention,
enabling fine-grained coordination between inter-
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nal and external knowledge. These results highlight
DSSP’s superior robustness and adaptability in re-
solving knowledge conflicts.

Method | TriviaQA  HotpotQA

Method
\ EM F1

LLaMA3 EditCoT 54.7 43.1
-8B- CK-PLUG 57.5 45.8
Instruct w/ DSSP 58.3 46.4
Qwen2.5 EditCoT 59.2 44.6
-3B- CK-PLUG 61.8 46.1
Instruct w/ DSSP 63.2 47.1

Table 3: Performance comparison of knowledge conflict
mitigation technologies.

To evaluate the effectiveness of DSSP module in
balancing internal and external knowledge under
conflicts, we follow CK-PLUG by constructing a
synthetic RAG setup with two deliberately incor-
rect statements in the retrieved context, enabling
stress-testing of LLM conflict resolution. Table 4
reports three metrics: ConR (alignment with the
retrieved context), ParR (alignment with model pa-
rameters), and EM.

Model | Method ConR ParR EM
LLaMA2 | w/oRAG - - 27.5
-7B- w/oDSSP  65.7 30.1 23.6
Chat w/ DSSP 51.6 323 259
LLaMA3 | w/o RAG - - 28.4
-8B- w/o DSSP 56.8 254 29.7
Instruct w/ DSSP 44.7 31.6 31.5
Qwen2.5 w/o RAG - - 28.7
-3B- w/o DSSP  46.1 217 321
Instruct w/ DSSP 37.4 28.3 33.6

Table 4: Performance (%) of DSSP Module in control-
ling knowledge reliance.

Across all model configurations, replacing stan-
dard self-attention with our mixed-attention mech-
anism consistently reduces reliance on misleading
context (lower ConR) while strengthening align-
ment with parametric knowledge (higher ParR).
This shift is crucial when external knowledge intro-
duces noise or contradictions. Furthermore, DSSP
consistently improves EM over baselines, under-
scoring the effectiveness of mixed-attention in syn-
ergistically leveraging internal and external knowl-
edge for enhanced reasoning and conflict resolution.
See Appendix G for Representative examples.

4.3.3 Ablation study
We conduct an ablation study on Llama-7b-chat
to assess the components of DSSP-RAG (Table 5).

The DSSP module is critical, as its removal (w/o
DSSP) causes a substantial drop in EM and F1

across datasets. By converting self-attention into
mixed attention, DSSP enables effective integration
of external knowledge while mitigating conflicts
and improving the reliability of the output.

Knowledge filtering (K.F.) has a greater impact
than hallucination detection (H.D.). Removing K.F.
(w/o K.F.) leads to a more significant decline, es-
pecially in F1, underscoring its role in removing
irrelevant or noisy knowledge and emphasizing the
importance of external knowledge accuracy for re-
sponse quality. Although removing hallucination
detection (w/o H.D.) results in a smaller perfor-
mance decrease, it still noticeably degrades genera-
tion quality, indicating that unregulated incorpora-
tion of external knowledge can introduce inconsis-
tencies or biases. The H.D. module mitigates this
by identifying hallucination-prone cases.

Method | HotpotQA | 2Wiki | TriviaQA
|EM F1 |EM F1 | EM
DSSP-RAG | 28.5 37.7 | 31.6 378 | 554

Ablating hallucination detection module
Trained Probes | 28.6 37.1 | 32.1 37.7 54.5
Verbalization 271 36.6 | 29.8 36.5 52.7
Hyb-Cons 27.8 36.8 | 314 37.1 54.3

Ablating knowledge filtering module
Entropy-based 26.7 369 | 29.1 356 533
Attention-based | 27.4 37.1 | 30.7 36.5 54.1

w/o H.D. 276 36.8 | 30.1 36.0 529
w/o K.F. 270 370|295 35.6 53.1
w/o DSSP 253 348 | 269 337 51.7

Table 5: Ablation study.

Furthermore, we replace the hallucination de-
tection module in DSSP-RAG with two existing
methods: Trained Probes, Verbalization and Hybrid
Consistency (Hyb-Cons). Verbalization suffers
from LLMs’ overconfidence (Ni et al., 2024), un-
derperforming even the baseline w/o H.D., whereas
our unsupervised detection based on sampling sub-
space stability matches the supervised Trained
Probes in effectiveness. The Hyb-Cons (Ding et al.,
2024) integrates cross-language and cross-model
scores to assess the consistency of perturbed re-
sponses for identical queries. DSSP-RAG frame-
work mitigates hallucination more robustly than
consistency-based baselines by analyzing sampling
subspace stability rather than surface-level output.
Its lightweight, unsupervised design integrates effi-
ciently into RAG pipelines without auxiliary mod-
els or complex decoding, demonstrating both effec-
tiveness and generalizability.

To better assess the effectiveness of the EQ-
based knowledge filtering module, we replaced
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the module in DSSP-RAG with two representa-
tive approaches: Entropy-based Filtering (Qiu
et al., 2025), which assigns preference weights
to documents based on token distribution entropy,
and Attention-based Filtering (Peng et al., 2025),
which scores relevance via cross-layer attention
with a fixed bias. The results demonstrate that
EQ-based method achieves superior factual accu-
racy and more robust performance across datasets.
DSSP-RAG departs from raw attention-based im-
portance measures by adopting an information-
theoretic view, modeling cross-layer attention vari-
ation to capture semantic stability. A temperature-
controlled Energy Quotient enhances sensitivity
to representational instability, while an entropy-
aware adaptive filter dynamically adjusts external
knowledge contributions, thereby reducing irrele-
vant interference and improving robustness.

4.3.4 Hyperparameter and efficiency analysis

We evaluate DSSP-RAG and two baselines on
2WikiMultihopQA using LLaMA-7B-Chat with
varying numbers of retrieved documents (Table 6).
SR-RAG initially benefits from knowledge aug-
mentation, but deteriorates with more than five
documents due to increased noise. SEAKR, de-
spite incorporating filtering and ranking, struggles
with relevance in extended contexts. In contrast,
DSSP-RAG consistently outperforms baselines by
leveraging mixed attention to disentangle shared
and private semantics, enabling effective knowl-
edge integration and mitigation of hallucinations.
Furthermore, inference efficiency is measured
with each method retrieving five external docu-
ments per query. The results show that DSSP-
RAG effectively balances inference efficiency and
resource consumption. Due to the design of
DSSP module, its autoregressive decoding time is
0.72s substantially faster than SR-RAG (1.6s) and
SEAKR (1.25s), which encodes internal and ex-
ternal knowledge in parallel and delays fusion via
hybrid attention until the target layer. Despite intro-
ducing moderate overhead, DSSP-RAG maintains
a low peak memory usage (17.34), outperforming
SEAKR (24.03) and remaining comparable to SR-
RAG (16.08). SEAKR’s higher resource demand
stems from its reliance on repeated LLM sampling.
As illustrated in Figure 4, we validate the ef-
fectiveness of DSSP-RAG’s dynamic plug-in strat-
egy, which selects the DSSP insertion layer based
on the maximal distance between sampling sub-
spaces of semantically equivalent but syntactically

Method | 3 5 10 20 Inf. Mem.
SRRAG | 12 60 B3 2 16 1608
SEAKR | P02 300 257 24105 2403
W e 5 1 o o

Table 6: Analysis of inference efficiency and document
count of knowledge-enhanced methods. Inf. (s) mea-
sures the time for autoregressive decoding only; Mem.
(GB) indicates peak GPU memory usage.

Regularization coefficient y of H(-)
20 04 05 0.52 055057 06 0.7

Similar Token T'
10 15

Exact Match
w
Exact Match
o

:

5 1 5 28 0.08 0.1 0.11 0.12 0.13 0.15 0.2
Regularization coefficient v of Dy,

5 2.
Layer |
Figure 4: The analysis of hyperparameters.

different prompts. Compared with fixed plug-in
positions at early, middle, and late layers, the dy-
namic strategy consistently outperforms all fixed
settings, including the best static configuration at
the 25th layer, highlighting the layer-wise variabil-
ity in knowledge encoding. Dynamically selecting
the most activated layer enables more effective in-
teraction with external knowledge and improves
information extraction. Moreover, we observe that
when the number of similar tokens 7" between in-
ternal and external knowledge is 10, the collabora-
tive effect of shared and private semantics reaches
its peak. Through grid search, we determine that
DSSP-RAG achieves optimal performance with
regularization coefficients of 0.55 for conditional
entropy and 0.1 for KL divergence.

5 Conclusions

We have proposed DSSP-RAG to address the inter-
context and context-memory knowledge conflicts
in RAG. A mixed attention mechanism is devel-
oped to disentangle the internal and external knowl-
edge into shared and private semantics, enabling
fine-grained control over knowledge utilization. An
unsupervised hallucination detection based on sam-
pling subspace divergence guides the integration of
external knowledge, and an Energy Quotient is in-
troduced to filter the noise via attention difference
matrices. Extensive experiments demonstrate that
DSSP-RAG significantly outperforms a wide range
of the state-of-the-art baselines.
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6 Limitations

To mitigate the hallucination issues, DSSP-RAG
incorporates hallucination detection, knowledge
filtering, and a mixed-attention module for shared-
private semantic synergy, enhancing the effective-
ness of external knowledge augmentation in LLMs.
Our hallucination detection method operates with-
out annotated data or supervised training, identify-
ing cognitive uncertainty in LLMs by assessing the
stability of sampling subspaces constructed from
internal states. This enables a precise determina-
tion of when external knowledge should be intro-
duced. However, LLMs may occasionally generate
consistent responses to syntactically different but
semantically identical prompts due to coincidence,
or they may produce stable but incorrect answers
that deviate from the intended response. To address
these limitations, we will propose further advance-
ments in hallucination detection methods based on
internal model states and a more in-depth investi-
gation of LLMSs’ internal representations.

Additionally, we evaluated the robustness of
DSSP-RAG and the baseline models under varying
numbers of external documents. Although DSSP-
RAG shows a general performance improvement
with an increasing number of retrieved documents,
a slight decline was observed when the document
count reached 20. This suggests potential interfer-
ence from redundant or noisy information, leading
to diminishing returns. In future research, we aim
to refine external knowledge selection mechanisms
by integrating more advanced noise filtering strate-
gies and context-aware integration techniques to
enhance the stability and generalization capabilities
of DSSP-RAG under larger-scale external knowl-
edge conditions.
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A Datasets and Settings

The fine-tuning dataset for DSSP-RAG consists of
30,000 samples from the train set of HotpotQA and
10,000 samples from the train set of 2WikiMul-
tihopQA. For hyperparameter tuning, we utilize
a subset of 3,000 HotpotQA samples and 2,000
2WikiMultihopQA samples. The details of the in-
ference dataset statistics are shown in Table 7. And,
the hyperparameters of DSSP-RAG on are listed in
Table 8.

The tuning process of the regularization coeffi-
cients follows a systematic grid search strategy to
determine the optimal parameter combination:
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‘ milti-hop QA

‘ single-hop QA

closed-set of public health

| HotpotQA  2WikiMultihopQA | NQ  TriviaQA | PubHealth
#Examples | 1000 1000 3610 11313 | 11,800
Table 7: The statistics of inference dataset.
* The KL divergence regularization term v is LLaMA2 LLaMA3
: - distributi : Model 7B-Chat 8B-Instruct
introduced to constrain distributional shifts -/B-Lha -oB-"nstruc
when integrating external knowledge, prevent- Method | str-em R-L | str-em R-L
ing the model from becoming overly reliant on Simple RAG
external sources, which could lead to predic- No Retrieval 167 155 | 297 334
ion bi Gi hat ller initial val SR-RAG 242 29.6 35.0 36.3
Flon iases. iven that a smaller initial value DSSP_SR 257 302 | 358 379
is ty.plcally .pr'ef‘er'ab.le to avoid excessive con- Adaptive RAG
straints, v is initialized at 0.12. The search Self-RAG 30.0 35.7 36.3 38.4
space for v is set within the range [0.05, 0.15] FLARE 285 336 | 343 351
. . SEAKR 30.8 36.4 40.1 40.6
with a step size of 0.01. DSSP_AR 22 381 | 429 433
* The conditional entropy regularization term A (%) | 1454  14.67 | 1698  16.65

W is designed to mitigate uncertainty when
leveraging external knowledge, thereby im-
proving knowledge utilization efficiency. A
relatively larger initial value helps the model
reduce uncertainty more effectively, facilitat-
ing improved accuracy in knowledge integra-
tion. Accordingly, p is initialized at 0.5, with
a coarse search space defined as [0.4, 0.7] us-
ing a step size of 0.1. For finer adjustments,
the step size is refined to 0.01 within the range
w € [0.5,0.6].

To ensure optimal parameter selection, cross-
validation is performed in the neighborhood of the
most promising parameter (0.1+£0.02,0.55+0.03).
The results confirm that the globally optimal com-
bination is ¥ = 0.1 and p = 0.55.

Hyperparameters Value
JSD threshold § 1.0
Similar token T’ 10
Regularization coefficient 1 0.55

Regularization coefficient v 0.1

Learning rate 4e-5
Epoch 7
Warm-up ratio 0.1

Table 8: Hyperparameters of DSSP-RAG.

B Evaluation on the ASQA Dataset

ASQA (Stelmakh et al., 2022) transforms QA into
a summarization-style generation task, thereby al-

Table 9: Performance comparison on ASQA dataset.

lowing us to evaluate DSSP-RAG’s capabilities
in scenarios that demand both factual grounding
and discourse-level generation quality. The results
shown in Table 9 further demonstrate the extensi-
bility of DSSP-RAG beyond traditional QA and
reaffirm the effectiveness of our proposed modules
under more generative settings.

C The details of hallucination detection

Figure 5 presents the Jensen-Shannon Divergence
(JSD) between sampling subspaces across different
layers of the LLM when prompted with semanti-
cally equivalent but syntactically different queries.
The accompanying Table 10 details the model’s
responses to each prompt. When the factual an-
swer is known, the model provides consistent re-
sponses across prompts, resulting in a small JSD
between subspaces. However, due to the cognitive
uncertainty, variations in the prompts can lead to
divergent responses, reflected in an increasing JSD
with deeper layers. If the JSD exceeds a predefined
threshold(d = 1.0), it indicates hallucination in the
LLM’s generation.

In the early stage of exploration and experimen-
tation, we compare two metrics-KL Divergence
(KL-Divergence) and Jensen-Shannon Divergence
(JSD)-in the hallucination detection module during
the testing phase of our work. The choice of JSD
is supported by both empirical observations and
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Figure 5: JSD Distances Between Sampling Subspaces of different prompts Under Non-Hallucination and Halluci-
nation Scenarios in LLMs.
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Figure 6: KL-Divergence Between Sampling Subspaces of different prompts Under Non-Hallucination and Halluci-
nation Scenarios in LLMs.
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Prompt Label

Model Answer

Where was the place of death of
Yazid III’s father?

father of Yazid III, where was place
of death of him?

Damascus

Damascus

Damascus, Syria

Where did the director of film Akcja
Pod Arsenatem graduate from?

film Akcja Pod Arsenatem’s director,
where did him graduate from?

National Film School in £.6dzZ

University of Warsaw

Poland

Table 10: Comparison of Model Responses to Different Prompts for Two Questions

mathematical analysis, as detailed below.

Empirical Observations. In our hallucination
detection experiments, we measured the divergence
of internal representations across different syntac-
tic formulations of the same query using both JSD
and KL-Divergence. The results reveal a key dis-
tinction: When hallucinations occur, JSD exhibits
a sharp increase in intermediate layers (e.g., lay-
ers 15-25) and remains above a certain thresh-
old, while it stabilizes below the threshold in non-
hallucinatory scenarios (as shown is Figure 5).
However, KL-Divergence shows elevated values
in intermediate layers regardless of hallucination
status, failing to differentiate hallucinatory outputs
from confident predictions (as shown is Figure 06).

This divergence highlights fundamental differ-
ences in their mathematical properties and their
applicability to uncertainty quantification.

Mathematical Analysis of JSD and KL-
Divergence. Let P and () denote the probability
distributions of model responses to two syntacti-
cally distinct but semantically equivalent prompts.
The formal definition of KL-Divergence is as fol-
lows:

PP Q) =Y P()log 1) (13)

P(
Q(i)
1. Asymmetry: Dgp (P || Q) # Dxr(Q || P)

2. Unbounded Range: Dk, € [0, 4+00), which is
sensitive to outliers when Q (i) — 0.

3. Interpretation: Quantifies the information loss
when approximating P with Q.

The formal definition of JSD is as follows:
1 1
ISD(P || Q) = 5 Dxw(P || M)+5Dia(@ || M),

(14)
_ P+Q
where M = ==.

1. Symmetry: JSD(P || Q) =JSD(Q || P)

2. Bounded Range: JSD € [0, 1], which is robust
to distribution tails.

3. Interpretation: Measures the average diver-
gence of P and () from their midpoint distri-
bution M.

The suitability of JSD for hallucination detec-
tion arises from its symmetric and bounded nature,
which aligns well with the requirements for de-
tecting hallucinations caused by cognitive uncer-
tainty: First, hallucinations manifest as inconsis-
tencies in reasoning paths under varying syntactic
contexts. JSD symmetrically captures the mutual
disagreement between P and @), reflecting intrin-
sic uncertainty in the model’s knowledge represen-
tation. In contrast, KL-Divergence’s asymmetry
introduces bias: Dk (P || Q) penalizes Q’s devia-
tions from P but not vice versa, amplifying noise
in intermediate layers where syntactic variations
naturally induce transient shifts in representation
(e.g., rephrasing-triggered attention redistribution),
which can lead to false positives. Second, inter-
mediate layers often encode syntax-sensitive fea-
tures (e.g., grammatical structures), which vary
significantly across paraphrased queries even in
non-hallucinatory scenarios. KL-Divergence’s un-
bounded sensitivity to such variations causes spuri-
ous spikes, whereas JSD’s boundedness filters out
syntax-driven noise while retaining semantic-level
inconsistencies.

The symmetry, boundedness, and robustness of
JSD to syntactic noise make it particularly well-
suited for detecting hallucinations driven by cog-
nitive uncertainty. In contrast, the sensitivity of
KL-Divergence to transient syntactic variations and
directional bias limits its effectiveness in this con-
text. Therefore, we have selected JSD as the metric
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for our unsupervised hallucination detection mod-
ule.

Hyperparameter analysis To evaluate the ro-
bustness of our hallucination detection threshold
0, we conduct a sensitivity analysis by varying
6 from 0.6 to 1.5 in increments of 0.1, and mea-
suring the resulting EM scores on three datasets:
HotpotQA, 2Wiki, and TriviaQA. As shown in Ta-
ble 11, when the hallucination detection threshold
is set too low, external knowledge is introduced
without sufficient control, which may interfere with
the LLM’s reasoning process. As the threshold §
increases from 0.6 to 1.0, performance improves
steadily, reaching its optimal at 6 = 1.0. Within the
range ¢ € [0.8,1.2], EM scores remain stable with
minimal fluctuation. However, when § exceeds 1.2,
the performance begins to degrade, likely due to
the over-restriction of external knowledge retrieval.

5 ‘ HotpotQA ‘ 2Wiki ‘ TriviaQA

EM EM EM
0.6 27.6 30.1 52.9
0.7 27.9 304 533
0.8 28.1 30.9 53.9
0.9 28.4 314 543
1.0 28.5 31.6 54.5
1.1 28.3 31.5 544
1.2 27.9 31.0 54.0
1.3 253 28.5 50.1
1.4 23.1 253 47.6
1.5 20.4 19.5 443

Table 11: Sensitivity analysis of detection threshold §
on EM scores.

In the future work, we will introduce a more
principled and adaptive mechanism for threshold
selection to enhance the generality and flexibil-
ity of the framework. For example, potential fu-
ture directions include: (1) dynamically adjusting
0 based on statistical properties (e.g., the distri-
bution of JSD across layers or samples), and (2)
clustering-based threshold calibration. In the latter,
we can apply unsupervised clustering algorithms
(e.g., K-means or Gaussian Mixture Models) to the
distribution of JSD values obtained from seman-
tically perturbed prompts. By identifying natural
groupings in the JSD space, for example, stable vs.
unstable subspaces, the boundary between clusters
can be used to automatically determine a context-
dependent threshold §, eliminating the need for
manual tuning and improving adaptability across

models and domains.

D The details of knowledge filtering

We evaluate LLLMs’ attention distribution and re-
sponse behavior when external knowledge is incor-
porated into the input query using the following
prompts, where the red-highlighted segments indi-
cate noise. As described in the methodology, the
key layers in LLMs are responsible for capturing
abstract global semantics, focusing on task-specific
feature representation, and playing a central role
in reasoning, as illustrated in Figure 7. In contrast,
offset layers tend to amplify noise, leading to devi-
ations in attention distribution and adversely affect-
ing prediction performance, as shown in Figure 8.
Excessive reliance on external knowledge, coupled
with noise interference, results in erroneous model
outputs. Using attention distribution differences be-
tween the key and offset layers, we can effectively
identify noise and mitigate its negative impact.

Prompt of knowledge filtering

User:

Please answer the given question with format referring
to the knowledge provided below.

Question: Where was the performer of song Get A
Life — Get Alive born?

Knowledge: The song is sung by Eric Papilaya,
and was written by Greg Usek (music) and Austin
Howard (lyrics). Bernard Bonvoisin, known as
Bernie Bonvoisin( born 9 July 1956 in Nanterre,
Hauts- de- Seine), is best known for having been the
singer of Trust. Eric Papilaya (born 9 June 1978 in
Vocklabruck, Upper Austria) is a singer from Austria
who represented his home country in the Eurovision
Song Contest 2007 in Helsinki, Finland.

Assistant:
A: The answer is

Output: 9 July 1956 in Nanterre, Hauts- de- Seine

Figure 10: Prompt of knowledge filtering
Figure 9 presents the performance variation curves
of the original and fine-tuned models under layer-
wise pruning on the same test cases. The results in-
dicate that semantic entropy, when computed based
on the probability distribution of the original model,
fails to serve as a reliable metric for evaluating key
and offset layers. However, after fine-tuning with
the proposed DSSP components and loss function,
semantic entropy effectively captures the perfor-
mance differences between the key and offset layer
compared to the LLM without integrated knowl-
edge.

Our approach leverages conditional entropy to mit-
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Figure 9: Performance variation curves of the original and fine-tuned models under layer-wise pruning.
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igate uncertainty while using KL divergence to
enhance distribution stability, thereby improving
external knowledge filtering during the reasoning
process. The fine-tuned model alleviates the inher-
ent confidence bias of the original model, which
may lead to excessive confidence in incorrect pre-
dictions or undue uncertainty in correct predictions.

E Mathematical derivation of the mixed
attention for shared-private semantic
decomposition

In our work, to enhance generation process of LLM
with the filtered external knowledge, DSSP module
employs mixed attention to decompose dual-stream
knowledge into shared and private semantics at the
target layer. The semantic relevance between in-
ternal knowledge X and external knowledge Y is
estimated based on dot product similarity, where
the top 7" tokens in the external knowledge that
exhibit the highest similarity to the internal knowl-
edge are selected as shared semantics. Furthermore,
we propose a differential attention mechanism to
extract private semantics between internal and ex-
ternal knowledge. In the following, the detailed
explanation and analysis of the underlying princi-
ples of differential attention are provided.

The differential attention mechanism is defined as
the difference between self-attention 7(-) of a sin-
gle knowledge source and cross-attention 7(-) of
dual-stream knowledge:

Daml(Xv Y) = T(X7X) _77(X7 Y) (15)
The mathematical explanation via explicit operator
decomposition is as follows.

Let the latent representations of internal knowledge
X and external knowledge Y be decomposed as
follows:

X =S+ Px + Ny, (16)

Y:S—‘rPy—l—Ny, (17)

where S represents the shared semantics (common
component), Px, Py denote the private semantics
of internal and external knowledge, respectively,
and Ny, Ny correspond to noise components.
Traditional cross-attention (X, Y") primarily mod-
els the associations between X and Y, and its out-
put can be approximated as:

n(X,Y) o softmax(X Wo (Y Wix) )Y Wy,

~ aS+ B(Nx + Ny),
(18)

where o and [ are weighting coefficients. This
formulation indicates that cross-attention predomi-
nantly captures a mixture of the shared semantics
S and noise components N, Ny, while failing to
effectively distinguish private semantics.
Conversely, self-attention 7(X, X') models the in-
ternal dependencies within X, and its output can
be approximated as:

7(X, X) oc softmax(X W (X Wi )T) X Wy
~~vS+ 6Px + eNx,
(19)

which captures a combination of shared semantics
S, private semantics Py, and noise Nx.

By computing the difference between self-attention
and cross-attention, Uprivae = 7(X, X) —1(X,Y),
the contribution of the shared semantics S is effec-
tively removed:

Uprivate ~ (’YS +0Px + 6Nx)
— (S + B(Nx + Ny))
= (y—a)S +6Px + (e — B)Nx — BNy,
(20)

By optimizing parameters such that v ~ « and
€ =~ (3, the formulation is simplified as follows:

Uprivate ~ 5PX _5NY- (21)
The above derivation process demonstrates that the
differential attention mechanism suppresses both
shared semantics S and internal noise Nx, while
preserving private semantics Px and attenuating
the impact of external noise Ny .

F Prompt of query variation

The prompt designed to enable the LLM to auto-
matically generate alternative expressions, which
are semantically similar but syntactically distinct
from the original queries, is as follows:
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Prompt of query variation encoded and subsequently integrated with the para-

metric knowledge of the model through the hybrid
Unar . . attention mechanism of the DSSP module, enhanc-
Please provide another expression with the same mean-

ing as the given sentence following the given example, ing both the generation process and the accuracy
and ensuring that both expressions have the same tok- of the reasoning.

enization length using AutoTokenizer.

Sentence: Who is the paternal grandfather of Tancred,
King Of Sicily?

Another Sentence: Tancred, King Of Sicily’s paternal
grandfather is who?

Sentence: What is cause of death of performer of song
How Do U Want It?

Another Sentence: performer of song How Do U Want
It, what is cause him die?

Sentence: Where was the place of death of Yazid III’s
father?

Another Sentence: father of Yazid III Where was place
of death of him?

Sentence: [input]

Assistant:

Another Sentence:
\ J

Figure 11: Prompt of query variation

G Case study

To illustrate the practical implications of DSSP-
RAG’s Shared-Private Semantic Synergy in real-
world tasks, we present representative examples
in Table 12. The first case demonstrates how the
DSSP module effectively prevents the LLM from
over-relying on noisy information introduced by
the retrieved context during reasoning. The second
case illustrates that, under partial guidance from
external knowledge, the DSSP module enables the
LLM to successfully leverage its parametric knowl-
edge to produce correct reasoning, thereby achiev-
ing a synergistic integration of internal and external
knowledge.

H In context learning examples

For DSSP_SR, the retrieved external knowledge
and query are provided separately as inputs to
the LLM. At the target layer, the hybrid attention
mechanism of the DSSP module integrates external
knowledge with the parametric knowledge of the
model to generate responses, as illustrated in Fig-
ure 2. For DSSP_adaptive, to maximally activate
the LLM’s parametric knowledge and reasoning
capabilities, we follow the SEAKR approach by
providing identical in-context learning examples
for single-hop QA datasets, as shown in Figure 12.
For multi-hop QA datasets, we leverage IRCoT
to supply dataset-specific in-context learning ex-
amples: HotpotQA (Figure 13) and 2WikiMulti-
HopQA (Figure 14). The retrieved knowledge re-
mains a separate input to the LLM, where it is first
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Question Where was the performer of song Get A Life — Get Alive born?

Ground Truth  Vécklabruck

Context Bernard Bonvoisin, known as Bernie Bonvoisin (born 9 July 1956 in Nanterre, de-Seine), is best known for
having been the singer of Trust [Noise]. The song is sung by Eric Papilaya, and was written by Greg Usek
(music) and Austin Howard (lyrics). Eric Papilaya (born 9 June 1978 in Vocklabruck, Upper Austria) is a
singer from Austria who represented his home country in the Eurovision Song Contest 2007 in Helsinki,

Finland.
Output w/o DSSP  Nanterre, de-Seine
w/DSSP  Vocklabruck
Question Who is the paternal grandfather of Tancred, King Of Sicily?
Ground Truth  Roger II of Sicily
Context Roger’s first public act took place at Melfi in 1129, where, though still a child, he accepted the fealty of

some rebellious barons along with his father and his younger brother Tancred [Noise]. Tancred was King
of Sicily from 1189 to 1194. He was born in Lecce, an illegitimate son of Roger III, Duke of Apulia (the
eldest son of King Roger II) by his mistress Emma, a daughter of Achard II, Count of Lecce.
Output w/o DSSP  Roger I of Sicily
w/ DSSP Roger II of Sicily

Table 12: Case study: DSSP mitigates hallucinations via synergizing parametric and external knowledge under
conflicting contexts.
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single-hop QA

Question: Nobody Loves You was written by John Lennon and released on what album that was
issued by Apple Records, and was written, recorded, and released during his 18 month separation
from Yoko Ono?

Answer: The album issued by Apple Records, and written, recorded, and released during John
Lennon’s 18 month separation from Yoko Ono is Walls and Bridges. Nobody Loves You was
written by John Lennon on Walls and Bridges album. So the answer is Walls and Bridges.
Question: What is known as the Kingdom and has National Route 13 stretching towards its
border?

Answer: Cambodia is officially known as the Kingdom of Cambodia. National Route 13 stretches
towards the border to Cambodia. So the answer is Cambodia.

Question: Jeremy Theobald and Christopher Nolan share what profession?

Answer: Jeremy Theobald is an actor and producer. Christopher Nolan is a director, producer,
and screenwriter. Therefore, they both share the profession of being a producer. So the answer is
producer.

Question: What film directed by Brian Patrick Butler was inspired by a film directed by E.W.
Murnau?

Answer: Brian Patrick Butler directed the film The Phantom Hour. The Phantom Hour was
inspired by the films such as Nosferatu and The Cabinet of Dr. Caligari. Of these, Nosferatu was
directed by FW. Murnau. So the answer is The Phantom Hour.

Question: Vertical Limit stars which actor who also played astronaut Alan Shepard in *The Right
Stuff’?

Answer: The actor who played astronaut Alan Shepard in *The Right Stuff” is Scott Glenn. The
movie Vertical Limit also starred Scott Glenn. So the answer is Scott Glenn.

Question: Which car, produced by Ferrari from 1962 to 1964 for homologation into the FIA’s
Group 3 Grand Touring Car category inspired the Vandenbrink GTO?

Answer: The car produced by Ferrari from 1962 to 1964 for homologation into the FIA’s Group
3 Grand Touring Car category is the Ferrari 250 GTO. The Ferrari 250 GTO also inspired the
Vandenbrink GTO’s styling. So the answer is Ferrari 250 GTO.

Following the examples above, answer the question by reasoning step-by-step.
Question: [Question]

Figure 12: Examples for single-hop QA datasets
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HotpotQA

Question: Jeremy Theobald and Christopher Nolan share what profession?

Answer: Jeremy Theobald is an actor and producer. Christopher Nolan is a director, producer,
and screenwriter. Therefore, they both share the profession of being a producer. So the answer is
producer.

Question: What film directed by Brian Patrick Butler was inspired by a film directed by E.W.
Murnau?

Answer: Brian Patrick Butler directed the film The Phantom Hour. The Phantom Hour was
inspired by the films such as Nosferatu and The Cabinet of Dr. Caligari. Of these, Nosferatu was
directed by EW. Murnau. So the answer is The Phantom Hour.

Question: How many episodes were in the South Korean television series in which Ryu
Hye-young played Bo-ra?

Answer: The South Korean television series in which Ryu Hye-young played Bo-ra is Reply 1988.
The number of episodes Reply 1988 has is 20. So the answer is 20.

Question: Were Lonny and Allure both founded in the 1990s?

Answer: Lonny (magazine) was founded in 2009. Allure (magazine) was founded in 1991. Thus,
of the two, only Allure was founded in the 1990s. So the answer is no.

Question: Vertical Limit stars which actor who also played astronaut Alan Shepard in The Right
Stuff ?

Answer: The actor who played astronaut Alan Shepard in The Right Stuff is Scott Glenn. The
movie Vertical Limit also starred Scott Glenn. So the answer is Scott Glenn.

Question: What was the 2014 population of the city where Lake Wales Medical Center is located?
Answer: Lake Wales Medical Center is located in the city of Lake Wales, Polk County, Florida.
The population of Lake Wales in 2014 was 15,140. So the answer is 15,140.

Question: Who was born first? Jan de Bont or Raoul Walsh?

Answer: Jan de Bont was born on 22 October 1943. Raoul Walsh was born on March 11, 1887.
Thus, Raoul Walsh was born first. So the answer is Raoul Walsh.

Question: In what country was Lost Gravity manufactured?

Answer: The Lost Gravity (roller coaster) was manufactured by Mack Rides. Mack Rides is a
German company. So the answer is Germany.

Following the examples above, answer the question by reasoning step-by-step.
Question: [Question]

Figure 13: Examples for HotpotQA
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2WikiMultihopQA

Question: Who was born first out of Martin Hodge and Ivania Martinich?

Answer: Martin Hodge was born on 4 February 1959. Ivania Martinich was born on 25 July 1995.
Thus, 4 February 1959 is earlier than 25 July 1995 and Martin Hodge was born first. So the answer
is Martin Hodge.

Question: When did the director of film Hypocrite (Film) die?

Answer: The film Hypocrite was directed by Miguel Morayta. Miguel Morayta died on 19 June
2013. So the answer is 19 June 2013.

Question: Are both Kurram Garhi and Trojkrsti located in the same country?

Answer: Kurram Garhi is located in the country of Pakistan. Trojkrsti is located in the country of
Republic of Macedonia. Thus, they are not in the same country. So the answer is no.

Question: Do the director of film Coolie No. 1 (1995 Film) and the director of film The
Sensational Trial have the same nationality?

Answer: Coolie No. 1 (1995 film) was directed by David Dhawan.

The Sensational Trial was directed by Karl Freund. David Dhawan’s nationality is Indian. Karl
Freund’s nationality is German. Thus, they do not have the same nationality. So the answer is no.
Question: Who is Boraqchin (Wife Of Ogedei)’s father-in-law?

Answer: Boraqchin is married to Ogedei Khan. Ogedei Khan’s father is Genghis Khan. Thus,
Boraqchin’s father-in-law is Genghis Khan. So the answer is Genghis Khan.

Question: When did the director of film Laughter In Hell die?

Answer:The film Laughter In Hell was directed by Edward L. Cahn. Edward L. Cahn died on
August 25, 1963. So the answer is August 25, 1963.

Following the examples above, answer the question by reasoning step-by-step.
Question: [Question]

Figure 14: Examples for 2WikiMultihopQA
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