
Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 10967–10991
November 4-9, 2025 ©2025 Association for Computational Linguistics

NileChat: Towards Linguistically Diverse and Culturally Aware LLMs
for Local Communities

Abdellah El Mekkiλ* Houdaifa Atouδ Omer Nacarψ

Shady Shehataγ Muhammad Abdul-Mageedλ,γ

λThe University of British Columbia δMohammed VI Polytechnic University
ψTuwaiq Academy γInvertible AI

{abdellah.elmekki,muhammad.mageed}@ubc.ca

(b) Controlled generation

(a) Translation

English
Data

Translate 
to low-resource language LLM

أحمد: إزيك يا مصطفى، مش هتاكل؟
مصطفى: معلش، كنت بكلم المدام. بقلق من أكل الشارع ده، 

مش كده؟
أحمد: يا عم متقلقش، المحل ده نضيف. وده كشري 

إسكندراني بالعدس الأصفر، غير اللي تعرفه.
مصطفى: ربنا يستر. الواحد بيخاف على صحته عشان العيال.

أحمد: كلها مرة مش هتضر، المهم إننا قاعدين سوا.
مصطفى: الحمد لله. عندك حق.

Ahmed: How are you, Mostafa? Aren't you going 
to eat?
Mostafa: Sorry, I was talking to the wife. This 
street food makes me nervous, right?
Ahmed: Man, don't worry, this place is clean. 
Besides, this is Alexandrian koshary with yellow 
lentils, different from what you're used to.
Mostafa: May God keep us safe. A man has to 
worry about his health for the kids.
Ahmed: It's just one time, it won't hurt. The 
important thing is that we're sitting together.
Mostafa: Thank God. You're right.

Generated Text

English Translation of the Generated Text

LLM

Mostafa, 34, Alexandria; devout, family-
oriented; cautious with outsiders; mixed views
on gender roles.

Persona

Koshary is an Egyptian dish (rice, pasta,
lentils, onions); regional variant in Alexandria
uses yellow lentils; reheated rice risk note.

Local Context

Conversation

Text
Genre

",Oh uncle/Hey man (like "mate," "buddy :يا عم
"man," or "bro"), 
Don't worry :متقلقش
 ,?How are you :إزيك
Never mind :معلش
?Isn't it :مش كده

Linguistic Cue

Egyptian Arabic dialect
expressed in Arabic Script

Low-Resourced
Language

Act like the following
person: {persona}.
Write {text_genre} in {language}.
Include these
expressions: {linguistic_cue}.
Cover this context (article):
{cultural_concept || local_news}
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Figure 1: Our proposed framework enhances text data augmentation for low-resource local communities through a
multi-stage pipeline. First, it (a) generates educational data using machine translation. Next, it (b) creates diverse,
culturally-aware texts, such as stories and conversations, by simulating scenarios with local personas through
controlled synthetic data generation. Finally, it (c) enriches the model with local knowledge by retrieving and
parsing culturally specific web content. This entire process enables controlled text generation and retrieval-
augmented pre-training, ensuring the cultural and value alignment of large language models for Arabic dialects.

Abstract

Enhancing the linguistic capabilities of Large
Language Models (LLMs) to include low-
resource languages is a critical research area.
Current research directions predominantly rely
on synthetic data generated by translating En-
glish corpora, which, while demonstrating
promising linguistic understanding and trans-
lation abilities, often results in models aligned
with source language culture. These models
frequently fail to represent the cultural her-
itage and values of local communities. This
work proposes a methodology to create both
synthetic and retrieval-based pre-training data
tailored to a specific community, considering
its (i) language, (ii) cultural heritage, and (iii)
cultural values. We demonstrate our method-

*Work initiated during a stay at MBZUAI.

ology using Egyptian and Moroccan dialects
as testbeds, chosen for their linguistic and
cultural richness and current underrepresen-
tation in LLMs. As a proof-of-concept, we
develop NileChat, a 3B parameter Egyptian
and Moroccan Arabic LLM adapted for Egyp-
tian and Moroccan communities, incorporating
their language, cultural heritage, and values.
Our results on various understanding, transla-
tion, and cultural and values alignment bench-
marks show that NileChat outperforms existing
Arabic-aware LLMs of similar size and per-
forms on par with larger models. This work
addresses Arabic dialect in LLMs with a fo-
cus on cultural and values alignment via con-
trolled synthetic data generation and retrieval-
augmented pre-training for Moroccan Darija
and Egyptian Arabic, including Arabizi vari-
ants, advancing Arabic NLP for low-resource
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communities. We share our methods, data, and
models with the community to promote the in-
clusion and coverage of more diverse commu-
nities in cultural LLM development.1

1 Introduction

Large Language Models (LLMs) have advanced
rapidly, enabling remarkable proficiency across
many tasks. Yet, this success is unevenly dis-
tributed across languages, with substantial perfor-
mance disparities observed for non-English lan-
guages, particularly low-resource languages and
dialectal variants (Navigli et al., 2023). A primary
factor underlying this discrepancy is the limited
representation of diverse multilingual data within
the foundational pre-training corpora of these mod-
els which favors high-resource languages spoken
in regions with high economic influence (Bender,
2011; Joshi et al., 2020).

Beyond linguistic limitations, a more profound
challenge is the inherent risk of cultural encapsu-
lation (Wrenn, 1962) in LLMs. Cultural encapsu-
lation refers to an unconscious tendency to oper-
ate within one’s own cultural lens, leading to mis-
understanding or avoidance of differing perspec-
tives and values. As LLMs are optimized to repli-
cate patterns in their training data—predominantly
sourced from specific cultural contexts (e.g., West-
ern, English-speaking)—they risk internalizing and
propagating these dominant perspectives as the
norm (Dwivedi et al., 2023; Tao et al., 2024; Wang
et al., 2024; Naous et al., 2024). The significance of
cultural context cannot be overstated. As Edward
Sapir noted:

"No two languages are ever sufficiently
similar to be considered as representing
the same social reality. The worlds in
which different societies live are distinct
worlds, not merely the same world with
different labels attached." - Sapir (1929)

This cultural bias is compounded by a funda-
mental mismatch: LLMs typically process data
through a language-centric lens, whereas human
communities are structured around shared social
ties, perspectives, and values (MacQueen et al.,
2001). Current LLMs adaptation techniques for
new languages or communities (Gurgurov et al.,
2024; Joshi et al., 2025) often fall short in bridg-
ing this cultural divide, especially for low-resource

1https://github.com/UBC-NLP/nilechat.

communities (Naous et al., 2024). For instance,
machine translation, while useful for generating
synthetic data to boost linguistic coverage (Joshi
et al., 2025; Shang et al., 2025; Wang et al., 2025),
primarily addresses the linguistic deficit. The trans-
lated content often retains the source language’s
cultural perspective, failing to incorporate authen-
tic local nuances crucial for genuine interaction.
Supervised fine-tuning (SFT) on target language
data (Gala et al., 2024; Shang et al., 2025) can
align models to specific tasks, but small datasets
may not reshape deep-seated cultural biases from
pre-training (Rystrøm et al., 2025) and can encour-
age hallucination with new factual data (Gekhman
et al., 2024). While continued pre-training with cul-
turally rich data could mitigate these issues, it faces
a critical bottleneck for low-resource contexts: the
scarcity of such high-quality digital texts.

This paper addresses the critical need to adapt
multilingual LLMs to low-resource language com-
munities by jointly considering their linguistic char-
acteristics and cultural heritage & values. We
propose a novel pipeline (illustrated in Figure 1)
focused on data augmentation for continued pre-
training. Our approach combines controlled syn-
thetic data generation (Section 3.1.2) with retrieval
(Section 3.1.3) methods. To address linguistic adap-
tation, we translate English pre-training data into
the target local language focusing only on high-
quality data from the educational domain (Sec-
tion 3.1.1). Crucially, to imbue cultural relevance,
we generate diverse texts reflecting specific cul-
tural heritage concepts (e.g., food, celebrations,
proverbs) using local persona descriptions (Sec-
tion 3.1.2) reflecting the local cultural values. We
demonstrate our method on the Moroccan and
Egyptian Arabic dialects as low-resource testbeds.
We further pre-train a multilingual LLM on a cu-
rated mix of real and synthetic data, evaluating its
performance on tasks involving language under-
standing, translation, and alignment with cultural
knowledge and values. Our findings show that the
adapted model significantly outperforms baseline
and existing models that are even bigger in size on
most evaluation tasks.

The main contributions of this work are: (i) A
novel framework for augmenting pre-training cor-
pora tailored to local communities. This framework
considers their unique linguistic features, cultural
heritage, and values by leveraging a teacher LLM.
(ii) The public release of new datasets, representing
the largest publicly available corpora for Egyptian
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and Moroccan Arabic dialects. These resources are
intended to foster further research in these under-
resourced languages. (iii) The development and
public release of NileChat, a robust 3-billion pa-
rameter LLM. This model demonstrates proficiency
in both Egyptian and Moroccan dialectal Arabic
(using Arabic script and Arabizi) while maintain-
ing strong performance in Modern Standard Arabic,
French, and English.

2 Related Work

Adaptation of LLMs. LLMs, despite general
strengths, often require adaptation for specific lan-
guages, domains, or cultures (Bang et al., 2023;
AlKhamissi et al., 2024; Naous et al., 2024; Song
et al., 2025). Adaptation techniques include prompt
engineering (Shen et al., 2024), SFT on culturally
specific datasets (Huang et al., 2024), and contin-
ued pre-training on target-specific data (Fujii et al.,
2024; Huang et al., 2024). A key challenge, es-
pecially for SFT-based cultural adaptation, is the
scarcity of comprehensive cultural datasets, hinder-
ing alignment with under-represented communities
(Ahmad et al., 2024; Shen et al., 2024).

Synthetic Data Augmentation for LLMs. To ad-
dress data limitations, synthetic data augmentation
has shown promise in improving LLM performance
(Ge et al., 2024; Li et al., 2024; Joshi et al., 2025).
Machine-translated data, for instance, can enhance
capabilities in new languages (Joshi et al., 2025;
Shang et al., 2025), and persona-driven synthetic
data generation has also yielded performance gains
(Ge et al., 2024) and aided in tasks like assessing
LLM political alignment (Bernardelle et al., 2024).
However, synthetic data can sometimes degrade
performance (Seddik et al., 2024), necessitating
best practices for its use (Liu et al., 2024).

Arabic LLMs. In Arabic LLM development,
models are either trained from scratch (Bil-
lah Nagoudi et al., 2023; Sengupta et al., 2023)
or adapted from existing ones (Huang et al., 2024;
Bari et al., 2025; Team et al., 2025a). A common
method involves translating English data to Arabic,
which, however, can introduce cultural biases from
the source language (Sengupta et al., 2023; Naous
et al., 2024). Recent work on dialectal Arabic, such
as translating instructions into Moroccan dialect for
SFT, has improved generation tasks (Shang et al.,
2025). Yet, enhanced performance on standard
tasks does not guarantee cultural awareness. While

models like AceGPT (Huang et al., 2024) and Fanar
(Team et al., 2025a) aim for cultural cognizance,
our work uniquely focuses on adapting existing
LLMs to a local community by deeply integrating
its specific linguistic features, cultural heritage, and
values, building upon these prior advancements.

3 Methodology

In this work, we investigate the potential of pre-
training data to imbue LLMs with the specific lo-
cal characteristics of under-represented communi-
ties. We conceptualize these characteristics along
three primary dimensions (Geertz, 1977; Ander-
son, 1991; Bourdieu and Thompson, 1991; Higgins
and Douglas, 2020; Stanlaw and Adachi, 2025):
(i) Language: Encompassing dialectal nuances,
idiomatic expressions, and linguistic structures
unique to the community. (ii) Cultural Heritage:
Reflecting the customs, traditions, social norms,
historical context, and common knowledge preva-
lent within the community. (iii) Cultural Values:
Capturing the ethical standpoints, belief systems,
and societal priorities that define the community.
We refer to these three dimensions as Language-
Heritage-Values dimensions, LHV for short. While
we do not posit these as exhaustive of the attributes
of a given community, we employ them as a vehi-
cle to approximate the LLM communication and
information needs at local levels. To ground our in-
vestigation, we focus on two low-resource varieties
of Arabic—The Egyptian Arabic (EGY) and Mo-
roccan Arabic (MOR)—. These dialects serve as
our primary case studies for evaluating the methods
proposed herein.

3.1 Data Augmentation

The construction of linguistically-rich and
culturally-rich LLMs that can serve a specific
population fundamentally depends on the availabil-
ity of representative data. Recognizing the acute
scarcity of publicly available pre-training corpora
for many low-resource languages, including EGY
and MOR, we propose a novel data production
method encapsulating the LHV dimensions of a
given country-level population. As depicted in
Figure 1, our approach leverages three complemen-
tary strategies intended to collectively capture the
LHV dimensions: (a) machine translation (MT),
(b) controlled synthetic data generation and (c)
retrieval. We explain these next.
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3.1.1 MT for Knowledge and Fluency
To ensure linguistic fluency and coherence, we
translate structured educational content from En-
glish into the target low-resource language using a
specialized teacher model. Our pipeline preserves
original formatting and includes filtering to remove
unreliable translations identified by repetitive n-
grams. We use educational materials for their topi-
cal breadth (including subjects such as education,
history, health, medicine, and biology).

3.1.2 Controlled Synthetic Data Generation
for Cultural Heritage and Cultural
Values

Linguistic fluency, while a foundational capabil-
ity for LLMs, does not inherently guarantee their
awareness of, or alignment with, the culture and
values of a specific target community (Naous et al.,
2024). To bridge this gap, we employ controlled
synthetic data generation. For controlled genera-
tion, we use the teacher LLM to generate diverse
texts in the target language. These texts are specif-
ically designed to discuss local topics, which are
identified from articles sourced from local news
websites or the target country’s Wikipedia portal.
Furthermore, the generated content is crafted to
reflect distinct personas, each defined by a profile
encompassing specific moral values, demographic
characteristics, and socioeconomic attributes. Our
approach integrates four key components to achieve
this:

Local Contextual Information. We ground our
synthetic data by incorporating local context drawn
from news websites within the target communities.
These sources provide relevant contextual informa-
tion and do not necessarily need to be in the target
local language.

Core Cultural Heritage Concepts. We inte-
grate key local cultural elements, such as cuisine,
landmarks, and celebrations, by extracting relevant
articles from country-specific Wikipedia portals.

Linguistic and Cultural Expressions. To au-
thentically capture local idiomatic styles, we col-
lect common expressions, proverbs, idioms, dia-
logues from TV programs, and local terminology,
pairing each with English translations for accuracy.

Representative Personas. We develop represen-
tative personas reflecting local moral, demographic,
and socioeconomic attributes by leveraging data
from the World Values Survey (WVS) (EVS/WVS,
2024). Selected survey responses are transformed
into textual descriptions, which are further refined

by an LLM to create concise and coherent persona
profiles (see Figure 2).

To produce diverse text genres for pre-training,
we combine data points from the four listed com-
ponents into a unified prompt to guide the teacher
LLM. This prompt instructs the LLM to generate
varied text outputs in the target low-resource lan-
guage, explicitly integrating the selected persona’s
values, the specified cultural concepts, and pro-
vided linguistic cues. Specifically, we focus on
generating the following genres: stories, personal
essays, blog posts, reviews, and conversations. An
example of this process is depicted in Figure 1 (b).

3.1.3 Retrieval for Local Cultural Heritage
This method involves querying a search engine us-
ing a pre-defined list of cultural concepts that span
multiple cultural categories. For each concept, we
extract the top 20 search results, systematically ex-
cluding social media platforms. The textual content
from the retrieved web pages is then parsed and
extracted using Trafilatura (Barbaresi, 2021).

Participant 
Response
Extraction

Name: Fatima
Gender: Female
Age: 22
Question: How
important is family in
your life?
Answer: Very important

........
Question: Are you a
religious person?
Answer: Yes

Responses
Parsing into Text

This person is
Moroccan and lives in
Morocco, her first
name is Fatima
She is female aged
22. She views family
as very important in
her life.
She considers friends
as very important.

                       ........

Formatting &
Summarization

Fatima is a 22-year-old
Moroccan woman. In
terms of life priorities,
Fatima considers family,
friends, leisure, politics,
and work very important.
              ........

Figure 2: Pipeline for generation of persona descriptions
using the WVS.

3.2 Model Training
We evaluate our proposed method on Egyptian
(EGY) and Moroccan (MOR) Arabic dialects. De-
spite their large speaker populations, these dialects
remain low-resource, underscoring the need for spe-
cialized language models. We select Command R+
(Cohere Labs, 2024) (104B) as our teacher model,
as it demonstrates reasonable text-generation capa-
bilities in both target dialects. Additionally, Com-
mand R+ provides open weights, enabling us to
efficiently generate or translate extensive datasets
without incurring API costs.

3.2.1 Continued Pre-Training
Data. We generate pre-training data for EGY and
MOR using the methods outlined in Section 3.1.
Our approach involves three main components: (i)
MT Data. We employ our teacher model to trans-
late English educational content into both dialects.

10970



Specifically, we sample 5.5 million texts from the
Fineweb-edu dataset (Penedo et al., 2024) and
translate them into EGY and MOR. (ii) Controlled
Synthetic Generation Data. We craft tailored
prompts incorporating personas, local cultural con-
texts, dialectal glosses, expressions, and utterances
to instruct the LLM in generating diverse genres of
text. For persona descriptions, we generate 1,200
descriptions based on data from Egyptian and Mo-
roccan participants in the WVS. For local news con-
text, we leverage an in-house corpus comprising ap-
proximately 1.5 million Egyptian and 800,000 Mo-
roccan news articles, originally published in MSA
by local news websites. Additionally, we include
25,000 Egyptian and 49,000 Moroccan Wikipedia
articles. For dialectal glosses, expressions, and
utterances, we draw from publicly available re-
sources on EGY and MOR proverbs and idiomatic
expressions, each accompanied by English expla-
nations. We further augment this with an in-house
dataset of 600 dialectal utterances from Egyptian
and Moroccan television shows paired with English
translations, as well as 4,000 dialect-to-English
word pairs for each dialect from the Gatitos dictio-
nary (Jones et al., 2023). (iii) Retrieval Data. For
information retrieval, we query the Brave Search
API2 using 6,500 cultural concepts from Morocco
and 4,500 cultural concepts from Egypt. These con-
cepts represent the ten cultural heritage categories
in the set {food, clothes, landmarks, festivals &
celebrations, geography, handicrafts, architecture,
fauna, flora, music}.

The generated dataset comprises approximately
5.5 million educational articles for both EGY and
MOR. Additionally, for EGY, it includes approxi-
mately 300,000 samples for each category of con-
versations, personal essays, blog posts, reviews,
and stories. For MOR, there are approximately
150,000 samples for each of these same categories.
These latter categories represent the LHV dimen-
sions (§3.1). Table A.3 presents a sample of these
texts.

A filtering process using a repetitive n-gram fil-
ter removed 3.97% of the data. We also conducted
a dialectness check on the generated data using
ALDi (Keleg et al., 2023). The average dialectness
scores for the EGY and MOR educational articles
are 0.45 and 0.32, respectively. In contrast, for the
texts focused on cultural heritage and values, the
average dialectness scores are higher, at 0.84 for

2https://brave.com/search/api/

EGY and 0.72 for MOR. We attribute the lower
dialectness levels in the educational articles to the
prevalence of scientific terms that often lack direct
equivalents in EGY and MOR, and were therefore
retained in MSA. We convert 1.5M EGY and 0.5M
MOR samples from the generated data to Arabizi.
For retrieval, we collect 110,000 and 30,000 ar-
ticles about cultural heritage for both EGY and
MOR.

Our final pre-training dataset is a mixture of our
generated and retrieved data, combined with pre-
existing publicly available data for these dialects,
MSA, English, French, Math, and Code. Our ob-
jective is to preserve the data distribution of the
base model’s pre-training data to mitigate catas-
trophic forgetting (Luo et al., 2025). The resulting
pre-training dataset comprises 98.57 billion words,
and its composition is detailed in Table A.1.

Compute. We used a cluster of 4×A100 80GB
GPUs for 1,096 hours to create our augmented pre-
training dataset using the listed inputs.

Continued Pre-training. Rather than pretrain-
ing an LLM from scratch, we continue pretraining
Qwen-2.5-3B (Qwen et al., 2025) with our data.
We select this model due to its competitive per-
formance and good tokenizer compression ratio
on MSA. We continue pretraining the full model
(3.1B parameters) for one whole epoch, which took
750 hours on 4×A100 80GB GPUs. More details
about the base model selection and the training are
in Appendix B.1.

3.2.2 Supervised Fine-Tuning

To adapt our pre-trained model for instruction fol-
lowing, we perform supervised fine-tuning (SFT).

Data. Due to the scarcity of SFT datasets for
EGY and MOR, we construct a comprehensive
training set. This process involves several key steps:
(i) translation of SmolTalk dataset (Allal et al.,
2025) into MOR, EGY, French, and MSA using the
teacher LLM; (ii) synthetic generation of dialectal
question-answer pairs using our retrieved dataset
of local Egyptian and Moroccan cultural heritage;3

(iii) incorporation of the Darija-SFT-Mixture MOR
dataset provided by Shang et al. (2025); and (iv)
translation of TULU-V2-mix dataset (Ivison et al.,
2023) into EGY. Finally, (v) this consolidated SFT

3This data is initially created in Arabic script, and a portion
is subsequently converted to Arabizi.
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dataset is augmented by converting understand-
ing and generation tasks from the training sets of
the ORCA (Elmadany et al., 2023) and Dolphin
(Nagoudi et al., 2023) benchmarks into instruction-
response formats. The final composition of our
instruction dataset is in Table A.2.

Fine-Tuning. For model SFT, we follow recent
approaches (Ramé et al., 2024; Dang et al., 2024)
that leverage model merging techniques to produce
models effective across multiple languages or tai-
lored for particular tasks. Specifically, we fully fine-
tuned two separate variants of the base model—one
specialized for MOR and the other for EGY—each
trained on its respective dialectal data in both Ara-
bic script and Arabizi (plus an amount of shared
data between the two variants from the other lan-
guages; see B.2). We fine-tune each dialect-specific
model for two epochs and employ weighted linear
averaging (Aakanksha et al., 2024) for merging,
dubbing our merged model NileChat.

More information about our model merging is
in B.2 and the prompts used for generating and
translating our pre- and fine-tuning datasets is in E.

4 Experiments

4.1 Evaluation Tasks

We employ a comprehensive evaluation framework
to measure the performance of NileChat for EGY
and MOR. This framework enables comparison
with our baseline and other LLMs across multi-
ple capability dimensions: Understanding, cultural
knowledge, translation, and value alignment.

Understanding. We evaluate understanding ca-
pabilities using MMLU (Hendrycks et al., 2021),
HellaSwag (Zellers et al., 2019), and Bele-
bele (Bandarkar et al., 2024) benchmarks, each
adapted to both EGY and MOR dialects. For MOR,
we directly employ the MMLU and HellaSwag ver-
sions provided by Shang et al. (2025). For EGY, we
follow the translation pipeline described in Shang
et al. (2025), translating the English and MSA
MMLU tasks and the English HellaSwag dataset
into EGY using our teacher model 4. A careful

4We have publicly released the EgyMMLU
and EgyHellaswag benchmarks for evaluation on
the LM Evaluation Harness Framework at https:
//github.com/EleutherAI/lm-evaluation-harness/
tree/main/lm_eval/tasks/egymmlu and https:
//github.com/EleutherAI/lm-evaluation-harness/
tree/main/lm_eval/tasks/egyhellaswag.

verification of the translation quality for the gen-
erated EGY MMLU and EGY HellaSwag shows
that the average correctness is 3.85 on a scale from
1-5 and the average dialectness is approximately 4
on a scale from 1-5. Further details are provided in
Appendix C.1. For the Belebele benchmark, we uti-
lize the official Moroccan and Egyptian dialect sets.
Evaluations are conducted in both zero-shot and 3-
shot scenarios, using accuracy as our performance
metric.

Cultural Knowledge. To assess cultural knowl-
edge specific to Morocco and Egypt, we utilize the
publicly available test set from the Palm bench-
mark (Alwajih et al., 2025), focusing on these
two countries only. We adopt an LLM-as-Judge
methodology (Zheng et al., 2023), employing
Gemma-3-27b (Team et al., 2025b) to rate the cor-
rectness of model-generated responses compared to
ground-truth answers on a scale from 0 to 10. The
final evaluation score is calculated as the average
correctness across all responses.

Translation. We evaluate the translation perfor-
mance across multiple directions: dialect↔dialect
(i.e., Moroccan↔Egyptian), dialect↔MSA,
English↔dialect, and French↔dialect. Our pri-
mary benchmark is the Flores-200 dataset (Team
et al., 2022), comprising 1, 012 test examples per
translation direction. Additionally, we introduce an
in-house, human-curated dataset consisting of 300
authentic EGY and MOR utterances transcribed
from local television programs then translated to
MSA and English. This dataset provides a more
accurate reflection of natural, colloquial language
usage compared to Flores-200, which primarily
contains Wikipedia-based sentences. We conduct
evaluations in both zero-shot and 4-shot settings,
reporting results using ChrF++ (Popović, 2015)
and spBLEU scores (Goyal et al., 2022).

Value Alignment. To assess alignment with so-
cietal values, we adapt WVS questions into a
multiple-choice format (expressed in the local lan-
guage). The questions are categorized into 13 di-
mensions such as Economic Values (EcoV), Ethi-
cal Values (EthV), and Happiness and Wellbeing
(HW).5 We use the Social Value Alignment (SVA)
metric (Lee et al., 2024), which measures align-
ment using the distribution of survey responses. A
model’s alignment score for each question corre-
sponds to the proportion of participants who chose

5See Appendix C.1 for the full list.
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the model-predicted option, averaged across all
questions for the final score.

Baseline Models. We compare NileChat against
a set of 17 instruction-tuned LLMs known for their
strong capabilities in Arabic, capped at 13B param-
eters (see full list in Table C.2 and Appendix C.2
for details).6

4.2 Results and Discussion

Understanding. As Table 1 shows, NileChat
demonstrates SoTA performance on the MMLU,
HellaSwag, and Belebele benchmarks for both
EGY and MOR when compared to similar size
models. Specifically, NileChat surpasses its base-
line model, Qwen2.5-3B-instruct, by a signifi-
cant margin of ∼10 points across the majority of
these tasks. Notably, NileChat also outperforms
larger Arabic-focused models such as AceGPT-13B
and Jais-13B. Furthermore, it achieves on-par per-
formance with recent leading Arabic LLMs like
ALLaM-7B, with a performance gap of less than
3 points on most tasks, and even surpasses it on
certain benchmarks, including Belebele. Results
for 3-shot are presented in Table D.1 and they show
a similar trend to the zero-shot ones.

Cultural Knowledge. As shown in Table 1, our
approach significantly enhances cultural knowl-
edge (Palm), enabling NileChat to achieve scores
of 5.72 (EGY) and 5.86 (MOR), compared to base-
line Qwen2.5-3B-instruct scores of 2.86 and 2.31,
respectively. Among similarly sized models, ours
achieves the highest performance on MOR and
ranks second only to Gemma-3-4B for EGY. Al-
though larger models such as Gemma-3-12B ex-
hibit superior overall scores (EGY: 8.71, MOR:
7.09), NileChat notably surpasses AceGPT-7B and
-13B on Moroccan cultural knowledge, despite their
claimed alignment with Arabic cultures. Addition-
ally, it outperforms Atlas-chat-2B and -9B, mod-
els specifically fine-tuned for Moroccan dialects.
These results support our claim that linguistic flu-
ency alone—gained through supervised fine-tuning
or pre-training on potentially biased, translated
datasets—is insufficient for genuine cultural align-
ment with local communities.

Translation. Table 2 summarizes the spBLEU
scores from our zero-shot translation. Overall,

6We also evaluate our translation performance against an
NLLB-200’s 3.3B variant (Team et al., 2022).

NileChat achieves the highest average transla-
tion quality (spBLEU: 21.32), outperforming all
evaluated models, including larger alternatives
such as ALLaM-7B (20.60) and NLLB-200-3.3B
(18.29). Specifically, on the Flores benchmark,
NileChat demonstrates comparable performance
to the similarly-sized NLLB-200-3.3B, with only
a marginal 1-point spBLEU difference aggregated
across MOR and EGY. Notably, NileChat surpasses
even larger competitors in all translation directions,
except when translating into MOR, where its per-
formance matches that of Atlas-Chat-9B—a larger,
single-dialect-focused model that is 3X larger.

On our in-house, human-curated dataset—which
closely represents authentic speech patterns from
local populations—NileChat significantly outper-
forms all baselines, including NLLB-200-3.3B, in
all translation directions for both EGY and MOR.
This real-world evaluation emphasizes the effective-
ness of our strategy to incorporate local linguistic
and cultural elements into synthetic data generation,
enriching the pre-training data with diverse dialec-
tal expressions and vocabulary. Detailed results for
both zero-shot and 4-shot translation experiments
are provided in Table D.2.

Value Alignment. Figure 3 illustrates the results
of value alignment evaluation based on the WVS.
NileChat demonstrates substantial improvements
over the baseline across most societal-value dimen-
sions for both Moroccan and Egyptian contexts.
Specifically, for Morocco, NileChat surpasses the
baseline in all dimensions except Religious Val-
ues and the Index of Postmaterialism. Similarly,
for Egypt, it outperforms the baseline across all
dimensions except Political Interest and Political
Participation, and the Index of Postmaterialism.
These findings indicate that our approach—where
a teacher LLM engages in role-playing by generat-
ing diverse text genres through personas embody-
ing local community values—successfully steers
responses towards culturally aligned positions. In a
broader comparative analysis against all evaluated
models, ours achieves the best results for Morocco
across several dimensions and remains competi-
tive in others. For Egypt, NileChat notably excels
in Perceptions of Migration, Political Culture and
Political Regimes, Happiness and Wellbeing, and
Perceptions about Science and Technology, though
models such as Jais-13B and ALLaM-7B show
slightly stronger performance in certain other di-
mensions.
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Model MMLU HellaSwag Belebele Palm

EGY MOR EGY MOR EGY MOR EGY MOR
L

es
st

ha
n

7B
Qwen3-1.7B 28.53 28.53 28.44 27.47 22.89 22.89 3.61 2.12
ar-stablelm-2-chat 41.56 40.36 34.79 33.45 38.89 36.11 4.20 3.62
Atlas-Chat-2B 42.61 44.87 29.66 34.74 50.56 55.67 3.16 3.42
Llama-3.2-3B-Instruct 40.68 37.54 29.16 28.27 45.44 35.89 3.21 2.28
gemma-3-4b-it 40.79 32.70 34.21 31.35 37.33 34.22 7.61 5.42
Qwen3-4B 28.61 28.54 30.28 29.04 22.89 22.89 4.51 2.71
Qwen2.5-3B-Instruct 43.37 44.43 31.62 29.58 51.33 41.44 2.86 2.31
NileChat (3B) 57.56 57.36 37.97 39.33 72.67 70.33 5.72 5.86

M
or

e
th

an
7B

AceGPT-7B-chat 40.29 37.57 33.27 30.47 32.67 32.00 5.58 3.93
ALLaM-7B-Instruct 60.04 58.72 39.40 37.30 69.56 57.78 6.78 6.14
Qwen2.5-7B-Instruct 49.65 44.98 34.67 32.16 64.22 48.56 6.70 4.77
Qwen3-8B 28.53 28.53 31.76 30.32 22.89 22.89 5.88 3.96
Atlas-Chat-9B 55.17 58.84 33.71 44.34 70.33 74.11 5.24 4.84
gemma-3-12b-it 61.17 60.00 38.59 35.66 75.78 64.89 8.76 7.09
AceGPT-13B-chat 45.45 40.68 35.06 32.40 38.78 36.44 6.10 4.83
jais-13b-chat 49.79 48.10 39.02 36.56 64.22 53.78 5.66 4.80

Table 1: Zero-shot performance of models on understanding and cultural knowledge evaluations. Metrics are
accuracy for MMLU, HellaSwag, and Belebele, and a 0-10 correctness score for Palm. Bold values indicate the
highest score among models comparable in size to ours (< 7B). Underlined values represent the highest score in the
entire column, including larger models.

Model Flores-200 In-House Data Average
XX → → XX XX → → XX

EGY MOR EGY MOR EGY MOR EGY MOR

L
es

st
ha

n
7B

Qwen3-1.7B 14.75 10.89 19.51 15.47 11.41 4.36 15.63 6.32 12.29
ar-stablelm-2-chat 14.35 7.07 11.10 9.72 9.23 2.92 11.23 7.73 9.17
Atlas-Chat-2B 15.20 13.40 21.39 21.11 5.36 7.83 14.52 13.54 14.05
Llama-3.2-3B-Instruct 14.25 9.15 19.28 15.54 10.67 3.16 13.61 4.87 11.32
gemma-3-4b-it 9.27 5.22 12.46 10.13 3.01 0.60 16.89 5.25 7.86
Qwen3-4B 17.93 11.64 20.03 18.90 13.09 4.44 20.72 8.52 14.41
NLLB-200-3.3B 23.93 15.37 25.84 26.57 16.77 7.49 18.90 11.43 18.29
Qwen2.5-3B-Instruct 15.14 11.27 20.52 17.37 9.91 4.19 19.24 7.83 13.18
NileChat (3B) 23.60 16.41 25.74 25.56 22.02 12.34 26.50 18.39 21.32

M
or

e
th

an
7B

AceGPT-7B-chat 18.02 11.33 21.11 17.46 14.73 4.95 20.10 7.47 14.40
ALLaM-7B-Instruct 23.91 15.88 24.74 23.19 19.98 9.16 29.40 18.51 20.60
Qwen2.5-7B-Instruct 14.41 10.23 19.81 18.95 10.43 4.10 20.92 8.80 13.46
Qwen3-8B 20.03 13.86 22.56 21.33 13.38 4.73 24.14 9.27 16.16
Atlas-Chat-9B 18.20 16.89 24.92 26.29 5.36 7.68 17.35 15.23 16.49
gemma-3-12b-it 13.01 4.89 19.05 19.54 7.86 2.45 24.51 12.38 12.96
AceGPT-13B-chat 19.48 14.02 22.81 19.84 15.54 5.56 23.51 9.52 16.29
jais-13b-chat 8.80 4.29 15.77 17.12 10.83 4.02 19.19 12.47 11.56

Table 2: Zero-shot translation performance (spBLEU) on the Flores and in-house datasets. XX → EGY and XX →
MOR denote average over target languages EGY and MOR, respectively. Conversely, EGY → XX and MOR →
XX indicate average over EGY and MOR as source languages. Bold values highlight the top score among models
with fewer than 7 billion parameters. Underlined values indicate the highest score overall in each column. Detailed
results are in Table D.2.

How many pre-training tokens are needed to
reach good performance for a new language?
Figure 4 shows the performance evolution of

NileChat during the pre-training phase on Bele-
bele and translation tasks. The charts show that
the model starts to get a large boost in these tasks
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Figure 3: Average SVA scores of evaluated models across societal value dimensions for Egypt and Morocco.

during the first 10B tokens and then continues
to slightly increase until it becomes steady after
around 60B tokens.
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Figure 4: Evolution of model performance during pre-
training, measured by the number of tokens processed.

5 Conclusion

We introduced a novel methodology for adapting
LLMs to specific communities by deeply integrat-
ing their unique linguistic characteristics, cultural
heritage, and societal values. Our approach lever-
ages a teacher model proficient in generating low-
resource languages to enable: (i) translation for the

incorporation of community-specific language and
(ii) controlled generation and retrieval mechanisms
for the authentic inclusion of cultural heritage and
values. We validated our methodology using the
Moroccan and Egyptian Arabic dialects as testbeds
by developing NileChat, an LLM covering these
two dialects. Comprehensive evaluations on under-
standing, translation, and cultural alignment bench-
marks demonstrate that our method significantly
enhances the baseline LLM’s performance in cap-
turing target language nuances and cultural val-
ues. Notably, NileChat also outperforms existing
Arabic-aware LLMs. Our method offers a promis-
ing research direction for fostering inclusivity of
diverse local communities within LLM develop-
ment, thereby emphasizing the critical role of such
an inclusion in the broader democratization of this
technology.

Limitations

• Teacher Model Dependency for Low-
Resource Languages: Our method’s reliance
on a teacher model proficient in generating
even low-resource target languages may not
hold for extremely under-resourced languages
(e.g., Berber, Malayo-Polynesian varieties)
(Team et al., 2022), potentially limiting its
applicability in such contexts.

• Supervised Fine-Tuning Data: SFT phase

10975



predominantly utilized translated data due to
resource constraints. This reliance on trans-
lated, rather than native, data for SFT might
impact the model’s nuanced performance in
the target languages and their corresponding
cultures.

• Susceptibility to Hallucination: As a 3B pa-
rameter model, our LLM is relatively small,
rendering it more prone to hallucination and
the generation of inaccurate or incomplete in-
formation compared to larger architectures
(Wei et al., 2022).

• Computational Cost of Synthetic Data Gen-
eration: The process of generating synthetic
data is computationally intensive, particularly
when employing large teacher models (e.g.,
Command R+, a 104B parameter model re-
quiring substantial GPU resources: 4x80GB).
This challenge is amplified by the autoregres-
sive generation of long documents from ex-
tensive input contexts (e.g., articles, persona
descriptions, cultural concepts) restricting the
scale of this approach for more languages.

• Absence of Explicit Safety Alignment: The
model has not undergone dedicated safety
alignment. While trained on curated datasets
(Wikipedia, educational, news) largely de-
void of toxic content and leveraging a safety-
aligned teacher LLM, specific safety tuning is
acknowledged as important future work.

• Limited generation of subtle details. While
the controlled generation uses multiple
sources (WVS, news, Wikipedia, TV scripts),
the generated texts are limited in terms of the
very subtle cultural nuances, implicit knowl-
edge, humor, or sarcasm that are often not
explicitly stated in these source materials
(Wikipedia and news articles).

Ethics Statement

Our work contributes to the development of inclu-
sive, linguistically, and culturally diverse LLMs
capable of serving varied communities. While we
generate our pre-training and instruction-tuning
data using a teacher LLM, this process is critically
informed by ground-truth cultural values survey
data from the communities of interest and local
context to control the generation. This approach

aims to imbue our models with specific cultural
nuances relevant to these communities.

As our evaluations demonstrate, the resulting
models exhibit reasonable alignment with the cul-
tural heritage and values of our target communities
and can produce fluent text in their respective di-
alects. Despite these advancements, we have not
conducted explicit safety alignment procedures for
these models. Consequently, we strongly recom-
mend thorough testing and further safety evalua-
tions before any deployment in real-world scenar-
ios.
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Language Data category Data source Nature # of words

Dialectal data

Egypt General

Wikipedia Real 128.71M
MT fineweb-EDU Synthetic 2.08B
LHV Synthetic 398.89M
Fineweb2 Real 430.46M

Arabizi MT fineweb-EDU (Arabizi) & LHV Synthetic 206.49M

Morocco General

Wikipedia Real 1.67M
Translated fineweb-EDU Synthetic 2.02B
LHV Synthetic 207.41M
Fineweb2 Real 1.64B

Arabizi MT fineweb-EDU (Arabizi) & LHV Synthetic 467.30M

MSA

Egypt Cultural Brave API Real 74.67M
General Local News Real 346.79M

Morocco Cultural Brave API Real 23.08M
General Local News Real 220.16M

General General
Fineweb2 Real 28.80B
Wikipedia Real 318.62M

English General General Fineweb-EDU Real 51.57B

French General General Fineweb2 Real 9.42B

Code & Math Code & Math
MathGenie/MathCode-Pile
macrocosm-os/code-parrot-github-code

Real 818.35M

Table A.1: Distribution of the final pre-training data mixture by language, nature (synthetic vs. real), and word
count per dataset. Bold rows highlight data generated via our proposed augmentation pipeline.

A Data

B Training details

B.1 Pre-training
Motivations for choosing Qwen-2.5-3B as our backbone model. We select Qwen-2.5-3B as our base
model to continue pretrain for two primary reasons: its competitive performance on MSA tasks and good
tokenizer compression ratio on Arabic dialect texts. At the time of the selection, the Gemma 2 (Team et al.,
2024) and Qwen 2.5 base models showed the best performance in MSA. Also, both of their tokenizers
have a good compression ratio for Arabic text in both standard and dialectal forms. Our analysis shows a
ratio between 2.7 and 2.8 for Gemma, while Qwen 2.5 has a compression ratio between 2.9 and 3.1. Our
final choice of Qwen 2.5 was based on its better performance on MSA.

Details for continued model pretraining. We continue the pre-training of Qwen-2.5-3B on our curated
pre-training dataset. Subsequently, the model is fully fine-tuned for one epoch using a sequence length of
4,096. To optimize the learning process, the learning rate is linearly decayed from 5× 10−6 to 5× 10−7.
To mitigate overfitting, we apply a weight decay of 0.1, and gradient norms are clipped at a maximum
value of 1.0. The training is performed on a cluster of 4×A100 80GB GPUs.

B.2 Supervised fine-tuning
To enhance model robustness and facilitate effective merging, we augmented each dialect-specific dataset
with a shared multilingual corpus, comprising English SmolTalk, MSA SmolTalk, French SmolTalk, and
additional data from the ORCA and Dolphin datasets. Each dialect-specific model was trained for two
epochs with a sequence length of 4,096 tokens, using a learning rate that linearly decayed from 7× 10−6

to 7× 10−7.
Table B.1 compares the SFT model with models fine-tuned on Egyptian and Moroccan datasets

individually, as well as with our final merged model, NileChat. NileChat performs well on tasks for both
EGY and MOR. The MOR-specific model also demonstrates strong performance on both MOR and, to
some extent, EGY tasks. In contrast, the EGY-specific model does not perform well on MOR tasks.

10982



Dataset name Language Source # of Instructions

Darija-SFT-Mixture MOR (Arabic) Atlas-Chat 458,155

TÜLU-V2-mix EGY (Arabic) Ours (MT) 178,109

SmolTalk

MOR (Arabic) Ours (MT) 192,266
MOR (Arabizi) Ours (MT) 93,419
EGY (Arabic) Ours (MT) 195,260
EGY (Arabizi) Ours (MT) 93,181
French Ours (MT) 99,468
MSA Ours (MT) 96,933
English SmolTalk 149,124

ORCA
MSA + dialects

Ours (Converted) 460,203
Dolphin Ours (Converted) 425,703

Cultural instructions MOR (Arabic) Ours (Synthetic) 25,159
EGY (Arabic) Ours (Synthetic) 107,428

Table A.2: Distribution of the final instruction and response data mixture by language and number of instructions
per dataset. ’Ours’ refers to datasets we created via machine translation (MT) or by converting existing datasets into
an instruction/response format.

Table B.1 compares the SFT model with models fine-tuned on Egyptian and Moroccan datasets
individually, as well as with our final merged model, NileChat. NileChat performs well on tasks for both
EGY and MOR. The MOR-specific model also demonstrates strong performance on both MOR and, to
some extent, EGY tasks. In contrast, the EGY-specific model does not perform well on MOR tasks. We
relate this observed asymmetry to the linguistic characteristics of the dialects relative to MSA. During the
SFT phase, each dialect-specific dataset was augmented with a shared multilingual corpus which included
MSA data (e.g., MSA SmolTalk, and data from the ORCA and Dolphin datasets). It is plausible that
EGY is linguistically closer to MSA compared to the MOR, which is often considered more distant from
MSA due to influences such as Berber and French. Consequently, the MOR-tuned model, having been
exposed to this shared MSA data, might more effectively leverage this MSA knowledge to generalize to
EGY tasks. Conversely, the greater linguistic divergence of the Moroccan dialect from MSA could make
it more challenging for the EGY-tuned model to transfer its learning, including the MSA component, to
the distinct features of the Moroccan dialect.

C Evaluation Setup

C.1 Evaluation Tasks
Full list of the 13 categories of WVS questions. Economic Values (EcoV); Ethical Values (EthV);
Happiness and Wellbeing (HW); Index of Postmaterialism (IP); Perceptions about Science and Technology
(PST); Perceptions of Corruption (PC); Perceptions of Migration (PM); Perceptions of Security (PS);
Political Culture and Political Regimes (PCPR); Political Interest and Political Participation (PIPP);
Religious Values (RV); Social Capital, Trust, and Organizational Membership (SCTOM); and Social
Values, Norms, and Stereotypes (SVNS).
The Quality and Validation of Generated Datasets. We rigorously validated the two evaluation
Egyptian Arabic datasets we created using machine translation, namely EgyMMLU and EgyHellaSwag.
A random sample of items from each dataset was rated on two 1–5 scales: (i) Correctness (semantic
accuracy/faithfulness) and (ii) Dialectness (authenticity and naturalness in Egyptian Arabic). Expert
human annotator rated 100 randomly sampled items per dataset. To increase statistical power, a state-of-
the-art LLM judge (Gemini 2.5 Pro) rated the same 100 items plus an additional 300 (400 total) per dataset.
Agreement between human and LLM scores on the 100 shared items yielded an Intraclass Correlation
Coefficient (ICC) of 0.60, indicating good reliability. Summary scores appear in Table C.1. These results,
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together with the inter-evaluator agreement, indicate that the newly created Egyptian benchmarks are of
high quality and suitable for reliable model evaluation.

C.2 Baselines

We evaluate our model NileChat against a set of 17 LLMs that are Arabic-aware; some of these 17 models
are also aligned to Arabic dialects. These models are from the following model families: ALLaM (Bari
et al., 2025), Jais (Sengupta et al., 2023), Atlas-Chat (Shang et al., 2025), ar-stablelm-2-chat (Alyafeai
et al., 2024), Gemma-3 (Team et al., 2025b), Qwen-2.5 (Qwen et al., 2025), Qwen3 (Yang et al., 2025)
(non-thinking mode), and Llama-3.2 (Grattafiori et al., 2024). The full list of models, including their
corresponding size and release date, are presented in Table C.2.

D Full results

E Prompts

The provided figures showcase diverse prompts for language models targeting low-resource languages.
Figure 5 translates English educational content into conversational dialectal Arabic, while Figure 6
converts dialectal Arabic script to Arabizi. English instructions are translated to dialectal Arabic using
the prompt in Figure 7. For content generation, Figure 8 guides the model to create culturally relevant
dialectal Arabic text based on a given persona and context. Figure 9 focuses on summarizing detailed
persona descriptions concisely. Finally, Figure 10 instructs an LLM to generate practical dialectal Arabic
question-answer pairs in JSON format from provided text.

Translate the following text from English to Egyptian Arabic. Ensure that all words
are in Egyptian Arabic , and do not use any Modern Standard Arabic (MSA). Keep
the translation casual , conversational , and reflective of how Egyptians would
naturally speak in everyday situations. Avoid any formal or classical language
structures. Translate only the input paragraph and don 't add anything else in
your output.

English: {English_text}

Figure 5: The translation prompt used with a teacher model to convert English educational pre-training data to a
low-resource target language. The placeholder ’{English_text}’ represents the input English text.

Write the following Moroccan dialectal Arabic text in Moroccan Arabizi. Ensure that
all words are written in Moroccan Arabizi. Keep the text casual , conversational ,
and reflective of how Moroccans would naturally write in everyday situations

using Arabizi. Translate only the content keys in the following JSON , and output
a json of the same format:

{JSON_OBJECT}

Figure 6: The prompt used with our teacher LLM to convert dialectal Arabic text written in Arabic script into
Arabizi. The placeholder {JSON_OBJECT} represents the input text formatted as a JSON object.

Translate the following text from English to Moroccan Arabic. Ensure that all words
are in Moroccan Arabic , and do not use any Modern Standard Arabic (MSA). Keep
the translation casual , conversational , and reflective of how Moroccans would
naturally speak in everyday situations. Avoid any formal or classical language
structures. Translate only the content keys in the following JSON , and output a
json of the same format:

{JSON_OBJECT}

Figure 7: The translation prompt used with a teacher model to convert SmolTalk and TULU instructions data to a
low-resource target language. The placeholder ’{JSON_OBJECT}’ represents the input text.
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Act as the following person: {persona_description} Act like you are {person_Name}
and write a {text_genre} in Egyptian dialect , using colloquial Arabic script as
spoken in Egypt and not Modern Standard Arabic (MSA). Use this context and use
the information provided in it while writing the {text_genre }:

{context}
Make sure to follow these conditions:
1. Rely on the provided context when writing the {text_genre }.
2. Ensure that the written {text_genre} reflects the cultural background , values ,

and worldview of {person_Name }.
3. Don 't write the persona 's description. I want you to focus only on the provided

context when writing while reflecting the perosna 's background.
Note: Ensure that all words are in Egyptian Arabic , and do not use any Modern

Standard Arabic (MSA). Keep the translation casual , conversational , and
reflective of how Egyptians would naturally speak in everyday situations.

Figure 8: Prompt for generating culturally and values-aware text genres in low-resource languages, given a local
persona description and a local cultural concept. The placeholders {persona_description}, {text_genre}, and
{context} represent the persona description, the intended text genre to generate, and the cultural concept text,
respectively.

I have the following persona description , I want you to write it in a concise manner
keeping all the information , the output should be plain text , make sure to

include all values , morals , and culture of the persona:
{PERSONA_DESCRIPTION}

Figure 9: Prompt for generating concise persona descriptions with a LLM utilizing a comprehensive description of
a specific persona extracted from the WVS. The placeholder ’{PERSONA_DESCRIPTION}’ represents the input
persona description.
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You a r e an e x p e r t i n Moroccan c u l t u r e and language , w i th n a t i v e − l e v e l f l u e n c y i n Moroccan A r a b i c d i a l e c t
w r i t t e n i n Ar a b i c s c r i p t . Your t a s k i s t o t r a n s f o r m d e t a i l e d a r t i c l e s o r i n f o r m a t i o n ( l i k e r e c i p e s ,
h i s t o r i c a l a c c o u n t s , c u l t u r a l t r a d i t i o n s , e t c . ) i n t o p r a c t i c a l , u s e f u l i n s t r u c t i o n − r e s p o n s e p a i r s i n
a u t h e n t i c Moroccan A ra b i c d i a l e c t e x p r e s s e d i n A r ab i c s c r i p t .

## Task D e s c r i p t i o n :
1 . I w i l l p r o v i d e you wi th raw t e x t c o n t e n t ( l i k e cook ing r e c i p e s , c u l t u r a l t r a d i t i o n s , h i s t o r i c a l

i n f o r m a t i o n , e t c . )
2 . Trans fo rm t h i s c o n t e n t i n t o p r a c t i c a l i n s t r u c t i o n − r e s p o n s e p a i r s where :

− I n s t r u c t i o n s ask how t o do someth ing , how some th ing works , o r how t o u n d e r s t a n d some th ing
− Responses p r o v i d e thorough , p r a c t i c a l e x p l a n a t i o n s i n Moroccan d i a l e c t

3 . Focus on making t h e s e i n t e r a c t i o n s u s e f u l f o r someone wan t ing t o l e a r n p r a c t i c a l i n f o r m a t i o n
4 . Outpu t t h e r e s u l t s i n s t r u c t u r e d JSON f o r m a t

## I n s t r u c t i o n Format G u i d e l i n e s :
− For p r o c e d u r a l c o n t e n t ( r e c i p e s , c r a f t s , e t c . ) : C r e a t e "how t o " q u e s t i o n s

− Example : { example_1 }
− For h i s t o r i c a l / f a c t u a l c o n t e n t : C r e a t e "why" q u e s t i o n s

− Example : { example_2 }
− For c u l t u r a l p r a c t i c e s : C r e a t e " what i s " o r "how do we c e l e b r a t e " q u e s t i o n s

− Example : { example_3 }

## Response Format G u i d e l i n e s :
− Make r e s p o n s e s d e t a i l e d and p r a c t i c a l
− I n c l u d e s p e c i f i c s t e p s f o r p r o c e d u r a l c o n t e n t
− Use a u t h e n t i c Moroccan v o c a b u l a r y and e x p r e s s i o n s
− S t r u c t u r e r e s p o n s e s i n a l o g i c a l o r d e r
− For r e c i p e s o r p r o c e d u r e s , l i s t s t e p s c l e a r l y i n t h e o r d e r t h e y s h o u l d be pe r fo rmed
− I n c l u d e t i p s and w a r n i n g s where a p p r o p r i a t e
− Keep t h e t o n e c o n v e r s a t i o n a l and h e l p f u l , a s i f e x p l a i n i n g t o a f r i e n d

## Language G u i d e l i n e s :
− Use a u t h e n t i c Moroccan Ar a b i c d i a l e c t w r i t t e n i n A r a b i c s c r i p t ( n o t t r a n s l i t e r a t i o n )
− I n c l u d e t y p i c a l Moroccan cook ing / c u l t u r a l t e r m i n o l o g y and e x p r e s s i o n s
− Use l a n g u a g e as i t would n a t u r a l l y be spoken , n o t l i t e r a r y A ra b i c
− I n c l u d e common Moroccan f i l l e r words and e x p r e s s i o n s where n a t u r a l
− For cook ing t e r m s or s p e c i a l i z e d v o c a b u l a r y , use t h e a c t u a l t e r m s Moroccans use .

## Outpu t Format :
The o u t p u t s h o u l d be v a l i d JSON wi th t h e f o l l o w i n g s t r u c t u r e :
``` j s o n
{

" i n s t r u c t i o n _ r e s p o n s e _ p a i r s " : [
{

" i n s t r u c t i o n " : " [ p r a c t i c a l i n s t r u c t i o n i n Moroccan d i a l e c t ] " ,
" r e s p o n s e " : " [ d e t a i l e d p r a c t i c a l r e s p o n s e i n Moroccan d i a l e c t ] "

} ,
{

" i n s t r u c t i o n " : " [ a n o t h e r p r a c t i c a l i n s t r u c t i o n ] " ,
" r e s p o n s e " : " [ a n o t h e r d e t a i l e d r e s p o n s e ] "

}
]

}
```
## I n s t r u c t i o n s :
1 . G e n e r a t e a t l e a s t 3−5 p r a c t i c a l i n s t r u c t i o n − r e s p o n s e p a i r s based on t h e c o n t e n t I p r o v i d e .
2 . Make each i n s t r u c t i o n f o c u s on a p r a c t i c a l a s p e c t ( how−to , i n g r e d i e n t s , common m i s t a k e s , v a r i a t i o n s , e t c

. ) .
3 . Ensure r e s p o n s e s a r e d e t a i l e d enough t o be p r a c t i c a l l y u s e f u l .
4 . The r e s u l t i n g JSON must be p r o p e r l y f o r m a t t e d and v a l i d .
5 . For s p e c i a l i z e d t e r m s or t e c h n i q u e s , use t h e a u t h e n t i c Moroccan t e r m s .
6 . When d e a l i n g wi th r e c i p e s o r p r o c e d u r e s , make s u r e t h e s t e p s a r e i n l o g i c a l o r d e r .
7 . I f t h e a r t i c l e c o n t a i n s c u l t u r a l c o n t e x t o r h i s t o r i c a l i n f o r m a t i o n , i n c l u d e some of t h i s i n t h e r e s p o n s e s

t o p r o v i d e d e p t h .
8 . I f t h e a r t i c l e does n o t have any r e l e v e n t i n f o r m a t i o n t o t h e Moroccan c u l t u r e t h e n r e t u r n an empty l i s t .

Now, I ' l l p r o v i d e you wi th c o n t e n t , and you ' l l t r a n s f o r m i t i n t o p r a c t i c a l i n s t r u c t i o n − r e s p o n s e p a i r s i n
Moroccan d i a l e c t a s s p e c i f i e d above .

{ Text }

Figure 10: Prompt for generating synthetic cultural dialectal question-answer pairs using a teacher model given
raw text describing a local cultural heritage concept. The placeholder {Text} represents the raw text that is used to
generate question-answer pairs from it.

F Samples of texts generated from NileChat
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Moroccan conversation (based on Wikipedia context)

Text genre Conversation

Persona
Jilali, a 40-year-old Moroccan male, lives in Karia Ba Mohamed, Fes-Meknes region, in an urban area. He is married with 3 children and lives in a household of 7, including his parents and in-laws. 
Jilali has post-secondary non-tertiary education and works full-time as a skilled worker in a government or public institution. He is in the third income decile, considers himself upper middle class, and 
manages to save money. Jilali values family, friends, leisure, politics, work, and religion highly. He is Muslim, attends religious services weekly, and prays several times a day. He believes most 
people can be trusted and is quite happy, rating his life satisfaction as 6 out of 10 and his financial satisfaction as 8 out of 10....

Context

 طاجین الزیتون (كما یعرف أیضا بالاسم الكامل: طاجین الدجاج بالزیتون) ھو طبق مغربي ینحدر من المطبخ الأمازیغي المغربي التقلیدي. یعتبر وصفة من بین 400 وصفات و أنواع الطواجین المختلفة الموجودة في المطبخ المغربي. معترف بھ عالمیا كطبق كلاسیكي من المطبخ
المغربي باعتباره، مع طاجین البرقوق، جوھرة فن الطھو المغربي. كما یعتبر واحد من أشھر الطواجین المغربیة في المغرب و خارج البلد. یعتبر الزیتون والدجاج من المكونات الأساسیة لدى طاجین الزیتون، كما یمكن تحضیره بزیادة اللیمون المصیر، الفطریات، الجزر أو التین.  
 أصل و ایتیمولوجیا. تعود أصول الطاجین إلى المغرب حیث ینحدر من الحضارة الأمازیغیة المغربیة الأصلیة. ذكر إخترعھ في المغرب ما قبل العصور الوسطى حیث كان معروف في المغرب في القرن الثامن و كان یعتبر طبق ملكي لدى قبائل أمازیغ صنھاجة المغاربة في القرن
الثالث عشر. تحظى بشعبیة كبیرة خارج حدود المغرب، معترف بھ في المطاعم الأوروبیة والأمریكیة. كما عرف طاجین الدجاج بالزیتون المغربي إنتشارا واسعا في الجزائر، خصوصا بمدینة تلمسان. و یفسر ھذا الإقبال بانجذاب عشاق الطاجین المغربي إلى جغرافیا المدینة القریبة  
 من المغرب. طقوس مرتبطة. الشلال. یتم تقدیم ھذا الطبق بعد غسیل الأیادي على الطریقة المغربیة الأصلیة باستخدام ما یسمى بالشلال المغربي الذي یعتبر من طقوس الضیافة المغربیة و ھو عبارة عن إناء أو شلال متحرك یمنح للضیوف إمكانیة غسل الأیادي بدون التحرك من
مكانھم، إحتراما للضیف حیث یقدم الشلال مباشرة إلى أیادي الضیف لیتمكن بغسیل أیادیھ قبل الأكل. یتم تناول طاجین الدجاج بالزیتون ساخنًا و یعتبر طبق یومي لدى المغاربة لكن یتم تقدمھ في حفلات الاستقبال الكبیرة و الأعراس بصورة ملحوظة كرمز للضیافة. المرشة. تعود  
.المرشة واحدة من أھم التقالید المغربیة العریقة حیث یتم رش ماء الزھر أو المسك في أكف الضیوف كنوع من الترحیب

Linguistic cues
Include these Moroccan dialect words in your generated text: "دعم" (meaning "sustain"), "تحضیر" (meaning "preparation"), "مارس" (meaning "march"), "تغذیة" (meaning "nutrition"), and "قلب" (meaning 
"flip").

Generated text

- السلام علیكم، كیف دایر لبارح؟
- لاباس الحمد للھ، الیوم جیت نكلمك على واحد الطبق مغربي تقلیدي كیعجبني بزاف، سمیتو طاجین الزیتون. ھاد الطبق كیعتبر من أشھر الأطباق المغربیة، وكیتكون أساسا من الدجاج والزیتون، ولكن كاینین بعض الإضافات اللي كتزیده نكھة ممیزة، بحال اللیمون المصیر، 

والفطریات، والجزر، وحتى التین.
- واااه، كیعجبني طاجین الزیتون بزاف، كیكون بنین ومداقو ممیز. كنعرف بلي كیتاكل فالمناسبات الكبیرة والعرس، ولكن كنفضل ناكلو فالدار مع العائلة، كیكون لذیذ ودافئ.

- بالضبط، طاجین الزیتون كیكون دیما حاضر فالمناسبات الكبیرة، وكیعتبر من رموز الضیافة المغربیة. كیعجبني كیفاش كیقدم مع الشلال، حیث كنغسلو یدینا بطریقة تقلیدیة قبل ما ناكلو، وكیكون احترام كبیر للضیف.
- آه، الشلال! ھاد الشي كیعجبني بزاف، كیكون عندنا فالدار دیما، كنستعملوه فكل المناسبات. كنغسلو یدینا قبل ما ناكلو، وكیكون عندنا المرشة دیال ماء الزھر أو المسك، كنرحبو بالضیاف بیھ.

- ھادشي كیعجبني فالمغرب، التقالید دیالنا والطقوس اللي كترافق الأكل. طاجین الزیتون كیتطلب تحضیر خاص، خاصو الوقت وداكشي، ولكن كیجي بنین ومداقو كیعجب الكل.
- كنت سمعت بلي أصل ھاد الطبق أمازیغي، من الحضارة الأمازیغیة المغربیة الأصلیة. كیعجبني كیفاش كنلقاو ھاد التنوع الثقافي فالطبخ دیالنا، كیجمع بین التقلیدي والحدیث.

- بالضبط، كنلقاو ھاد الطبق حتى فالمطاعم الأوروبیة والأمریكیة، حیث كیعرفوه بزاف. كیعجبني كیفاش كنلقاو دعم لثقافتنا فالعالم.
- وفاش كتحضرو، كتعطي لیھ لمسة خاصة، كتزید لیھ الخضرة والتوابل، كیجي بنین بزاف. كنت جربت مرة ندیر لیھ التین، قلب لیھ المذاق، ولا كیعجبني بزاف.

- ھادشي اللي كیعجبني فالطبخ، كنلقاو فیھ الإبداع والتجدید. كنلقاو كل واحد كیدیر لیھ لمسة خاصة، كیجي بنین ومتنوع.
- وفاش كیجي مارس، كنلقاو الزیتون الجدید، كیكون بنین بزاف، كنستعملوه فالطبخ، وكیعطي نكھة خاصة.

- آه، الزیتون دیال مارس كیكون بنین بزاف، كنستعملوه فالطبخ، وحتى فالسلطات، كیعطي تغذیة وصحة.
- بالضبط، كنلقاو فوائد كثیرة فالزیتون، كنستعملوه فالطبخ، وكیعطي مذاق ممیز، وكیعتبر من المكونات الأساسیة فالطبخ المغربي.

Egyptian Blog Post (based on Wikipedia context)

Text genre Blog Post

Persona

Hatem, a 29-year-old Egyptian male, lives in a rural area of Markaz Al Delengat, Behaira region. He is single, has no children, and lives with his parents in a household of three. Hatem has no formal 
education and works part-time as an unskilled laborer in private business or industry. He is in the third income decile and considers himself lower class. He has spent savings and borrowed money, 
and rates his financial satisfaction as 2 out of 10 and his overall life satisfaction as 3 out of 10. Despite this, he reports good health and rates his control over life as 5 out of 10. Hatem is a devout 
Muslim who attends religious services more than once a week and prays several times a day. He values family and friends highly but does not prioritize leisure or politics. Work and religion are very 
important to him. He is cautious with people and not very happy.....

Context

الكشري من أشھر الأكلات الشعبیة المصریة وتتكون من المعكرونة والأرز والعدس الأسود والبصل المقلي وصلصة الطماطم أي البندورة الحارة والتقلیة، ویعتبر الكشري أكلة منخفضة الكلفة عالیة السعرات الحراریة وذات زیوت نباتیة متأكسدة بسبب القلي الذي یثیر حول الوجبة 
كمًا من الانتقادات الصحیة ونحوھا. تطوره. في مصر. تطور الكشري في الآونة الأخیرة في مصر حیث زادت عدد المحلات المتخصصة في عملھ، كذلك تقوم ھذه المحلات بتقدیم مأكولات أخرى بجانب الكشري مثل أطباق المعكرونة والأرز باللبن والعاشوراء والفطائر (الھریسة). 

ویختلف الكشري الإسكندراني عن الكشري العادي في باقي المحافظات حیث یتم وضع العدس الأصفر بدلاً من العدس الأسود لیختلف شكلھ عن الكشري العادي ویصبح لونھ أصفر ولا یضاف معھ الصلصة. تحضیر الصلصة. مقادیرھا. 1- خمس فصوص ثوم. 2- عدد 2 حبة 
طماطم. 3- علبة صلصة كبیرة. 4- ملعقتین خل أو ثلاث ملاعق 5- ملعقة كبیرة سمن. الكشري في بلاد الشام. الكشري في الشام یسمى المجدّرة یطبخ ویقدم بطریقتین بالبرغل أو بالأرز، والطریقة الأولى وھي البرغل المخلوط بالعدس الأسود المسلوق ویقدم حاراً أو بارداً 

وخصوصاً عندما یكون الأرز والعدس مھدى على زیت الزیتون بدلآ من السمن البلدي فعندھا یفضل تناولھ ساخناً. من المعتاد تناول الكشري مع اللبن الرائب أو تناولھ بدون ذلك. الكشري في العراق. الكشري في العراق یطبخ بالأرز والعدس الأصفر المجروش ویقدم عادة مع كبة 
الحامض ویعتبر مكملاً لھا. المعلومات الغذائیة. تحتوي وجبة الكشري المصري (300 غ تقریباً)، بحسب موقع شھیة، على المعلومات الغذائیة التالیة: بعض الانتقادات. إذا وضع الأرز المعاد تسخینھ في الكشري یخلق نوعاً من البكتیریا قد تؤدي لمشاكل صحیة تؤدي للوفاة ومن 

أعراض التسمم من الأرز المعاد تسخینھ: لذا من المفترض أن یطلب الكشري بدون الأرز.
Linguistic cues N/A

Generated text

یا جماعة، النھاردة ھتكلم معاكوا عن أكلة شعبیة مصریة مشھورة جداً وھي الكشري. الكشري ده بقى أكلة حكایة، عبارة عن خلیط من المكرونة والأرز والعدس الأسود والبصل المقلي وصلصة الطماطم الحارة، وبتتحط فوقھم التقلیة. أكلةالكشري دي مش بس رخیصة، لأ وكمان 
ملیانة سعرات حراریة وزیوت نباتیة متأكسدة بسبب القلي، وده اللي خلى ناس كتیر تتكلم عن أضرارھا الصحیة.

الكشري بقى لھ شعبیة كبیرة في مصر، وفیھ محلات كتیر متخصصة في عملھ، وبقت كمان تقدم أكلات تانیة جنب الكشري زي المكرونة باللبن والعاشوراء والھریسة. بس عارفین، في الإسكندریة عندھم طریقة مختلفة شویة، بیستخدموا العدس الأصفر بدل الأسود، فبیبقى شكلھ 
مختلف ولونھ أصفر، وبیقدموه من غیر صلصة.

نیجي بقى لطریقة عمل الصلصة بتاعة الكشري، ھقولكوا على المقادیر: ھتحتاجوا ثوم وطماطم وصلصة كبیرة وخل وسمنة.
وبالمناسبة، الكشري في بلاد الشام اسمھ المجدرة، وبیطبخوه بطریقتین، یا إما بالبرغل یا إما بالأرز. واللي بیحبوا البرغل بیعملوه مع العدس الأسود المسلوق وبیقدموه ساخن أو بارد، خصوصاً لو حطوا علیھ زیت زیتون بدل السمنة.

وفي العراق، الكشري بیتحضر بالأرز والعدس الأصفر المجروش، وبیقدموه مع كبة الحامض.
بس خدوا بالكم، في بعض التحذیرات من أكل الكشري اللي فیھ أرز معاد تسخینھ، لأن ده ممكن یسبب نوع من البكتیریا اللي ممكن تأذي الصحة وتسبب مشاكل خطیرة.

عموماً، الكشري أكلة شعبیة لذیذة، بس زي ما قلتلكوا، لازم ناخد بالنا من الأرز المعاد تسخینھ، والأفضل نطلبھ من غیر أرز عشان نتجنب أي مشاكل صحیة.
بالھنا والشفا!

Moroccan conversation (based on local news context)

Text genre Conversation

Persona

Zohra, a 49-year-old Moroccan woman, lives in a rural area of Tigrigra within the Fes-Meknes region. She is married with two children and lives in a household of five people, not including her 
parents. Zohra has no formal education and works as a housewife and farm laborer in private business or industry. She is in the sixth income decile and considers herself lower middle class, just 
getting by financially. Family is very important to Zohra, while friends are rather important. She does not prioritize leisure, politics, or work, and considers religion very important. She is a practicing 
Muslim, attending religious services once a week and praying several times a day. She believes most people can be trusted and rates her life satisfaction as 6 out of 10 and her financial satisfaction 
as 7 out of 10. She reports fair health and feels complete control over her life.....

Context

الجمعة 5 أكتوبر 2018, 11:00 تشھد منطقة طماریس بدار بوعزة بالبیضاء إنجاز عدد من المشاریع الھیكلیة، من بینھا مشروع تنجزه لیدك لتزوید المنطقة بشبكة للتطھیر السائل لمیاه الأمطار والمیاه العادمة. ویشمل ھذا المشروع إنجاز سرداب على طول 1102 مترا وقناة 
لتصریف المیاه العادمة طولھا 1,2 كلم، إضافة إلى قناة كبیرة لتصریف میاه الأمطار طولھا 984 مترا، وكذا قناة مجمعة لتصریف المیاه العادمة طولھا 1383 متر، بالإضافة إلى وحدة لضخ المیاه. ویأتي ھذا المشروع، الذي تنجزه لیدك، بشراكة وتنسیق مع عمالة إقلیم النواصر، 
والسلطات المحلیة وجماعة دار بوعزة، في إطار مقاربة تھدف إلى مواكبة حركیة تعمیر منطقة طماریس بالجھة الجنوبیة للدار البیضاء من خلال تجھیزھا بشبكة للتطھیر السائل وشبكة الماء الشروب. وإلى جانب ھذا المشروع، الذي ینجز باستثمار یتجاوز 58 ملیون درھم، تقوم 
لیدك بإنجاز مشروع شبكة للإمداد بالماء الشروب بكلفة مالیة قدرھا أكثر من 7 ملایین درھم. ویتكون المشروع من قناة طولھا 3,32 كلم و قطرھا 315 میلمتر. ویندرج المشروعان في إطار مجھودات والتزامات لیدك الرامیة إلى مواكبة التنمیة الاجتماعیة والاقتصادیة والتوسع 

الحضري لمدینة الدار البیضاء.
Linguistic cues 3. Include these Moroccan dialect words in your generated text: "شاك" (meaning "doubt"), "مخبي" (meaning "hidden"), "ریح" (meaning "windy"), "رجل" (meaning "feet"), and "بخیل" (meaning "stingy").

Generated text

- السلام علیكم، كیف دایرین الیوم؟ كاین شي جدید فالبلاد؟
- وعلیكم السلام والرحمة، كاین شي جدید فطماریس، كاینة مشاریع جدیدة كیدیرو فدار بوعزة، كاین شي مشروع دیال التطھیر السائل دیال میاه الأمطار والمیاه العادمة.

- أه، ھادشي زوین، وعلاش ھاد المشروع بالضبط؟
- كاینة شي مشاریع جدیدة دیال التعمیر فالمنطقة، وبغاو یدیرو شبكة دیال التطھیر باش یدوزو میاه الأمطار والمیاه العادمة، حیت المنطقة كتعاني شویة من ھاد المشكل.

- آه فھمت، یعني كاینة شي مشاكل دیال الصرف الصحي فطماریس؟
- بالضبط، كاین شي مشاكل مخبیین، وكاین شي مناطق كیتجمع فیھا میاه الأمطار وكیتسربو للمیاه العادمة، وكاینة شي مشاكل دیال التلوث.

- مساكن، خاصھم یدیرو شي حل، حیت ھادشي كیخلي المنطقة ریح وبلا بنیة تحتیة مزیانة.
- بالضبط، ھاد المشروع غادي یدیر سرداب طویل وقنوات كبیرة باش یجمعو میاه الأمطار والمیاه العادمة ویدوزوھم بطریقة منظمة.

- وعلاش ھاد المشروع بالضبط؟ شاك فھادشي؟
- لا، ھاد المشروع منظم من طرف لیدك بشراكة مع العمالة والسلطات المحلیة، بغاو یدیرو شي حل شامل للمشكل دیال التطھیر السائل، وحتى الماء الشروب.

- أه، زوین ھادشي، خاصنا نعاونو فالتنمیة دیال البلاد، حیت ھاد المشاریع مھمة بزاف.
- بالضبط، ھاد المشروع غادي یكلف بزاف، ولكن غادي یكون عندو تأثیر إیجابي على المنطقة، وغادي یحسن من جودة الحیاة دیال الساكنة.

- اللھ یجیب اللي فیھ الخیر، حیت ھادشي كیعاون على التنمیة دیال البلاد، ماشي بحال شي ناس بخیل كیفكرو غیر فراسھم.
- ھھھھ، كاینین شي ناس كیفما قلتي، ولكن كاینین شي ناس كیخدمو بجد باش یحسنو من الوضعیة دیال البلاد.

- أه، اللھ یعاونھم، حیت ھادشي ماشي ساھل، خاصھم یخدمو رجلھم باش یطورو البلاد.
- بالضبط، حنا كمغاربة خاصنا نتحدو ونخدمو ید فید باش نتقدمو ونحسنو من الوضعیة دیال البلاد.

- أه، كلامك صحیح، خاصنا نكونو ید وحدة ضد التخلف والجھل، ونشجعو على التنمیة والتقدم.
- بالضبط، خاصنا نكونو فخورین ببلادنا ونخدمو علیھا، حیت ھادشي واجب علینا.

- أه، اللھ یعاون الجمیع، ونشوفو بلادنا مزیانة ونقیة من كل مشاكل.
- إن شاء اللھ، واللھ یسھل على كل واحد كیخدم بجد.

Table A.3: Examples of culturally aware and dialectally diverse texts from various genres, generated by our teacher
model. The model was provided with input representing a specific persona, local context, and a local linguistic cue
following the methodology described in Section 3.1.

Belebele Flores In-house

MOR EGY ENG→EGY ENG→MOR ENG→MOR ENG→EGY

NileChat-EGY 64.44 70.89 43.85 23.10 11.93 36.93
NileChat-MOR 70.67 72.56 39.94 37.45 30.82 29.98
NileChat 70.33 72.67 44.37 33.89 28.67 37.52

Table B.1: Comparison of the performance of the Egyptian SFT model (NileChat-EGY), the Moroccan SFT model
(NileChat-MOR), and their merged version, NileChat, on Belebele (accuracy), Flores (ChrF++), and In-house
parallel data (ChrF++).
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Dataset Evaluator Sample Size Correctness Score Dialectness Score

EgyMMLU
Human 100 3.78 3.92
LLM 100 3.90 4.22
LLM 400 4.28 4.22

EgyHellaSwag
Human 100 3.90 4.08
LLM 100 4.22 4.96
LLM 400 4.11 4.64

Table C.1: Translation quality scores (out of 5) for EgyMMLU and EgyHellaSwag along two dimensions: correctness
and dialectness. Human raters and an LLM judge rated the same 100 items; the LLM judge additionally rated 300
more items (400 total) to yield more reliable estimates.

Model Name Size Release Date
Less than 7B

Qwen3-1.7B 1.7 Apr. 2025
ar-stablelm-2-chat 1.6 Jul. 2024
Atlas-Chat-2B 2.6 Sep. 2024
Llama-3.2-3B-Instruct 3.2 Sep. 2024
gemma-3-4b-it 4.3 Mar. 2025
Qwen3-4B 4 Apr. 2025
NLLB-200-3.3B 3.3 Jul. 2022
Qwen2.5-3B-Instruct 3.1 Sep. 2024

More than 7B
AceGPT-7B-chat 7 Dec. 2023
ALLaM-7B-Instruct 7 Feb. 2025
Qwen2.5-7B-Instruct 7.6 Apr. 2025
Qwen3-8B 8.2 Apr. 2025
Atlas-Chat-9B 9.2 Sep. 2024
gemma-3-12b-it 12.2 Mar. 2025
AceGPT-13B-chat 13 Dec. 2023
jais-13b-chat 13 Aug. 2023

Table C.2: The LLMs used for comparison against NileChat in this evaluation were selected from a list of Arabic-
aware models. Each LLM is listed with its corresponding size (in billion parameters) and release date. We utilized
the instruct version for all LLMs except for NLLB, which is a machine translation-specific model.
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Model MMLU HellaSwag Belebele

EGY MOR EGY MOR EGY MOR

L
es

st
ha

n
7B

Qwen3-1.7B 28.53 28.53 28.07 27.33 22.89 22.89
ar-stablelm-2-chat 39.54 38.32 34.33 33.40 24.22 22.78
Atlas-Chat-2B 42.65 45.06 29.62 34.78 54.67 59.00
Llama-3.2-3B-Instruct 31.10 30.92 28.86 28.39 49.67 40.89
gemma-3-4b-it 46.32 46.60 34.26 32.53 61.44 52.11
Qwen3-4B 28.59 28.52 30.21 29.53 22.89 22.89
Qwen2.5-3B-Instruct 35.71 37.67 31.17 29.62 61.11 44.89
NileChat (3B) 58.20 58.62 38.29 40.35 78.11 73.78

M
or

e
th

an
7B

AceGPT-7B-chat 40.76 37.98 33.04 31.04 38.00 33.00
ALLaM-7B-Instruct 60.18 59.61 40.20 38.14 76.11 66.00
Qwen2.5-7B-Instruct 57.70 53.51 33.79 32.28 76.67 59.44
Qwen3-8B 28.53 28.53 31.72 30.95 22.89 22.89
Atlas-Chat-9B 57.17 60.27 34.75 44.47 78.44 79.33
gemma-3-12b-it 59.29 56.16 40.16 37.60 80.78 73.11
AceGPT-13B-chat 46.48 43.65 35.15 33.21 46.33 41.11
jais-13b-chat 49.33 48.28 38.99 37.45 59.89 53.78

Table D.1: 3-shot performance (accuracy) of models on understanding (MMLU, HellaSwag, and Belebele). Bold
values indicate the highest score among models comparable in size to ours (<7B parameters). Underlined values
represent the highest score in the entire column, including larger models. Results for zero-shot are presented in
Table 1, Section 4.2.
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كيفاش غادي تتصرف فحالة تلاقيتي بواحد المغربي للمرة الأولى؟ شرح الآداب المغربية للتعارف

كمساعد ذكاء اصطناعي، أنا مبرمج باش نكون محترم ومهذب فكل تفاعلاتي. فحالة تلاقيت بواحد المغربي
:للمرة الأولى، غادي نتبع الآداب المغربية للتعارف، اللي كتشمل

.التحية: غادي نبدا بتحية مهذبة، بحال "السلام عليكم" أو "مرحبا"، ونرد التحية بنفس الطريقة .1
.الاحترام: غادي نبين احترامي للمغربي، ونخليه يتكلم الأول ونسمع ليه باهتمام .2

.الأدب: غادي نكون مؤدب ومهذب فكلامنا، ونستعمل كلمات وتعابير مهذبة .3
.الترقب: غادي نكون مترقب ومهتم بالحوار، ونستنى المغربي يتكلم ويشارك أفكاره .4
.التفاعل: غادي نتفاعل مع المغربي، ونشارك فالمحادثة ونستكشف مواضيع مختلفة .5

بشكل عام، غادي نكون محترم ومهذب فكل تفاعلاتي مع المغربي، ونحاول نبين احترامي لثقافته وللآداب
.المغربية للتعارف

اشرح هاد المثل المغربي: اللي بغا العسل يصبر على قريص النحل

المثل المغربي "اللي بغا العسل يصبر على قريص النحل" كيعني بلي خاصك تكون مستعد تتحمل
الصعوبات والتحديات باش توصل لهدفك. كيشبه العسل باللي باغي يوصل ليه، والقريص بالنحل بالتحديات

اللي خاصك تواجهها باش توصل ليه. يعني خاصك تكون صبور ومثابر وتتحمل الألم والصعوبات باش
.توصل للنجاح

شنو هو الفرق بين 'درت' و 'كندير' و 'غادي ندير'؟

ت( يعني فعل ماضي، يعني عملت حاجة في الماضي. مثلاً: 'درت الواجب أه، سؤال مهم! 'درت' )دَرَ
ديالي'. 'كندير' )كَنْدَر( يعني فعل حاضر، يعني بعمل حاجة دابا. مثلاً: 'كندير الواجب ديالي'. و 'غادي
ي نَدَر( يعني فعل مستقبل، يعني غادي نعمل حاجة في المستقبل. مثلاً: 'غادي ندير الواجب ندير' )غَادِ

.ديالي غدا'. فهمتي الفرق؟ 'درت' للماضي، 'كندير' للحاضر، و 'غادي ندير' للمستقبل

.ما هو الزليج المغربي؟ صفه بجملة واحدة باللغة العربية الفصحى

الزليج المغربي هو نوع من الفسيفساء المصنوعة من قطع صغيرة من السيراميك الملونة، والتي تستخدم
.عادة في تزيين الجدران والأرضيات والأسقف في المباني المغربية التقليدية

شنو هوما أحسن بلايص ممكن نمشي ليهوم فمراكش؟

مراكش مدينة غنية بالتاريخ والثقافة، فيها بزاف ديال الأماكن اللي ممكن تزورها. هادو بعض من أحسن
:البلايص اللي ممكن تزورهم

ساحة جامع الفنا: ساحة جامع الفنا هي قلب مراكش، فيها بزاف ديال الحوانيت، والقهوة، والفنانين، .1
.والباعة المتجولين. هي مكان رائع للاستكشاف والتسوق، ومكان مثالي للاسترخاء ومشاهدة الناس

قصر الباهية: قصر الباهية هو قصر تاريخي من القرن التاسع عشر، معروف بتصميمه المعماري .2
الرائع وزخارفه المعقدة. القصر مفتوح للجمهور، وزيارة القصر هي طريقة رائعة لاستكشاف التاريخ

.والثقافة المغربية

مسجد الكتبية: مسجد الكتبية هو واحد من أشهر المعالم في مراكش، معروف بتصميمه المعماري الرائع .3
وساحته الكبيرة. المسجد مفتوح للجمهور، وزيارة المسجد هي طريقة رائعة لاستكشاف التاريخ والثقافة

.المغربية

حديقة ماجوريل: حديقة ماجوريل هي حديقة جميلة مخصصة للفنان الفرنسي جاك ماجوريل. الحديقة .4
.معروفة بتصميمها المعماري الفريد وزهورها الملونة، وهي مكان رائع للاسترخاء والاستمتاع بالطبيعة

متحف تامادوت: متحف تامادوت هو متحف فني مخصص للفن المغربي الحديث. المتحف معروف .5
.بمعارضه الفريدة وتصميمه المعماري الفريد، وهو مكان رائع لاستكشاف الفن والثقافة المغربية

أنا اتخانقت مع صاحبي امبارح و عايز أصالحو أعمل إيه

الاعتذار هو المفتاح. حاول تفهم وجهة نظر صاحبك وتعبر عن اعتذارك بصراحة. ممكن تقول حاجة زي:
"أنا آسف إني اتخانقت معاك امبارح. كنت غلطان ومش فاهم وجهة نظرك. كنت محتاج أسمعك وأفهمك

".أكتر

اديني خمس نصايح إزاي احافظ على وزني

كل أكل متوازن: حاول تاكل أكل متنوع فيه بروتين، وحبوب كاملة، ودهون صحية، وخضار وفاكهة. .1
.ده هيساعدك تحافظ على وزن صحي ويوفر لجسمك العناصر الغذائية اللي محتاجها

اشرب مية كتير: شرب المية بيساعد على تنظيم الشهية ويساعد على الهضم. حاول تشرب على الأقل 8 .2
.كوبايات مية في اليوم

مارس الرياضة بانتظام: الرياضة المنتظمة مهمة جداً للحفاظ على وزن صحي. حاول تمارس على .3
.الأقل 30 دقيقة من الرياضة المعتدلة الشدة معظم أيام الأسبوع

اً بيكون عالي في السعرات الحرارية والدهون غير الصحية .4 قلل من الأكل المصنع: الأكل المصنع غالب
.والسكر. حاول تقلل من الأكل المصنع وركز على الأكل الطازج والكامل

مارس الأكل الواعي: الأكل الواعي يعني التركيز على الأكل اللي بتاكله والشعور بالشبع. ده ممكن .5
يساعدك تتحكم في كمية الأكل اللي بتاكلها وتمنع الإفراط في الأكل. حاول تاكل ببطء، واستمتع بكل قضمة،

.وتجنب الأكل قدام التلفزيون أو وأنت بتعمل حاجات تانية

تعرف ايه عن شم النسيم

شم النسيم هو عيد مصري قديم بيعيدوا فيه ذكرى تحرير المصريين من حكم الفراعنة. العيد ده بيتاحفل بيه
في أول يوم أحد في الربيع، وبيكون عادة في شهر أبريل. العيد ده بيرمز لبداية جديدة وتجديد الحياة،

وبيتميز بالاحتفالات والطقوس الدينية والاحتفالات العائلية. من العادات اللي بتمارس في شم النسيم هي
.الأكل من الفسيخ والملوحة والبيض الملون، وكمان تنظيف البيوت وزيارة الأقارب والأصدقاء

ايه رأيك في السبوع في مصر

السبوع في مصر هو احتفال تقليدي بيكون بعد ولادة طفل. الاحتفال ده عادةً بيحصل في البيت وبيكون فيه
أكل وشرب وفرحة للعيلة والأصحاب. في الاحتفال، بيعملوا طقس اسمه "السبوع" اللي بيشمل تعميد الطفل

في مية مقدسة، وده بيعتبر طقس ديني مهم في الإسلام. كمان بيعملوا طقس تاني اسمه "السبوع" اللي
بيشمل توزيع حلويات وفواكه على الضيوف. الاحتفال ده بيعتبر فرصة للعيلة عشان يحتفلوا بقدوم طفل

.جديد ويبينوا حبهم ودعمهم ليه

إديني وصفة ساندويتش فول و طعمية يا ريس

!أكيد، هنعمل ساندويتش فول و طعمية لذيذ
:المكونات

طعمية 2 *
بصلة 1 *
فول 2 *

طماطم 2 *
شريحة خبز 2 *

معلقة كبيرة زيت زيتون 2 *
ملح و فلفل حسب الرغبة *

:طريقة التحضير
.سخني الزيت في مقلاة على نار متوسطة .1

قطعي الطعمية و الفول لقطع صغيرة و حطيهم في المقلاة. قلبيهم لمدة 5-7 دقايق لحد ما يبقوا .2
.مقرمشين و ذهبيين

في نفس الوقت، قطعي البصل و الطماطم لقطع صغيرة و حطيهم في مقلاة تانية على نار متوسطة. .3
.قلبيهم لمدة 5-7 دقايق لحد ما يبقوا طريين

حطي الطعمية و الفول المقليين على جنب و حطي البصل و الطماطم في نفس المقلاة. قلبيهم لمدة 3-2 .4
.دقايق لحد ما يمتزجوا

حطي قطعة خبز على كل ساندويتش و حطي فوقها خليط الطعمية و الفول و البصل و الطماطم. رشي .5
.ملح و فلفل حسب الرغبة

!قدمي الساندويتش على طول و استمتعي .6

Morocco Egypt

Table F.1: Sample responses from NileChat to prompts in Egyptian and Moroccan dialects, covering general and
local cultural knowledge. Samples with green background color represent samples with correct responses, samples
with red background color represent samples with not accurate answers.

10991


