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Abstract

Africa’s rich linguistic diversity remains sig-
nificantly underrepresented in speech technolo-
gies, creating barriers to digital inclusion. To
alleviate this challenge, we systematically map
the continent’s speech space of datasets and
technologies, leading to a new comprehen-
sive benchmark SimbaBench for downstream
African speech tasks. Using SimbaBench, we
introduce the Simba family of models,1 achiev-
ing state-of-the-art performance across multi-
ple African languages and speech tasks. Our
benchmark analysis reveals critical patterns in
resource availability, while our model evalua-
tion demonstrates how dataset quality, domain
diversity, and language family relationships in-
fluence performance across languages. Our
work highlights the need for expanded speech
technology resources that better reflect Africa’s
linguistic diversity and provides a solid founda-
tion for future research and development efforts
toward more inclusive speech technologies.

1 Introduction

Speech is one of the most natural and fundamen-
tal forms of human communication. Advances
in speech technologies, such as automatic speech
recognition (ASR), text-to-speech (TTS), and spo-
ken language understanding, have enabled trans-
formative applications including virtual assistants,
real-time translation, and accessible communica-
tion tools for people with disabilities. However,
the benefits of these technologies are not equitably
distributed. Most current resources and research
efforts are concentrated on a handful of widely
spoken languages, particularly English, leaving
the majority of the world’s linguistic diversity un-
derrepresented (Bender, 2011; Joshi et al., 2020).
This imbalance is especially stark in the context
of African languages, which are spoken by hun-
dreds of millions but often lack the data and tools

1https://github.com/UBC-NLP/simba

Figure 1: A three-level language family hierarchy illus-
trating the 61 African languages included in our analysis,
benchmark, and speech modeling efforts.

necessary for the development of robust speech
systems. Addressing this gap is crucial for fos-
tering technological inclusion, preserving linguis-
tic heritage, and enabling culturally relevant digi-
tal innovation. Moreover, as large language mod-
els (LLMs) increasingly integrate speech capabili-
ties (Huang et al., 2024; Cui et al., 2024; Nguyen
et al., 2023, 2025), ensuring that African languages
are supported in both text and speech modalities
is essential for equitable access to emerging AI
technologies.

While recent multilingual speech models such as
Whisper (Radford et al., 2022), MMS (Pratap et al.,
2023), and SeamlessM4T (Anastasopoulos et al.,
2023) include some coverage of African languages,
their performance on key speech tasks such as ASR,
TTS, and spoken language identification (SLID) re-
mains inadequate, especially for low-resource and
tonal languages (Alabi et al., 2024; Hyman, 2003).
Despite recent efforts to improve speech model-
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ing for African languages like mHuBERT (Zanon
Boito et al., 2024) and AfriHUBERT (Alabi et al.,
2024), these models cover only a small fraction
of Africa’s languages. In addition, African speech
datasets are often undocumented or fragmented,
with little clarity on their scope, supported tasks,
language coverage, and evaluation standards.

Recognizing the critical need to clearly char-
acterize the current landscape of African speech
datasets and technologies, we undertake a map-
ping of these resources and systems. In particu-
lar, we offer a number of contributions: (1) New
Speech Benchmark: we conduct extensive data
collection and aggregate and harmonize all pub-
licly available resources covering ASR, TTS, and
SLID tasks. This dataset collection spans diverse
linguistic families and geographic regions, leading
the way to the development of SimbaBench, a uni-
fied benchmark designed specifically for African
speech processing. (2) Data-Driven Coverage
Analysis: with SimbaBench at hand, we carry out
a quantitative mapping of current speech datasets
in Africa, allowing us to draw connections between
dataset availability across languages and popula-
tions. This helps paint the picture for the current
state of African speech resources. (3) Model Eval-
uation: we benchmark existing state-of-the-art
(SoTA)2 African and multilingual speech models
on SimbaBench, thereby empirically assessing ca-
pabilities and limitations of these models across
African speech tasks. These evaluations offer crit-
ical insights into where current models fall short
and where targeted innovation is needed. (4) A
Family of SoTA African Speech Models: we ex-
ploit our datasets to build upon existing models,
introducing a suite of fine-tuned models, dubbed
Simba, achieving SoTA performance on a wide set
of African languages across the downstream tasks.
Figure 2 illustrates the methodological workflow
employed in our work.

Through this work, we provide foundational
tools (i.e., SimbaBench and Simba models) and re-
sources to accelerate speech technology for African
languages and invite community participation in
this inclusive, multilingual effort. The paper is or-
ganized as follows: Section 2 overviews related
work in African NLP and Speech. Section 3 de-
scribes our data mapping and collection process.

2We use ‘SoTA’ to refer to best performance achieved
among all systems evaluated under SimbaBench’s unified
benchmarking conditions, establishing a reproducible baseline
for future research.

Figure 2: Methodological workflow, illustrating the
three main components: (1) the data curation and pre-
processing pipeline, (2) SimbaBench with quantitative
mapping of current speech datasets in Africa, and (3)
the evaluation pipeline.

We detail our benchmark SimbaBench in Section 4.
Section 5 outlines our evaluation setup, and we
discuss results and findings in Sections 6 and 7.

2 Literature Review

Speech and language technologies enable broader
access to information and can potentially support
and promote linguistic diversity. However, of the
over 7,000 languages spoken worldwide, only a
select few are represented in contemporary lan-
guage technologies and applications (Joshi et al.,
2020). Most speech and NLP systems are predom-
inantly trained on a limited subset of languages,
primarily from dominant language families and spe-
cific geographies, leaving most languages unrepre-
sented (Ponti et al., 2019). Joshi et al. (2020) cate-
gorizes languages into 6 classes based on available
resources, ranging from The Left-Behinds (Class
0) with virtually no digital presence to The Win-
ners (Class 5) with abundant resources and tech-
nological support. With most African languages
occupying the lower tiers of this classification, a
substantial language gap persists, leaving indige-
nous and regional languages under-represented in
NLP (Adebara et al., 2025), highlighting the need
for additional efforts to promote inclusive language
technologies (Ojo et al., 2023).

Progress in African NLP. In recent years, sig-
nificant progress has been made towards improv-
ing representation and performance of African lan-
guages in NLP, particularly in text understanding
and generation tasks (Adebara and Abdul-Mageed,
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2022; Adebara et al., 2025). Benchmarks like SA-
HARA (Adebara et al., 2025), IrokoBench (Ade-
lani et al., 2024), and others (Ojo et al., 2023;
Wang et al., 2023; Oladipo et al., 2023; Reid
et al., 2021) have advanced NLU and NLG ca-
pabilities. In terms of model development, mod-
els like AfroXLMR (Belay et al., 2025), Chee-
tah (Adebara et al., 2024) and others have con-
tributed significantly to these developments (Ade-
bara et al., 2022b; Elmadany et al., 2024; Adebara
et al., 2022a). Despite these advancements, the de-
velopment of African speech technologies remains
slow, impeded by intenstive computational require-
ments, a shortage of large-scale speech corpora,
and historical bias towards high-resource Western
languages (Joshi et al., 2020). This resource gap
motivates our work toward inclusive technologies
for Africa’s diverse languages.

Progress in African Speech. Prior work on
African speech has focused primarily on speech
resource collection and the presentation of base-
line results (Ogun et al., 2024; Gutkin et al., 2020;
Sikasote et al., 2023; Meyer et al., 2022). Projects
such as the CMU Wilderness dataset provided early
bootstrapped text-to-speech voices for over 100
African languages (Black, 2019), laying essential
groundwork. This has been further advanced by
structured community initiatives such as the BULB
Project, which focused on breaking barriers for
unwritten languages (Adda et al., 2016), and the
AI4D African Language Program, designed to fos-
ter the creation of more comprehensive speech re-
sources (Siminyu et al., 2021). Although large-
scale speech models are becoming increasingly
multilingual, most African languages remain un-
derrepresented, having been excluded during the
pretraining of major speech models (Alabi et al.,
2024). Despite these limitations, recent efforts
such as AfriHuBERT (Alabi et al., 2024) exem-
plify progress toward addressing this gap. More-
over, multilingual speech recognition for African
languages using self-supervised learning has been
demonstrated (Ritchie et al., 2022), complementing
academic work on Africa-centric, self-supervised
pre-trained models for multilingual speech repre-
sentation in a Sub-Saharan context (Caubrière and
Gauthier, 2024).

3 Mapping the Data Landscape

To understand the current state of speech technol-
ogy for African languages, we begin with a compre-

hensive assessment of the available data resources.
This is a necessary step before evaluating the capa-
bilities of current models or proposing new direc-
tions for building robust multilingual systems. In
particular, it is essential to identify what resources
are available, where they originate, and where criti-
cal gaps persist. Below, we present an overview of
publicly available African speech corpora, encom-
passing both labeled and unlabeled audio data. Our
analysis centers on three core speech downstream
tasks: ASR, TTS, and SLID.

Our objective is beyond mere data collection.
Rather, our aim is to map the linguistic and acoustic
diversity represented within existing datasets. This
mapping lays the groundwork for a comprehensive
and inclusive data infrastructure that authentically
represents the multilingual realities of the African
continent, which, as emphasized by Adebara et al.
(2025), is crucial for ensuring equitable participa-
tion in global language technology advancements.

Task Dataset #Lang. Dur. (h) Domain

A
SR

Alffa Public (Besacier and Gauthier, 2023) 4 58.66 RS, N
BembaSpeech (Sikasote and Anastasopoulos, 2022) 1 26.93 N, V
Common Voice (CV-19) (Mozilla Foundation, 2023) 21 1,843.65 RS
Financial Speech (Asamoah Owusu et al., 2022) 4 149.55 RS, F
Kallaama (Gauthier et al., 2024) 3 113.68 R, IR
Lwazi (Van Heerden et al., 2016) 10 42.80 TC
Naija Voices (NaijaVoices, 2024) 3 1,867.52 RS
NCHLT + AUX1/2 (Barnard et al., 2014) 11 1,922.05 RS
Nicolingua (0004) (Doumbouya et al., 2021) 3 1.24 R
YorubaVoice (Gutkin et al., 2020) 1 4.03 G
Zambezi Voice (ASR) (Sikasote et al., 2023) 3 54.23 RS, TS

SO (Code-Switched) (der westhuizen and Niesler, 2018) 4 14.27 TV
SPCS (Code-Switched) (Modipa et al., 2015) 1 10.48 R

ASR Statistics 42 6,109.09

SL
ID

Nicolingua (0003) (Doumbouya et al., 2021) 6 143.75 R
OlongoAfrica (Ours) 10 2.40 SS
UDHR (Ours) 6 1.05 HR
Voice of Africa (VOA) (Ours) 10 865.08 N
VoxLingua (Valk and Alumäe, 2021) 9 773.66 V
Zambezi Voice (Audio Only) (Sikasote et al., 2023) 5 176.00 TS

SLID Statistics 39 1,961.94

T
T

S BibleTTS (Meyer et al., 2022) 6 306.69 RB
High-Quality TTS (SA) (van Niekerk et al., 2017) 4 13.16 WS
Kinyarwanda TTS (Digital Umuganda, 2023) 1 14.08 —

TTS Statistics 11 333.93

AfriSpeech (Accented-African)) (Olatunji et al., 2023) 1 200 C, G

Overall 61 8,604.96 —

Table 1: Overview of curated African audio datasets
used in our data. This summary includes dataset type,
number of languages covered (#Lang.), total duration in
hours (Dur.), and source domain. “Ours” refer to new
data that we primarily collected or curated as part of this
work. RS. refers to Read Speech, TS. Talk Show TC.
Telephone Conversations, F. Financial, TV. TV Shows,
IR. Interviews, N. News, C. Clinical, SS. Short Stories,
G. General, HR. Human Rights, R. Radio, V. Video,
SO. Soap Opera, WS. Wikipedia-based Speech, and RB
Read Bible.
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3.1 Data Curation

We curate a large-scale corpus of publicly available
audio data integrating both labeled and unlabeled
speech to ensure broad linguistic, acoustic, and de-
mographic coverage. In total, we aggregate 8, 605
hours of audio drawn from 26 publicly available
sources, comprising well-established corpora for
downstream tasks (supervised) as well as large-
scale unlabeled speech data (unsupervised). The
collected resources span multiple domains, includ-
ing media-rich and culturally grounded sources.
This introduces variability in speech styles, re-
gional dialects, and speaker identities—dimensions
often underrepresented in traditional benchmarks.
African Data. We collect over 8, 380 hours of
clean data spanning 61 african languages. Con-
sisting of richly diverse domains like, broadcast,
radio, read speech, and spontaneous conversations.
This includes 6, 080 hours of ASR covering 42 lan-
guages, 334 hours of TTS spanning 11 languages,
and 1, 960 hours of untranscribed (audio-only) data
across 32 languages for SLID.
Code-switched Data. We include ∼ 34 hours of
code-switched speech data, encompassing seven
language pairs that combine African and non-
African languages within a single utterance. These
recordings reflect authentic patterns of multilin-
gual discourse in everyday African contexts and
are essential for training models capable of han-
dling spontaneous, mixed-language input.
African-accented English. Furthermore, we in-
corporate 200 hours of African-accented English
speech, representing 120 distinct accents from
13 African countries with 2, 463 unique speak-
ers (Olatunji et al., 2023).

A comprehensive summary of the dataset com-
position, language distribution, and task coverage
is presented in Table 1, with additional details pro-
vided in Appendix §A. Also, Table B.1 (in Ap-
pendix §B) provides detailed information on the
total audio duration (in hours) for each language
across various datasets.

3.2 Data Preprocessing and Standardization

To ensure consistency, quality, and usability across
the diverse audio datasets, we apply a unified pre-
processing pipeline encompassing format standard-
ization; converting all audio to 16 kHz mono WAV
format, segmentation, filtering, and noise removal;
breaking long recordings into 1-20 second utter-
ances and eliminating excessive noise, and meta-

data consolidation; reformatting datasets into a
unified JSON schema with standardized fields. Our
preprocessing pipeline enables robust training and
evaluation across diverse African speech corpora,
establishing a foundation for consistent benchmark-
ing and inclusive model development across all
downstream tasks. More detailed information is
outlined in Appendix §C.

3.3 Quantitative Data Analysis
We present a quantitative analysis of the curated au-
dio resources with respect to language distribution,
task-specific coverage, and overall data volume.
Our findings reveal disparities in speech data avail-
ability across African languages. We highlight the
strengths and limitations of current African speech
datasets, informing the feasibility of training and
evaluating models for the aforementioned tasks. To-
gether, these trends underscore the need for strate-
gic data collection that prioritizes not only volume
but also domain diversity and equitable represen-
tation across linguistic and demographic factors.
Without such targeted efforts, existing disparities
for African speech technology development will
likely persist or worsen, further marginalizing al-
ready under-resourced languages.

Overall Data Distribution. Africa has more than
2000 languages and dialects, of which our ex-
tensive efforts could only identify 61 that have
publicly available data. Even within this small
number of languages, we find a minority of lan-
guages—Kinyarwanda, Hausa, Yoruba, Swahili,
and Igbo—accounting for hundreds to thousands
of hours of recorded speech, whereas the major-
ity of languages have fewer than one hour of data
as shown in Figure 3a. Figure 3b highlights this
imbalance through the Kernel Density Estimate
(KDN) of total hours collected, revealing a heavily
right-skewed distribution with high density concen-
trated near zero hours and a long tail extending
toward the few resource-rich languages. This pat-
tern highlights the imbalance driven primarily by
targeted collection efforts rather than linguistic or
demographic representation.

Language Family Distribution. The distribu-
tion by language family in Figure 1 shows that the
Niger-Congo and Afro-Asiatic families dominate
the available resources. Within the Niger-Congo
group, Kinyarwanda, Yoruba, Igbo, Swahili, and
several Volta-Congo languages account for the
largest volumes of data. From the Afro-Asiatic
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Figure 3: Speech data distribution across the 61 African languages in collected data, highlighting volume, density,
and source diversity.

family, Hausa possesses substantial resources,
whereas Somali, Amharic, and Tamazight remain
comparatively under-represented. Other families
like Nilo-Saharan, Austronesian, and Trans-New
Guinea appear only sparsely, with Malagasy as the
primary exception within the Austronesian fam-
ily. Overall, the majority of languages are from the
Niger-Congo and Afro-Asiatic families, reflecting
the dominant language groups in Africa.

Native Speaker Distribution. We find a clear
mismatch between speaker population size and
available audio resources. Languages with large
speaker populations often have minimal data—for
example, Oromo, with 45M speakers, has only 34
hours of audio, while Nigerian Pidgin, spoken by
roughly 120M people, has just 0.21 hours. In con-
trast, some languages with smaller populations are
comparatively well-resourced, such as South Nde-
bele (2.4M speakers, 223 hours) and Swati (4.7M
speakers, 307 hours). These disparities suggest
that data availability correlates more strongly with
a number of potential factors such as language use
in media, data archiving and accessibility, and tar-
geted collection initiatives than with population
size. Collectively, these factors are directly related
to adopted language policies (Adebara et al., 2025).
Number of Sources. The number of data sources
per language indicates that overall volume is pri-
marily driven by inclusion in major collection
projects rather than by a broad diversity of smaller
efforts. Figure 3c illustrates this relationship be-
tween source diversity and total hours collected.
High-volume languages either appear in multiple
major sources—such as Hausa (7 sources) and
Swahili (6 sources)—or derive substantial cover-
age from a single extensive initiative, as with Kin-
yarwanda via CV-19 and Igbo via NaijaVoice. In

contrast, lower-resource languages are typically
represented only through isolated small-scale ef-
forts. Overall, data volume is dictated more by the
scale of one or two dominant collections than by
the sheer number of sources. A single large dataset
can secure extensive hours but often limited in do-
main diversity, whereas multiple smaller sources
may yield less total audio yet provide broader, more
balanced coverage for downstream speech applica-
tions.
Dataset Fragmentation. Our analysis reveals that
dataset fragmentation represents a significant bar-
rier to reproducible research in the African speech
data landscape. This challenge manifests as a lack
of standardized training and testing splits across
many key corpora,3 preventing fair comparisons
between studies. Furthermore, many datasets ex-
hibit severe imbalance between large portions of
unlabeled audio and minimal labeled sets, limiting
their utility on supervised tasks.4 These inconsis-
tencies underscore the critical need for a unified
benchmark to standardize evaluation and unlock
the full potential of these valuable but fragmented
resources.

4 SimbaBench Benchmark

Motivation. To address the lack of standardized
benchmarks for African speech technologies, we
introduce SimbaBench —a unified evaluation suite
designed to support diverse African speech tasks. It
enables consistent model assessment, fosters repro-
ducible research, and promotes fair comparisons,
advancing inclusive language technologies for un-
derrepresented communities.

3Examples are the Lwazi (Van Heerden et al., 2016) and
CS Soap Opera (der westhuizen and Niesler, 2018) datasets.

4A clear example is the Nicolingua-0003 corpus (Doum-
bouya et al., 2021).
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Figure 4: Comparison of African language coverage
across the downstream tasks as well as pretraining.

Coverage. SimbaBench unifies all publicly avail-
able African speech datasets (Section 3), encom-
passing a wide range of languages, dialects, and do-
mains. It supports comprehensive evaluation across
both high- and low-resource languages through
three core tasks: ASR, TTS, and SLID. Each task is
paired with curated datasets and standardized met-
rics to enable consistent, fair comparisons across
models and languages.

Data Splits and Release. To ensure consistency
and reproducibility, we adopt official training and
test splits when available; otherwise, we apply a
90%-10% train-test partition. For model devel-
opment and checkpoint selection, we construct a
multilingual training and development set by sam-
pling n hours of training data (5 hours per language
for ASR, 12 for TTS) and 30 minutes of develop-
ment data per language when available. Evaluation
is conducted per dataset to enable comparability
with prior work and highlight dataset-specific chal-
lenges. We release the multilingual training and
development splits to support benchmarking and
tuning, while test sets are shared via standardized
configuration files. SimbaBench will be hosted on
the Hugging Face Datasets platform.5

5 Model Evaluation on SimbaBench

We evaluate SimbaBench on several leading open-
source models to asses their generalization ability
in the contexts of African languages and provide
insights for future model development. Below we
describe our evaluation pipeline in detail and the
baseline models used for evaluation.

5.1 Baseline Models
We benchmark several state-of-the-art multilingual
speech models with varying architectures and train-
ing approaches to assess their performance on

5See project GitHub: https://github.com/UBC-NLP/simba.

African language audio data. We evaluate Whis-
per (Radford et al., 2022), Seamless (Anastasopou-
los et al., 2023), MMS (Pratap et al., 2023), Afri-
HUBERT (Alabi et al., 2024), and Wav2Vec2-XLS-
R (Babu et al., 2021).

Figure 4 illustrates the extent to which these
baseline models cover African languages in their
pretraining or supervised finetuning. The fig-
ure shows that MMS offers the broadest African
language coverage across tasks, while models
like AfriHUBERT provide the highest coverage
in unsupervised pretraining. Whisper-v3 and
SeamlessM4T-v2 provide limited ASR support,
highlighting both task-specific strengths and ex-
isting gaps in African language inclusion. Ta-
ble D.1(Appendix §D) presents a detailed overview
of African language support across models for pre-
training and various downstream tasks in speech
and language processing. Collectively, these mod-
els establish strong baselines for evaluating the
current state of ASR technology for African lan-
guages.

5.2 Simba Series

In addition to evaluating existing speech models
as described above, we finetune a series of mod-
els, referred to as the Simba Series, leveraging the
multilingual training and development sets from
SimbaBench for the three downstream tasks. The
Simba models are designed to enhance performance
and mitigate language coverage gaps identified in
prior baselines.

Simba-ASR. We finetune five baseline models
(see §5.1 for details) using the SimbaBench multi-
lingual training and development sets.6 This multi-
lingual setup enables the development of five new
ASR models, each adapted specifically to African
linguistic contexts. The resulting models are Simba-
H, finetuned from AfriHuBERT, Simba-M from
MMS-1b-all, Simba-S from SeamlessM4T-v2-MT,
Simba-X from Wav2Vec2-XLS-R, and Simba-W
from Whisper-v3-large. All models are finetuned
in a multilingual fashion. We follow the same
protocols for multilingual training as described in
the original Whisper, MMS, and Seamless mod-
els. For XLS-R, mHuBERT, and AfriHubert, we
adopt a simple strategy of multilingual finetuning

6ASR finetuning data comprise 215 hours of transcribed
training audio (5 hours per language) and 21.5 hours of vali-
dation audio (30 minutes per language), covering 43 African
languages.
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Simba Series (Ours)
Language Test Set MMS Seamless Whisper WhisperT Simba-H Simba-M Simba-S Simba-X Simba-W

Akuapim-twi (aka) FS 85.82/40.14 219.67/190.49 1181.0/1131.23 499.51/547.24 26.83/10.13 17.6/8.13 13.29/8.45 23.74/10.35 29.1/19.1

Asante-twi (aka) FS 83.6/32.35 230.88/196.71 665.34/574.27 245.5/222.37 26.78/7.36 13.87/5.38 7.06/2.62 19.93/7.06 15.63/7.98

Afrikaans (afr) Lwazi 92.06/37.59 37.91/16.47 66.05/34.32 73.17/39.05 62.81/17.9 36.29/9.86 15.62/4.99 102.96/53.45 29.22/11.0
... ... ... ... ... ... ... ... ... ... ...
... ... ... ... ... ... ... ... ... ... ...
Zulu (zul) Lwazi 70.12/32.66 107.96/84.77 164.54/106.64 78.11/43.35 62.92/17.57 38.58/10.88 108.53/103.61 101.93/52.87 27.63/10.87
Zulu (zul) NCHTL 31.31/5.12 74.28/20.56 648.45/244.13 379.87/134.73 30.55/4.69 26.36/3.96 23.87/4.47 60.96/8.79 33.92/5.71

Overall Average 75.9/35.26 146.69/98.92 611.91/437.98 196.7/149.79 59.9/21.46 48.11/17.41 41.65/18.3 82.64/39.31 60.56/31.16

Table 2: Comparison of ASR performance across various African languages using baseline models and our Simba
models. Evaluation metrics are reported as WER/CER. Red underlines indicate that the model does not support the
corresponding language, while green highlights denote the best-performing model for each language or test set.
Full results are provided in Table F.1 (Appendix §F).

by adding a CTC layer 7 and updating all parame-
ters.

Simba-TTS. As the only baseline model that
supports TTS, we finetune the MMS-TTS
model (Pratap et al., 2023) extending support to
additional African languages. The original MMS-
TTS model only supports 4 out of the 11 African
languages included in our collection. As a result,
unlike the ASR setup, we do not finetune on the
entire multilingual dataset; instead, we focus exclu-
sively on the 7 African languages previously not
supported by MMS-TTS, and for which TTS data
exist in our collection. For each language, we inde-
pendently finetune from existing MMS-TTS check-
points belonging to linguistically similar languages,
selecting the best-performing checkpoint based on
validation performance. Specifically, Akuapem Twi
and Asante Twi are finetuned from the Akan check-
point; Tswana and Southern Sotho from the Tsonga
checkpoint; Afrikaans from the Dutch-based creole
checkpoint, reflecting its linguistic history; and Lin-
gala from the Swahili checkpoint. This language-
family-based knowledge transfer facilitates effec-
tive adaptation for these low-resource African lan-
guages.

Simba-SLID. Following the same ASR setup,
we finetune AfriHuBERT, the pretrained model
with the broadest African language coverage, us-
ing the 215-hour multilingual training split from
SimbaBench. We validate on the corresponding
21.5-hour development set. This multilingual adap-
tation supports robust cross-lingual generalization
for spoken language identification across diverse
African languages.

7The CTC layer is a single linear layer placed on top of the
pre-trained encoder. For updating all parameters, we perform
full parameter fine-tuning, meaning no layers of the base
models were frozen during adaptation.

5.3 Evaluation Pipeline

Our evaluation pipeline is designed to ensure con-
sistency across downstream tasks and models, pro-
viding a robust framework for analyzing perfor-
mance under varying resource constraints. As
shown in Figure 2, our evaluation pipeline relies
on two settings: (i) zero-shot evaluation of baseline
models8, specifically targeting languages not seen
during training or not officially supported; and (ii)
evaluation of finetuned models to quantify adapta-
tion gains.

For evaluation, we use Word Error Rate (WER)
and Character Error Rate (CER) (Woodard and Nel-
son, 1982; Morris et al., 2004) for ASR, and macro-
F1 (Pedregosa et al., 2011) for SLID. For TTS, we
use WER, Mel-Cepstral Distortion (MCD) (Ku-
bichek, 1993), Log F0 Root Mean Square Er-
ror (LogF0RMSE) (Lorenzo-Trueba et al., 2018),
SpeechTokenDistance (Saeki et al., 2024), Percep-
tual Evaluation of Speech Quality (PESQ) (Rix
et al., 2001), UTMOS (a predicted Mean Opinion
Score, MOS) (Reddy et al., 2021), and Speech-
BERTScore (Saeki et al., 2024). Detailed informa-
tion about the experimental setup, hyperparameters,
and evaluation metrics is provided in Appendix E.

6 Results

ASR Results. Table 2 presents the performance
of baseline systems and our Simba-ASR models
on SimbaBench across 56 language-specific test
sets representing 46 languages on the ASR task.
Among the 23 test sets for which none of the base-
line models officially support, MMS achieves the
best performance across all baselines. This trend

8These models are already fine-tuned on task-specific data;
however, we refer to this as zero-shot since we evaluate them
on languages that are unsupported or unseen during training.
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is particularly evident for languages such as Stan-
dard Moroccan Tamazight, Venda, Tswana, Swati,
Sotho, and Northern Ndebele. However, several
languages remain challenging for all evaluated
models. Specifically, Susu, Tigre, Tigrinya, and Ga
consistently yield high error rates, revealing sub-
stantial gaps in support for certain under-resourced
languages. Our finetuned Simba-ASR models im-
prove upon every test sets compared to the baseline
systems, with Simba-S achieving the best overall
performance, reaching 41.65 WER and 18.30 CER.
These improvements underscore the effectiveness
of model adaptation for African languages, with
significant improvements for several previously un-
supported languages like Fanti, Venda, Swati, and
Bemba. However, certain languages—including
Western Maninkakan, Tigrinya, Standard Moroc-
can Tamazight, and Susu—continue to exhibit high
error rates (exceeding 100 WER), indicating that
further progress will require additional data and
more targeted modeling strategies.

TTS Results. Table 3 presents results on the TTS
task across both supported and unsupported lan-
guages, across 8 different metrics ( More informa-
tion regarding metrics is provided in Appendix ).

MMS-TTS model demonstrates relatively strong
performance on its officially supported languages.
Hausa stands out with a low Word Error Rate
(WER) of 14.09% and a moderate Mel-Cepstral
Distortion (MCD) of 8.7. This strong performance
is further corroborated by its high scores in human-
rated naturalness (3.76 UTMOS) and semantic sim-
ilarity (0.89 SpeechBERTScore). Ewe also per-
forms well (15.94% WER, 8.87 MCD), though its
perceptual quality scores are lower. Performance is
competitive for Yoruba (26.99% WER), but drops
significantly for Kinyarwanda, which records a
high WER of 44.75% and the lowest perceptual
quality score in its group (0.68 PESQ), highlight-
ing that synthesis quality can vary considerably
even among supported languages. Our finetuned
Simba-TTS models, despite limited training data,
achieve reasonable results. Nevertheless, intelligi-
bility as measured by WER remains a challenge:
78.31% for Afrikaans, 71.98% for Xhosa, and over
59% for the Twi dialects. Interestingly, we ob-
serve improved performance on data derived from
BibleTTS (Lingala, Twi Asante, and Twi Akuapem),
likely due to the domain’s relatively constrained
linguistic structure and vocabulary, which appear
to support more consistent synthesis.

SLID Results. Table F.2 reports SLID perfor-
mance across 32 language-dataset pairs using
MMS-LID-1024 and Simba-SLID. While MMS
performs well on high-resource languages, Simba-
SLID shows notable gains on low-resource lan-
guages, addressing key identification gaps.

7 Discussions

Dataset Variation. We find that dataset varia-
tions strongly impact performance. On the ASR
task, MMS and Seamless models show signifi-
cantly better performance on Afrikaans CV-19 com-
pared to Lwazi and NCHLT datasets. Addition-
ally, both Zulu and Xhosa consistently achieve
better performance on NCHLT datasets than on
the Lwazi datasets. This performance gap likely
stems from dataset quality differences: NCHLT
features broadband speech recordings with over
50 hours per language, while Lwazi contains tele-
phone speech recordings with only 4-10 hours per
language, providing more diverse, higher-quality
training material in NCHLT. On the SLID task,
Hausa scores 100% on OlongoAfrica but only 75%
on UDHR. This discrepancy likely stems from do-
main differences: UDHR contains human rights
declarations with specialized vocabulary that might
complicate language identification, while Olon-
goAfrica features short stories with more natural
language patterns that preserve distinctive linguis-
tic features, making identification easier. Similarly,
on the TTS task, test sets drawn from the Bible do-
main consistently yield lower error rates than those
from other domains such as KinyarwandaTTS or
SouthAfricaTTS, underscoring the strong influence
of domain characteristics on model performance.
This reinforces the need for diverse, representative
test sets when evaluating multilingual models.

Model Task Coverage. Notably, sheer language
coverage does not guarantee uniformly strong
ASR accuracy. MMS, which supports the largest
number of African languages, attains the best
overall average, confirming that extensive pre-
training across many languages yields broad, re-
liable results. Yet this advantage does not ex-
tend to every high-resource language: for Amharic
and Afrikaans, Seamless—with far smaller cover-
age—occasionally surpasses MMS, suggesting that
focused training and larger model size can over-
come limited coverage when sufficient in-domain
data exist. Conversely, Whisper, covering only nine
African languages, records the highest error rates
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Setting Language Test Set WER (↓) MCD (↓) LogF0RMSE (↓) SpeechTokenDistance (↓) PESQ (↑) UTMOS (↑) SpeechBLEU (↑) SpeechBERTScore (↑)

M
M

S-
T

T
S Ewe (ewe) bibleTTS 15.94 8.87 0.48 0.57 1.5 3.01 0.51 0.78

Yoruba (yor) bibleTTS 26.99 6.72 0.2 0.7 2.61 3.45 0.6 0.89
Hausa (hau) bibleTTS 14.09 8.71 0.37 0.52 0.94 3.76 0.39 0.76
Kinyarwanda (kin) KinyarwandaTTS 44.75 9.22 0.3 0.57 0.68 3.28 0.4 0.77

Average 25.44 8.38 0.34 0.59 1.43 3.38 0.48 0.80

Si
m

ba
-T

T
S

Xhosa (xho) SouthAfricaTTS 71.98 7.75 0.29 0.59 0.72 3.1 0.42 0.77
Lingala (lin) bibleTTS 35.97 5.12 0.32 0.79 1.51 3.92 0.68 0.89
Twi Asante (aka) bibleTTS 59.84 8.3 0.32 0.62 1 3.06 0.48 0.77
Twi Akuapem (aka) bibleTTS 59.45 7.19 0.29 0.65 1.05 2.79 0.49 0.81
Afrikaans (afr) SouthAfricaTTS 78.31 8.06 0.31 0.59 0.5 3.38 0.41 0.75
Tswana (tsn) SouthAfricaTTS 90.3 4.29 0.36 0.6 0.66 2.52 0.4 0.79
Southern Sotho (sot) SouthAfricaTTS 91.84 4.28 0.36 0.59 0.74 2.65 0.4 0.78

Average 69.67 6.43 0.32 0.63 0.88 3.06 0.47 0.79

Overall Average 47.56 7.41 0.33 0.61 1.15 3.22 0.48 0.80

Table 3: Performance of the original MMS-TTS on supported languages and finetuned Simba-TTS on unsupported
languages. Red underline indicates languages that are not supported by the MMS-TTS model. ↑ indicates higher is
better, ↓ indicates lower is better.

overall, and its performance collapses for the many
languages it does not officially support, underscor-
ing how lack of task-specific training degrades per-
formance. Overall, wide coverage prevents failure
on unsupported languages, whereas fine-grained
adaptation determines which system performs best
among languages that are already supported.

Relation to Language Family. Our analysis re-
veals that language family relationships signifi-
cantly influence model performance patterns across
tasks. Within the Niger-Congo family, closely re-
lated Volta-Congo languages like Swahili, Zulu,
and Xhosa demonstrate similar performances, par-
ticularly the Simba series models. Low-resource
languages benefit substantially from relationships
in well-represented families, languages from the
Mande group achieve reasonable performance de-
spite limited training data, likely due to transfer
learning from related Niger-Congo languages. The
effect is especially apparent for Afro-Asiatic lan-
guages; Amharic performs exceptionally well with
Simba-X despite moderate training data, suggesting
effective cross-lingual knowledge transfer within
its family. These patterns indicate that models
leverage shared linguistic features within families,
confirming that while comprehensive family rep-
resentation in training data significantly impacts
potential performance, the strength of family repre-
sentation in training data significantly impacts po-
tential performance, especially for lower-resourced
languages of well-represented families.

Trade-off: Intelligibility vs. Voice Quality. For
the TTS task, we observe a trade-off between in-
telligibility and voice quality. Languages such as
Hausa and Ewe show strong performance with low
WERs (14–16%), making their generated speech
highly understandable. However, their moderate
MCD scores (8.7–8.9) indicate acceptable but not

perfect voice quality. In contrast, languages such as
Southern Sotho, Tswana, and Lingala achieve ex-
ceptional voice quality, reflected in excellent MCD
and LogF0RMSE scores (4.2–5.1 and 0.32–0.36,
respectively). This suggests that their generated
audio sounds highly natural and closely matches
the target speaker’s voice. Nevertheless, this comes
at the cost of intelligibility, as indicated by the high
WERs (36–92%). Overall, these results suggest
that while our finetuning can effectively replicate a
speaker’s vocal characteristics, achieving accurate
and intelligible content synthesis simultaneously
remains challenging, particularly with limited in-
domain training data.

8 Conclusion

In this work, we present SimbaBench, a large-
scale benchmark covering 61 African languages
across core speech downstream tasks. By curat-
ing over 8, 600 hours of speech data from diverse
domains and language families, we enable com-
prehensive evaluation of multilingual and Africa-
centered speech models. Using SimbaBench, we
finetune the Simba series—task-specific models
that enhance performance and mitigate language
coverage gaps identified in prior baselines, achiev-
ing SoTA results on many low-resource languages.
We find that, while broad language coverage pro-
vides a useful baseline, our analysis shows that
model performance is strongly influenced by do-
main diversity, data quality, and linguistic related-
ness. Our findings underscore the importance of
multilingual adaptation and language-family-aware
training, highlighting SimbaBench as a critical tool
for advancing inclusive African speech technolo-
gies.
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9 Limitations

Our study has a number of limitations that highlight
important avenues for future work:

1. Data Availability and Representation Bias.
SimbaBench relies solely on publicly avail-
able datasets, which reflect existing structural
and historical biases in language technology
development. Many Indigenous African lan-
guages remain severely underrepresented, lim-
iting the benchmark’s ability to capture the
full spectrum of Africa’s linguistic diversity.

2. Task Coverage. Our evaluation is restricted
to three core ASR, TTS, and SLID due to
data availability. Broader downstream tasks
such as speech translation, spoken question
answering, or spoken dialogue systems are
not yet supported and require further dataset
development.

3. Modeling Scope. We focus on finetuning ex-
isting models rather than proposing new archi-
tectural innovations or advanced adaptation
methods. While our results demonstrate the
benefits of task-specific tuning, we do not ex-
plore complementary strategies such as self-
supervised pretraining, multitask learning, or
data augmentation.

4. Implementation Constraints. Despite our
advocacy for inclusive data and policy re-
form, real-world implementation requires sus-
tained institutional commitment. Bridging the
gap between research and impact will necessi-
tate long-term investment from governments,
academia, and industry partners.

5. Task Diversity and Generalization. Al-
though SimbaBench spans three speech tasks,
it does not yet cover interactive or generative
applications such as conversational AI, spoken
retrieval, or end-to-end multilingual agents.
Extending the benchmark to include such
tasks would further promote holistic model
evaluation and real-world applicability.

Despite these limitations, our work emphasizes
the urgency of addressing speech data dispari-
ties and fostering inclusive language technologies
across the African continent.

10 Ethical Considerations

We outline several ethical considerations relevant
to this work:

1. Our research aims to advance speech technol-
ogy for African languages by addressing the
historical marginalization of many linguistic
communities and promoting equitable digital
inclusion across the continent.

2. The datasets used in our benchmark are
sourced from publicly available repositories.
However, their existence reflects broader so-
ciopolitical dynamics, including which lan-
guages have received institutional support and
technological investment. This highlights the
role of policy in shaping digital language pres-
ence.

3. Although we do not propose novel model ar-
chitectures, we fine-tune existing models on
SimbaBench and release stronger task-specific
checkpoints. Our analysis illustrates how
unequal data availability—shaped by histor-
ical and policy-driven neglect—affects per-
formance, underscoring the need for targeted
policy interventions to support multilingual
data creation and ethical development.

4. We stress the importance of proper attribution
for both datasets and models, as a matter of
transparency, accountability, and fair recog-
nition. To this end, we provide a publicly
accessible reference list citing all datasets and
fine-tuned models used in our benchmark, and
encourage researchers and institutions to up-
hold responsible and inclusive data steward-
ship.
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Appendices
The following appendices provide comprehensive
supplementary material supporting the main find-
ings of this work. We include detailed descriptions
of the datasets used, data preprocessing steps, base-
line models, experimental setup, and full evaluation
results across tasks and languages. This material
is intended to enhance reproducibility, offer deeper
insight into model behavior, and serve as a resource
for future research in African speech technologies.
The appendices are organized as follows:

• §A: Data Collection and Corpus Curation

• §B: Mapping the Data Landscape

• §C: Preprocessing Pipeline

• §D: Baseline Models

• §E: Experimental Setup

• §F: Evaluation Results

Key tables include:

• Table B.1: Total duration of audio (in
hours) available per language across multiple
datasets.

• Table D.1: Overview of African language cov-
erage across models for pretraining and down-
stream speech and language tasks.

• Table F.1: Comparison of ASR performance
across various African languages using base-
line models and our Simba models in both
zero-shot and fine-tuned settings.

• Table F.2: Performance of MMS-LID-1024
and Simba-SLID on SimbaBench.

A Data Collection and Corpus Curation

A.1 Automatic Speech Recognition Data

ALFFA PUBLIC Dataset (Besacier and Gau-
thier, 2023): is a multilingual dataset developed
as part of the ALFFA (African Languages in
the Field: Speech Fundamentals and Automa-
tion) project. It supports ASR systems for under-
resourced Sub-Saharan African languages and in-
cludes resources for Wolof (5.74 hours), Fongbe
(2.89 hours), Amharic (3.12 hours), and Swahili
(3.93 hours).

Bemba Speech Dataset (Sikasote and Anasta-
sopoulos, 2022) consists of read speech compiled
from various publicly available Bemba sources,
including books, show transcripts, and YouTube
transcripts. It contains 15,000 utterances totaling
24.5 hours of audio, making it a valuable resource
for ASR and linguistic research for the Bemba lan-
guage.

Mozilla Common Voice (Mozilla Foundation,
2023) is a multilingual dataset designed to improve
voice technologies for under-resourced languages.
The African language collection includes signifi-
cant contributions in a variety of languages, with
notable amounts of recorded hours in Kinyarwanda
(1,354.02 hours), Kabyle (174.66 hours), Ganda
(149.43 hours), and Swahili (106.89 hours). Addi-
tional contributions include Kalenjin (29.88 hours),
Luo (13.63 hours), Hausa (3.77 hours), Taita (4.47
hours), and smaller datasets for languages like
Amharic (1.58 hours), Basaa (2.19 hours), and
Standard Moroccan Tamazight (1.07 hours). This
dataset provides a valuable resource for ASR sys-
tems and other linguistic technologies aimed at
African languages. More information is available
on Common Voice’s official page11.

Financial Inclusion Speech Dataset
(Asamoah Owusu et al., 2022) is a multilin-
gual speech dataset developed to support financial
inclusion in Ghana. Created by Ashesi University
and Nokwary Technologies, the dataset comprises
recordings from approximately 200 speakers per
language, each recording around 130 sentences.
The languages covered include Akuapem Twi (38
hours), Asanti Twi (30 hours), Fanti (39 hours),
and Ga (40 hours), totaling approximately 148
hours of speech data.

Kallaama (Gauthier et al., 2024) the Kallaama
dataset is a rich resource of transcribed agricul-
tural speech in Senegal’s three most widely spo-
ken languages: Wolof, Pulaar, and Sereer. Com-
prising more than 100 hours of spontaneous au-
dio recordings from farmers, agricultural advisers,
and agribusiness managers, the data include radio
programs, focus groups, voice messages, and inter-
views.

Lwazi Speech Corpus (Van Heerden et al.,
2016) is a multilingual dataset that includes tele-
phone speech recordings in the 11 official lan-

11https://commonvoice.mozilla.org
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guages of South Africa. Each language has ap-
proximately 200 speakers, each speaker reading an
average of 30 prompts, resulting in 4 to 10 hours
of audio per language.

NaijaVoices Dataset (NaijaVoices, 2024) is a
multilingual speech corpus designed to support
ASR and NLP tasks in Nigerian languages. It in-
cludes approximately 1,800 hours of speech data
and curated text in Yoruba, Igbo, and Hausa, with
roughly 600 hours dedicated to each language.

NCHLT Speech Corpus (Barnard et al., 2014)
is a multilingual dataset of broadband speech col-
lected from approximately 200 speakers per lan-
guage in each of the 11 official languages of South
Africa: Afrikaans, English, Ndebele, Northern
Sotho, Southern Sotho, Swati, Tswana, Tsonga,
Venda, Xhosa, and Zulu. Developed under the
National Center for Human Language Technol-
ogy (NCHLT) initiative, the corpus comprises
more than 50 hours of orthographically transcribed
speech for each language.

Nicolingua - West African Virtual Assistant
Speech Recognition Corpus (Doumbouya et al.,
2021) is a multilingual dataset comprising 10,083
recorded utterances in four languages: Susu (51
hours), Western Maninkakan (42 hours), Pular (31
hours), and French. Collected from 49 speakers,
the corpus is designed to support the development
of speech recognition systems for West African
languages.

Yoruba Speech Dataset (Gutkin et al., 2020)
is a high-quality crowdsourced dataset of Yoruba
audio recordings designed for speech processing
applications. It includes transcribed WAV files,
with separate archives for female and male speakers
and the corresponding transcription. It is manually
quality-checked and provides valuable resources
for developing ASR systems and other linguistic
tools for Yoruba.

Zambezi Voice Project (Sikasote et al., 2023)
led by the University of Zambia speech and lan-
guage research group, this ongoing initiative aims
to create speech and language resources for Zam-
bia’s under-resourced native languages. The la-
beled dataset comprises more than 36,000 read-
speech recordings totaling 79 hours, with contribu-
tions from Bemba (26 hours), Nyanja (25 hours),
Tonga (22 hours), and Lozi (6 hours). The unla-
beled dataset, derived from radio broadcasts, pro-

vides 525 hours of audio, including Bemba (162
hours), Tonga (101 hours), Lozi (30 hours), Nyanja
(25 hours), and Lunda (39 hours). These resources
support the development of ASR and other lan-
guage technologies for Zambian languages.

A.2 Text-To-Speech Data

BibleTTS (Meyer et al., 2022): BibleTTS is a
high-quality multilingual TTS corpus featuring up
to 80 hours of studio-quality recordings for each
of six Sub-Saharan African languages: Asante Twi,
Akuapem Twi, Ewe, Hausa, Lingala, and Yoruba.
Derived from the Biblica open.bible project, the
dataset includes verse-aligned and filtered speech-
text pairs.

High quality TTS data for four South African
Languages (van Niekerk et al., 2017): Collected
in collaboration between North-West University
and Google, this dataset provides over 3 hours
of high-quality, multi-speaker transcribed audio
recordings for each of the four South African lan-
guages: Afrikaans, Sesotho, Setswana, and isiX-
hosa.

Kinyarwanda TTS (Digital Umuganda, 2023):
is a high-quality Text-to-Speech corpus developed
and hosted by Digital Umuganda on Hugging Face.
The combined dataset totals approximately 14
hours of speech data, covering diverse phonetic
contexts and speaking styles.

A.3 Spoken Language Identification Data

NicoLingua - West African Radio Corpus
(Doumbouya et al., 2021): This dataset contains
17,090 audio clips, each 30 seconds long, sampled
from archives of Guinean radio stations. It spans 10
languages—French, Guerze, Koniaka, Kissi, Kono,
Maninka, Mano, Pular, Susu, and Toma—totaling
approximately 143.76 hours of audio. The record-
ings feature a variety of content, including news
and radio shows, with rich acoustic diversity such
as phone calls, background music, and environmen-
tal noise. A validation set of 300 manually tagged
clips is included to support evaluation.

VoxLingua107 Dataset (Valk and Alumäe,
2021): is a large-scale multilingual spoken lan-
guage recognition (SLR) corpus containing over
4,000 hours of YouTube speech data, automatically
labeled using language-specific queries. It cov-
ers 107 languages and is freely available for re-
search. The dataset includes African languages
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such as Swahili (57.48h), Somali (92.47h), Shona
(27.19h), Amharic (73.36h), Hausa (83.80h),
Yoruba (84.66h), Lingala (81.31h), Afrikaans
(97.46h), and Malagasy (98.27h). In addition,
we specifically selected high-resource non-African
languages including Italian (45.91h), Portuguese
(58.03h), Spanish (34.95h), Arabic (52.88h), and
English (43.84h).

A.4 New Raw Audio Data
OlongoAfrica Multilingual Anthology (The
Brick House Cooperative, 2024): is a collection of
translated and narrated short stories in 10 African
languages, showcasing the linguistic diversity of
the continent. The included languages are Edo,
Tamazight, Yoruba, Swahili, Hausa, Tiv, Shona,
Ibibio, Igbo, and Nigerian Pidgin.

UDHR (Universal Declaration of Human Rights
Audio, 2025): The website UDHR.audio hosts raw
audio recordings of the Universal Declaration of
Human Rights (UDHR) in numerous languages.
These recordings capture the text being read aloud
by native speakers, Among the languages included,
we specifically collected high-quality recordings
for Hausa, Tem, Amharic, Wolof, Swahili, and
Afrikaans.

VOA (Voice of Africa, 2025)12: Voice of Africa
includes a collection of news websites delivering
updates and stories from across the African conti-
nent. This dataset features meticulously collected
news videos from the platform in languages such
as Tigrinya, North Ndebele, Swahili, Oromo, Kin-
yarwanda, Somali, Hausa, Amharic, French, Shona,
and Lingala, totaling over 1500 hours of speech
content.

A.5 Code-Switched Audio Data
CS Soap Opera (der westhuizen and Niesler,
2018): is a multilingual speech dataset compiled
from South African soap operas, featuring code-
switched speech between English and four Bantu
languages: Zulu (5.45h), Xhosa (3.13h), Swana
(2.86h), and Southern Sotho (2.83h). It includes
multiple forms of code-switching, including be-
tween sentences, within sentences, and within indi-
vidual words—making it a rich resource for study-
ing multilingual ASR in the South African context.

SPCS (Modipa et al., 2015): is a 10.48-hour
speech dataset featuring code-switched utterances

12https://www.voaafrica.com/

between Sepedi and English. It was created to
support ASR research on multilingual speech in-
volving a minority Bantu language and captures
natural switching patterns across diverse speakers
and contexts.

B Mapping the Data Landscape

Table B.1 provides detailed information on the to-
tal audio duration (in hours) available for each lan-
guage across various datasets.

C Preprocessing Pipeline

Audio Standardization. All recordings were re-
sampled to a uniform sampling rate of 16 kHz 13

and converted to single-channel (mono) WAV for-
mat. This step ensures compatibility across toolk-
its and mitigates discrepancies caused by varying
source formats and encodings.

Segmentation, Filtering, and Noise Removal.
For long-form audio—particularly in unlabeled
or newly collected data—we applied silence- and
energy-based segmentation to break recordings into
utterances. We retained segments with durations be-
tween 1 and 20 seconds to avoid instability caused
by very short or excessively long samples. To fur-
ther enhance quality, we removed segments with
excessive background noise using energy-based fil-
ters. Additionally, we applied voice activity detec-
tion (VAD) and speaker diarization using pretrained
pipelines from the pyannote-audio library, in-
cluding the voice Activity detection (Bredin et al.,
2020; Bredin and Laurent, 2021) and speaker di-
arization (Plaquet and Bredin, 2023; Bredin, 2023)
models.

Metadata Consolidation. All processed datasets
were reformatted into a unified JSON-based
schema compatible with the Hugging Face
datasets library (Lhoest et al., 2021) and
fairseq framework. Each entry includes meta-
data fields such as audio path, transcription (if avail-
able), language ID, dataset origin, and usage split.

D Baseline Models

Whisper-v3 (Radford et al., 2022): Developed
by OpenAI, Whisper-v3 is a large-scale encoder-
decoder model trained on 680k hours of multilin-
gual and multitask supervised data. We evaluate

13A higher sampling rate would be better if we are seeking
best settings for the task of TTS.
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Language ISO-3 Hours Dataset Breakdown (Color-coded)

Afrikaans afr 255.3 ( , 4.28) ( , 138.73) ( , 3.31) ( , 0.15) ( , 108.39) ( , 0.43)
Akuapim-twi aka 98.92 ( , 60.57) ( , 38.35)
Asante-twi aka 31.96 ( , 1.53) ( , 30.43)
Amharic amh 107.78 ( , 20.76) ( , 0.05) ( , 3.91) ( , 81.47) ( , 1.59)
Basaa bas 2.19 ( , 2.19)
Bemba bem 92.81 ( , 26.93) ( , 65.88)
Taita dav 4.47 ( , 4.47)
Dyula dyu 0.32 ( , 0.32)
Edo bin 0.18 ( , 0.18)
Ewe ewe 77.63 ( , 77.63)
Fanti fat 39.84 ( , 39.84)
Fon fon 7.18 ( , 7.18)
Pulaar fuc 24.8 ( , 24.8)
Pular fuf 0.52 ( , 0.21) ( , 0.31)
Ga gaa 40.93 ( , 40.93)
Hausa hau 908.42 ( , 617.95) ( , 0.14) ( , 0.19) ( , 106.5) ( , 93.3) ( , 86.57) ( , 3.78)
Ibibio ibb 0.31 ( , 0.31)
Igbo ibo 634.95 ( , 634.59) ( , 0.33) ( , 0.02)
Kabyle kab 174.66 ( , 174.66)
Tem kdh 0.29 ( , 0.29)
Kinyarwanda kin 1374.35 ( , 14.08) ( , 6.25) ( , 1354.01)
Kalenjin kln 29.87 ( , 29.87)
Guerze/Kpelle kpe 0.09 ( , 0.09)
Kisi kss 0.05 ( , 0.05)
Lingala lin 201.62 ( , 56.1) ( , 90.26) ( , 55.26)
Lozi loz 21.64 ( , 6.22) ( , 15.42)
Ganda lug 149.42 ( , 149.43)
Lunda lun 20.47 ( , 20.47)
Luo (Kenya and Tanzania) luo 13.62 ( , 13.62)
Konyanka Maninka mku 0.12 ( , 0.12)
Malagasy mlg 109.21 ( , 109.21)
Western Maninkakan mlq 0.42 ( , 0.42)
Mandinka mnk 0.63 ( , 0.63)
South Ndebele nbl 223.88 ( , 4.28) ( , 219.6)
North Ndebele nde 14.05 ( , 14.05)
Northern Sotho (Sepedi) nso, eng-nso 188.43 ( , 4.28) ( , 173.66) ( , 0.0) ( , 10.48, CS - English)
Nyanja nya 36.51 ( , 25.34) ( , 11.17)
Oromo orm 34.55 ( , 34.55)
Nigerian Pidgin pcm 0.21 ( , 0.21)
Shona sna 39.55 ( , 0.3) ( , 8.97) ( , 30.29)
Somali som 192.12 ( , 89.32) ( , 102.8)
Southern Sotho sot, eng-sot 184.67 ( , 4.28) ( , 174.34) ( , 3.22) ( , 2.83, CS - English)
Serer srr 34.38 ( , 34.38)
Susuami ssu 0.23 ( , 0.23)
Swati ssw 307.04 ( , 4.28) ( , 302.76)
Susu sus 0.51 ( , 0.51)
Swahili swa 689.27 ( , 0.28) ( , 0.19) ( , 506.27) ( , 63.89) ( , 106.89) ( , 11.75)
Tigre tig 1.04 ( , 1.04)
Tigrinya tir 39.2 ( , 39.16) ( , 0.04)
Tiv tiv 0.27 ( , 0.27)
Tonga (Zambia) toi 85.72 ( , 22.67) ( , 63.06)
Tswana tsn, eng-tsn 174.7 ( , 4.28) ( , 164.03) ( , 3.52) ( , 0.0) ( , 2.86, CS - English)
Tsonga tso 145.24 ( , 4.28) ( , 140.96)
Twi twi 0.21 ( , 0.21)
Central Atlas Tamazight tzm 0.26 ( , 0.26)
Venda ven 209.86 ( , 4.28) ( , 205.58)
Wolof wol 73.65 ( , 18.97) ( , 54.5) ( , 0.18)
Xhosa xho, eng-xho 225.42 ( , 4.28) ( , 214.89) ( , 3.11) ( , 0.0) ( , 3.13, CS - English)
Yoruba yor 738.31 ( , 614.98) ( , 0.12) ( , 94.05) ( , 4.03) ( , 25.13)
Standard Moroccan Tamazight zgh 1.07 ( , 1.07)
Zulu zul, eng-zul 197.24 ( , 4.28) ( , 187.5) ( , 0.01) ( , 5.45, CS - English)

Multiple⋆ 142.42 ( , 142.42)

English - Accented eng 200 ( , 200)

Table B.1: Total duration of audio (in hours) available per language across multiple datasets. Color-coded
cells indicate the contributing datasets for each language. ⋆The “Multiple” row refers to unlabeled audio data
encompassing the following languages: kpe, kss, mku, mnk, fuf, and ssu.

Dataset Legend:
afrispeech-200 Alffa_Public BembaSpeech bibleTTS Common Voice 2019 fin_speech Kallaama
KinyarwandaTTS Lwazi NaijaVoice NCHTL / AUX Nicolingua-0003 Nicolingua-0004
OlogoAfrica SouthAfricaTTS CS_Soap_Opera SPCS UDHR VOA VoxLingua YorubaVoice
ZambeziVoice ZambeziVoice (ULB)
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Type Language ISO-3 Whisper-v3 M4T-v2 MMS-1B-All AfriHubert mHubert XLS-R

African

Afrikaans afr ST ST ST LD PT PT PT

Akuapim-twi Akuapim-twi – – – PT – –
Amharic amh ST ST ST TS LD PT PT PT

Asante-twi Asante-twi – – – PT – –
Basaa bas – – ST LD – – –
Bemba bem – – ST TS LD PT – –
Central Atlas Tamazight tzm – – LD – – –
Dyula dyu – – ST TS LD – – –
Edo bin – – LD – – –
Ewe ewe – – ST TS LD PT – –
Fanti fat – – – – – –
Fon fon – – ST TS LD – – –
Ga gaa – – LD – – –
Ganda lug – ST ST TS LD PT PT PT

Guerze/Kpelle kpe – – – – – –
Hausa hau ST – ST TS LD PT PT PT

Ibibio ibb – – LD – – –
Igbo ibo – ST ST LD PT PT –
Kabyle kab – – ST TS LD – PT PT

Kalenjin kln – – – – – –
Kinyarwanda kin – – ST TS LD PT PT PT

Kisi kss – – ST TS LD PT – –
Konyanka Maninka mku – – LD PT – –
Lingala lin ST – ST LD PT PT –
Lozi loz – – LD PT – –
Lunda lun – – LD PT – –
Luo (Kenya and Tanzania) luo – ST ST LD – – –
Malagasy mlg ST – ST TS LD PT – PT

Mandinka mnk – – ST TS LD PT – –
Nigerian Pidgin pcm – – ST TS LD – – –
North Ndebele nde – – LD – – –
Northern Sotho (Sepedi) nso – – ST LD PT – –
Nyanja nya – ST ST TS LD PT – –
Oromo orm – – ST TS LD – – –
Pulaar fuc – – – – – –
Pular fuf – – – PT – –
Serer srr – – LD PT – –
Shona sna ST ST ST TS LD PT PT PT

Somali som ST ST ST TS LD PT PT PT

South Ndebele nbl – – LD PT – –
Southern Sotho sot – – LD PT PT –
Standard Moroccan Tamazight zgh – – – – – –
Susu sus – – ST TS LD PT – –
Susuami ssu – – – – – –
Swahili swa, swh ST – ST TS LD PT PT PT

Swati ssw – – LD PT – –
Taita dav – – – – – –
Tem kdh – – ST TS LD – – –
Tigre tig – – LD – PT –
Tigrinya tir – – ST TS LD – – –
Tiv tiv – – LD – – –
Tonga (Zambia) toi – – LD PT – –
Tsonga tso – – ST TS LD PT – –
Tswana tsn – – LD PT PT –
Twi twi – – – – – –
Venda ven – – LD PT – –
Western Maninkakan mlq – – LD – – –
Wolof wol – – ST LD PT – –
Xhosa xho – ST ST LD PT PT –
Yoruba yor – ST ST TS LD PT PT PT

Zulu zul ST ST ST LD PT – PT

Code-switched

English - Southern Sotho eng-sot – – – – – –
English - Tswana eng-tsn – – – – – –
English - Xhosa eng-xho – – – – – –
English - Zulu eng-zul – – – – – –
Northern Sotho - English nso-eng – – – – – –

Non-African English - Accented eng ST ST ST TS LD PT PT PT

Table D.1: Overview of African language coverage across models for pretraining and downstream speech and
language tasks. Abbreviations: ST Speech-to-Text (ASR), TS Text-to-Speech, LD Spoken Language Identification,
and PT Pretraining.
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two variants: whisper-large-v3, which of-
fers high accuracy for multilingual ASR tasks, and
whisper-large-v3-turbo, which provides
faster inference with a slight trade-off in accuracy.

SeamlessM4T-v2 Large (Anastasopoulos et al.,
2023): A unified model by Meta AI supporting
speech-to-text, speech-to-speech, and text-to-text
translation across over 100 languages. It is par-
ticularly designed for low-latency and zero-shot
multilingual translation.

MMS-1b-All (Pratap et al., 2023): Part of
Meta’s Massively Multilingual Speech (MMS)
project, this model is trained on over 1,100 lan-
guages with 1B parameters. It supports ASR and
SLID tasks and represents the largest multilingual
speech pretraining effort to date. Pratap et al. also
trained the VITs architecture for TTS on a number
of languages, including 3 of the African languages
covered in our work.

AfriHUBERT (Alabi et al., 2024): A HuBERT-
based self-supervised model trained exclusively
on African speech data. It focuses on improving
representation learning for low-resource African
languages and is optimized for ASR and feature
extraction tasks.

Wav2Vec2-XLS-R (Babu et al., 2021): A
family of cross-lingual speech representation
models developed by Facebook AI, trained using
the wav2vec2 framework on a multilingual dataset
spanning 128 languages. We evaluate two variants:
facebook/wav2vec2-xls-r-300m and
facebook/wav2vec2-xls-r-1b, which
differ in parameter count and pretraining scale.
These models are widely used for fine-tuning
on low-resource ASR tasks due to their strong
generalization across languages.

Table D.1 presents a detailed overview of
African language support across models for pre-
training and various downstream tasks in speech
and language processing.

E Experimental Setup

For the Simba series of models, we select the best
checkpoint for each model based on development
set performance at the end of each epoch. These
selected checkpoints are then used for final evalua-
tion, during which we compute task-specific met-
rics and report the results accordingly.

Hyperparameters. All ASR and SLID models
are fine-tuned using the Adam optimizer with a
cosine learning rate of 5 × 10−5 over 30 epochs.
We use the HuggingFace Transformers (Wolf et al.,
2020) for training and evaluation.14 For TTS mod-
els, we adopt the finetuning procedure outlined in
the Vits repository and follow the default hyperpa-
rameter configuration provided in the repository15.

Evaluation Metrics. For ASR, we evaluate using
Word Error Rate (WER) (Woodard and Nelson,
1982; Morris et al., 2004) and Character Error Rate
(CER) (Morris et al., 2004).

For SLID, we use macro-F1 (Pedregosa et al.,
2011) to address class imbalance and ensure bal-
anced performance assessment across languages.
For TTS, we assess synthesized speech intelligi-
bility with the best available ASR model for each
language, reporting both WER and CER as ob-
jective measures following (Toyin et al., 2023).
Word Error Rate (WER) (Woodard and Nelson,
1982; Morris et al., 2004), measures the accuracy
of the synthesized speech by comparing the tran-
scribed output to the original text, where a lower
WER indicates fewer errors (insertions, deletions,
and substitutions) and thus higher intelligibility.
Mel-Cepstral Distortion (MCD)(Kubichek, 1993)
serves as an objective measure of the difference
between the spectral features of the synthesized
speech and natural speech, with a lower MCD sug-
gesting that the synthesized speech is acoustically
more similar to human speech. Log F0 Root Mean
Square Error (LogF0RMSE) (Lorenzo-Trueba
et al., 2018) evaluates the accuracy of the synthe-
sized speech’s pitch (fundamental frequency) com-
pared to a reference, where a lower value indicates
more natural and accurate intonation. SpeechTok-
enDistance (Saeki et al., 2024) calculates the dis-
tance between sequences of discrete speech tokens
from the generated and reference speech, with a
smaller distance implying a closer match in the fun-
damental units of speech. Perceptual Evaluation
of Speech Quality (PESQ) (Rix et al., 2001) is a
standardized algorithm for objectively measuring
the perceptual quality of speech, where a higher
PESQ score indicates higher perceived quality, of-
ten used in telecommunications. UTMOS is a pre-
dicted Mean Opinion Score (MOS) (Reddy et al.,
2021) generated by a machine learning model that
aims to replicate human-rated scores for speech

14https://github.com/huggingface/transformers
15https://github.com/ylacombe/finetune-hf-vits
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naturalness, with a higher UTMOS score suggest-
ing a more natural-sounding voice. SpeechBLEU,
inspired by the BLEU score in machine translation,
measures the similarity of the generated speech
to a reference at the level of n-grams of discrete
speech tokens, where a higher score indicates bet-
ter fluency and similarity to the reference. Finally,
SpeechBERTScore (Saeki et al., 2024) leverages
deep learning models (BERT) to compare the se-
mantic similarity between the generated and refer-
ence speech, with a higher score suggesting that
the meaning and context are well-preserved in the
synthesized audio.

F Evaluation Results

Table F.1 shows the detailed results of all models
across all AST test sets. Table F.2 presents the
results for the spoken language identification task.
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Simba Series (Ours)
Language Test Set MMS Seamless Whisper WhisperT Simba-H Simba-M Simba-S Simba-X Simba-W

Akuapim-twi (aka) FS 85.82/40.14 219.67/190.49 1181.0/1131.23 499.51/547.24 26.83/10.13 17.6/8.13 13.29/8.45 23.74/10.35 29.1/19.1

Asante-twi (aka) FS 83.6/32.35 230.88/196.71 665.34/574.27 245.5/222.37 26.78/7.36 13.87/5.38 7.06/2.62 19.93/7.06 15.63/7.98

Afrikaans (afr) Lwazi 92.06/37.59 37.91/16.47 66.05/34.32 73.17/39.05 62.81/17.9 36.29/9.86 15.62/4.99 102.96/53.45 29.22/11.0
Afrikaans (afr) NCHTL 118.72/31.86 27.96/4.63 77.61/24.22 67.61/15.2 53.57/8.16 25.55/3.4 12.39/2.01 109.93/36.25 20.82/3.81
Afrikaans (afr) CV-19 26.29/6.7 19.52/9.18 35.85/9.9 46.38/17.11 64.15/19.97 35.36/13.19 16.97/7.47 93.32/46.55 27.87/11.27

Amharic (amh) CV-19 51.93/21.81 87.58/22.25 432.1/294.11 245.47/236.28 86.93/42.59 58.26/25.39 42.14/16.94 105.96/119.54 106.34/65.09

Basaa (bas) CV-19 34.4/9.6 147.17/109.79 554.16/475.04 169.5/123.55 61.08/20.41 36.51/10.27 65.17/24.97 84.09/30.86 76.39/31.3

Bemba (bem) BS 47.73/7.95 187.48/106.1 921.43/515.91 136.53/70.37 51.9/9.28 44.06/7.1 38.99/7.59 83.32/20.12 50.84/10.51

Taita (dav) CV-19 82.47/25.19 170.25/104.12 662.71/401.46 151.56/86.05 67.34/20.59 58.49/16.99 44.79/15.29 82.66/27.59 105.83/60.98

Dyula (dyu) CV-19 65.61/16.14 152.07/104.41 424.53/344.84 107.85/43.71 77.98/23.26 67.99/21.53 78.07/23.11 85.58/26.57 87.02/26.42

Fanti (fat) FS 115.34/61.98 244.53/209.09 1188.25/1082.92 497.67/581.04 23.38/7.27 19.97/6.99 8.58/4.96 27.89/9.94 23.06/15.66

Fon (fon) Alffa 87.83/31.92 132.67/115.18 488.58/467.05 159.01/134.6 33.29/9.49 44.51/12.52 43.75/14.77 53.81/17.4 45.54/16.72

Pulaar (fuc) Kallaama 103.25/68.15 200.49/144.98 904.99/743.08 321.82/280.08 91.74/56.75 87.29/54.54 69.39/43.09 96.67/67.88 107.04/73.33

Pular (fuf) NL4-WA 106.98/51.34 244.57/177.0 789.15/740.44 553.1/435.86 106.2/50.68 101.55/44.86 98.06/54.05 96.9/53.01 136.05/75.85

Ga (gaa) FS 139.31/55.26 322.68/230.61 1362.33/1043.95 482.59/412.01 41.56/11.51 20.35/7.35 9.67/6.38 32.97/10.37 22.21/11.99

Hausa (hau) CV-19 27.63/5.97 135.46/91.76 110.59/56.15 130.84/72.4 55.68/15.58 29.42/6.58 64.19/23.1 92.06/34.61 90.54/47.26

Igbo (ibo) CV-19 70.82/18.08 61.66/18.02 111.67/62.92 321.93/175.32 89.02/35.57 83.35/26.58 77.73/34.93 98.33/42.57 95.27/54.04

Kabyle (kab) CV-19 49.49/14.33 149.33/101.52 508.87/412.14 153.96/123.25 79.21/25.64 62.81/16.99 58.78/20.46 93.46/44.89 67.02/29.09

Kinyarwanda (kin) CV-19 34.22/9.42 167.9/93.77 820.55/473.72 245.92/141.28 55.33/15.82 38.59/10.23 54.22/18.14 91.2/33.29 72.8/24.77
Kalenjin (kln) CV-19 99.97/34.64 178.09/95.33 773.64/453.35 178.81/107.16 80.44/21.49 73.43/18.86 70.37/18.19 85.26/25.65 75.93/21.24

Lozi (loz) Z.Voice 87.37/32.2 124.72/95.9 657.46/508.83 109.26/55.17 61.27/23.84 63.58/23.66 57.34/22.92 87.28/32.05 64.39/24.12

Ganda (lug) CV-19 26.21/5.35 17.69/4.27 866.81/468.58 168.18/77.31 64.15/13.64 35.24/6.37 23.11/5.65 88.66/25.19 55.92/13.83

Luo (luo) CV-19 111.02/76.27 111.43/53.86 478.84/332.08 115.16/53.15 56.86/13.6 42.4/9.05 38.79/10.29 67.28/16.55 52.18/13.27

W. Maninkakan (mlq) NL4-WA 113.02/59.21 228.93/171.01 1232.92/1237.86 306.11/217.65 110.62/48.96 98.97/40.52 115.82/51.12 96.65/47.21 176.76/113.79

S. Ndebele (nbl) Lwazi 74.29/31.76 139.42/91.29 349.57/199.2 100.43/56.06 62.13/18.33 38.44/10.89 19.02/7.4 103.06/52.98 29.58/11.33
S. Ndebele (nbl) NCHTL 58.61/10.53 238.25/104.08 1368.24/566.76 198.86/86.4 31.95/5.57 33.13/5.45 25.51/4.99 66.75/11.16 36.32/6.14

Northern Sotho (nso) Lwazi 84.64/32.4 147.45/94.85 251.7/175.66 105.29/71.63 67.06/19.27 43.43/11.37 21.27/7.84 104.06/54.47 33.07/10.22
N. Sotho (nso) NCHTL 42.69/11.39 154.46/120.61 611.95/512.8 158.31/140.4 20.72/5.21 21.49/5.09 16.39/4.42 47.05/13.71 22.45/6.44

Nyanja (nya) Z.Voice 99.85/82.25 25.34/7.0 744.72/392.55 92.22/23.12 50.61/10.99 46.8/9.78 22.38/5.99 76.22/18.17 41.61/8.94

S. Sotho (sot) Lwazi 70.04/29.11 132.03/86.73 248.55/193.15 110.71/52.4 61.59/17.94 38.2/10.41 18.63/7.24 102.48/54.0 31.81/11.55
S. Sotho (sot) NCHTL 79.97/27.48 154.26/111.44 743.88/591.26 145.42/113.09 23.94/6.31 26.84/6.87 18.15/5.58 44.74/12.54 24.47/7.3

Serer (srr) Kallaama 105.41/69.85 255.33/233.38 1046.88/977.99 479.84/571.07 95.21/55.41 94.26/56.94 88.39/62.34 96.22/68.31 125.44/113.36

Swati (ssw) Lwazi 73.08/29.37 139.27/88.48 338.16/309.79 113.7/61.78 64.93/18.42 39.59/10.4 17.94/6.57 101.49/54.47 30.79/11.01
Swati (ssw) NCHTL 65.0/10.76 247.32/106.42 1345.67/539.36 221.86/77.57 22.88/3.15 29.39/4.14 20.6/3.28 62.45/9.55 34.35/5.07

Susu (sus) NL4-WA 150.79/123.0 264.17/177.19 665.0/471.49 491.35/496.48 120.4/48.53 107.5/36.83 126.55/51.74 108.81/44.54 215.16/121.32

Swahili (swa) CV-19 25.65/7.46 15.86/6.16 81.89/38.84 95.0/42.51 42.46/11.6 24.77/7.23 16.52/6.15 68.07/19.14 34.7/11.87
Swahili (swh) Alffa 40.8/12.37 25.0/10.47 63.9/23.29 63.55/24.44 43.87/11.36 29.29/7.87 16.61/5.64 71.51/22.25 25.84/8.22

Tigre (tig) CV-19 115.07/120.83 213.66/207.69 690.76/652.88 143.04/179.65 71.94/30.13 59.25/21.02 57.74/26.16 102.46/90.21 87.39/67.43

Tigrinya (tir) CV-19 117.74/111.01 189.88/180.49 165.36/148.48 135.48/158.64 90.24/47.95 92.5/65.98 75.24/50.84 100.71/91.24 122.5/115.54

Tonga (Zambia) (toi) Z.Voice 71.71/14.91 188.65/92.13 1175.58/550.42 127.14/41.37 63.02/10.74 42.25/6.82 51.31/8.01 85.57/22.14 57.49/10.66

Tswana (tsn) Lwazi 72.4/31.33 140.76/93.65 231.9/159.83 119.46/84.15 62.14/17.09 37.45/10.51 18.2/6.64 102.84/53.11 28.44/10.2
Tswana (tsn) NCHTL 63.26/18.88 165.25/109.5 795.5/551.5 161.95/135.85 18.9/4.26 22.38/4.88 12.95/3.46 44.1/10.84 18.86/4.87

Tsonga (tso) Lwazi 80.41/33.76 142.02/91.96 264.92/172.82 91.92/55.2 62.69/18.33 38.48/9.98 17.0/6.05 102.67/53.21 34.21/20.76
Tsonga (tso) NCHTL 61.74/10.46 163.28/107.2 1105.49/748.39 148.77/102.28 22.5/4.0 25.87/4.41 17.77/3.65 55.94/11.75 27.45/6.12

Twi (twi) CV-19 94.32/42.27 128.78/96.52 599.6/403.21 105.51/52.47 74.97/26.69 81.06/30.01 62.68/15.21 84.81/31.96 91.34/28.7

Venda (ven) Lwazi 71.16/29.89 140.9/95.47 265.76/220.81 129.56/155.71 62.66/19.31 38.71/11.41 19.13/6.96 102.19/52.9 30.95/11.58
Venda (ven) NCHTL 85.98/27.41 159.21/112.41 653.82/456.88 122.93/79.61 28.28/6.12 33.11/6.99 27.37/6.89 68.34/20.29 32.21/7.87

Wolof (wol) Alffa 43.57/10.44 128.76/92.3 446.07/348.0 202.6/143.81 59.7/15.41 34.75/8.03 40.65/13.28 89.3/30.42 34.42/9.82
Wolof (wol) Kallaama 101.14/81.39 1050.1/1020.36 1050.1/1020.36 374.1/388.4 105.0/75.1 100.44/77.09 100.20/75.38 102.95/82.07 143.16/131.49

Xhosa (xho) Lwazi 73.89/33.13 140.48/90.83 286.14/227.12 148.78/78.46 67.97/19.69 43.26/11.49 22.1/7.83 101.99/53.45 46.67/38.59
Xhosa (xho) NCHTL 35.24/5.76 246.81/117.89 1405.1/615.03 217.5/87.08 34.43/5.58 32.33/5.09 28.66/5.28 68.16/11.29 40.82/7.08

Yoruba (yor) Y.Voice 50.12/18.29 23.47/11.8 639.75/503.98 105.84/70.0 40.59/13.49 41.21/12.91 20.12/11.72 98.51/55.74 52.01/25.45

S. M. Tamazight (zgh) CV-19 107.34/98.24 150.25/123.89 371.93/326.05 129.36/125.21 102.04/86.11 90.85/72.04 111.43/98.69 101.33/91.43 108.25/94.8

Zulu (zul) Lwazi 70.12/32.66 107.96/84.77 164.54/106.64 78.11/43.35 62.92/17.57 38.58/10.88 108.53/103.61 101.93/52.87 27.63/10.87
Zulu (zul) NCHTL 31.31/5.12 74.28/20.56 648.45/244.13 379.87/134.73 30.55/4.69 26.36/3.96 23.87/4.47 60.96/8.79 33.92/5.71

Overall Average 75.9/35.26 146.69/98.92 611.91/437.98 196.7/149.79 59.9/21.46 48.11/17.41 41.65/18.3 82.64/39.31 60.56/31.16

Table F.1: Comparison of ASR performance across various African languages using baseline models and our’s Simba
models in both zero-shot and fine-tuned settings. The evaluation metrics are reported as WER/CER. Red Underline
indicates that the model does not support the corresponding language. Green indicates the best-performing model
for each language/test set. Abbreviations: FS – Financial Speech, BS – Bemba Speech, CV-19 – Common Voice
2019, NL4-WA – Nicolingua-0004-West Africa, Z.Voice – Zambezi Voice, Y.Voice – Yoruba Voice, S.M. –
Standard Moroccan, N. – Northern, S. – South/Southern, W. – Westren.
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Language Test Set MMS-LID-1024 Simba-SLID

Edo (bin) OlogoAfrica 6.25 80.12

Afrikaans (afr) UDHR 88.89 88.89

Amharic (amh) UDHR 100.00 100.00
Amharic (amh) VoxLingua 98.50 89.39

Bemba (bem) ZambeziVoice 26.67 53.15

Hausa (hau) OlogoAfrica 100.00 100.00
Hausa (hau) UDHR 75.00 75.00
Hausa (hau) VoxLingua 97.99 94.18

Ibibio (ibb) OlogoAfrica 14.29 25.98

Igbo (ibo) OlogoAfrica 65.79 75.26

Tem (kdh) UDHR 45.45 55.23

Kinyarwanda (kin) VOA 20.50 21.92

Lingala (lin) VoxLingua 96.29 15.86

Lozi (loz) ZambeziVoice 1.36 5.30

Lunda (lun) ZambeziVoice 23.60 30.12

Malagasy (mlg) VoxLingua 98.55 70.12

Nyanja (nya) ZambeziVoice 22.64 15.59

Nigerian Pidgin (pcm) OlogoAfrica 73.68 74.32

Shona (sna) OlogoAfrica 90.91 92.34
Shona (sna) VoxLingua 86.61 88.23

Somali (som) VoxLingua 97.96 95.54

Swahili (swa, swh) OlogoAfrica 99.03 94.14
Swahili (swa, swh) UDHR 99.60 94.29
Swahili (swa, swh) VoxLingua 99.96 94.29

Tiv (tiv) OlogoAfrica 66.67 69.93

Tonga (Zambia) (toi) ZambeziVoice 31.48 56.47

Central Atlas Tamazight (tzm) OlogoAfrica 27.27 40.76

Wolof (wol) UDHR 83.33 83.33

Yoruba (yor) OlogoAfrica 100.00 100.00
Yoruba (yor) VoxLingua 96.27 95.87

Overall Average 69.44 70.82

Table F.2: Performance of the MMS-LID-1024 on Sim-
baBench and Simba-SLID. Green indicates the best-
performing model for each language/test set. The evalu-
ation metrics are reported as F1 −macro.
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