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Abstract icant emergent capabilities of LLMs is their profi-

Characterizing the expressive power of the
Transformer architecture is critical to under-
standing its capacity limits and scaling law.
Recent works provide the circuit complex-
ity bounds to Transformer-like architecture.
On the other hand, position embedding has
emerged as a crucial technique in modern
large language models, offering superior per-
formance in capturing positional information,
which shows great performance for the long
context scenario. In this work, we take a circuit
complexity perspective and rigorously analyze
Transformers augmented with widely adopted
positional embeddings. We prove that, under
standard complexity assumptions, such models
remain incapable of efficiently solving canoni-
cal tasks such as arithmetic formula evaluation
and Boolean formula value computation. Our
results expose a fundamental expressivity limi-
tation that persists despite the remarkable em-
pirical success of positionally-enhanced Trans-
formers. Beyond tightening known complexity
bounds, our findings offer new theoretical in-
sights for designing future architectures with
provably stronger reasoning and compositional
capabilities.

1 Introduction

Recently, Large Language Models (LLMs), such
as GPT-4 (Achiam et al., 2023), Claude (Anthropic,
2024), Llama (Llama Team, 2024), and more re-
cently, OpenAI’s ol (OpenAl, 2024b), have exhib-
ited remarkable potential to revolutionize numer-
ous facets of daily life, including conversational
AI (Liu et al., 2024), Al agents (Xi et al., 2023;
Chen et al., 2024), search capabilities (OpenAl,
2024b), and Al assistants (Kuo et al., 2024; Feng

et al., 2024), among others. One of the most signif-
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ciency in handling long-context information, which
is essential for effectively processing complex doc-
uments such as academic papers, official reports,
and legal texts. LLMs also have demonstrated ex-
ceptional capabilities in tackling long-context tasks,
such as zero-shot summarization (Chhabra et al.,
2024; Zhao et al., 2024) and sustaining coherent,
extended conversations (Xu et al., 2022; Maharana
et al., 2024). The ol model from OpenAl (Ope-
nAl, 2024b) represents a major advancement in
this field. By leveraging Chain-of-Thought (CoT)
reasoning (Wei et al., 2022; Kojima et al., 2022)
and incorporating Retrieval Augmented Genera-
tion (RAG) (Lewis et al., 2020; Gao et al., 2023), it
showcases a level of expertise comparable to PhD-
level problem solving, with both techniques heavily
relying on extensive contextual understanding.
LLMs are primarily built upon the Transformer
architecture (Vaswani et al., 2017), which uses
the self-attention mechanism as its core compo-
nent. Given this foundational structure, an im-
portant question arises: what computational prim-
itives can the components of the Transformer im-
plement, and what problems can the entire sys-
tem solve collectively? To address the aforemen-
tioned questions and to investigate the expressive-
ness of transformers, prior research has made sig-
nificant strides. For example, (Merrill and Sab-
harwal, 2023b) have established two key results
concerning both non-uniform and L-uniform set-
tings: first, any depth-d transformer with clogn-
precision can be simulated by a threshold cir-
cuit family with constant depth; second, such a
transformer can also be simulated by a L-uniform
threshold circuit family of constant depth. Fur-
ther advancing these findings, (Merrill and Sabhar-
wal, 2023a) demonstrate that DLOGTIME-uniform
TCY circuits are capable of simulating softmax-
attention transformers. Building on this founda-
tion, (Chiang, 2024) refine these results by in-
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creasing the accuracy of approximation. They
enhance the precision for softmax-attention trans-
formers from O(logn) to O(poly(n)), confirming
that these transformers fall within the DLOGTIME-
uniform TC class. Additionally, they show that a
softmax-attention transformer with an absolute er-
ror bound of 2-CP°l¥(") js also contained within
DLOGTIME-uniform TC°.

Position embeddings (Vaswani et al., 2017) are
a critical component in determining the representa-
tional power of Transformers, as they provide the
model with information about token order. Recent
works such as (Biderman et al., 2023; Hua et al.,
2025) can lead to substantially powerful capabili-
ties in modeling long-range interactions and gener-
alizing to longer sequences. Despite the consider-
able empirical success of positional embeddings, it
is still unclear whether they increase a model’s fun-
damental expressive power; thus, a natural question
arises:

How do position embeddings affect the
expressiveness of Large Language Models?

To make this question concrete, we formalize a
widely adopted positional encoding, Rotary Posi-
tion Embedding (RoPE) (Su et al., 2024), as our
canonical case. By encoding positional informa-
tion via rotation matrices in the query-key space,
RoPE captures both absolute and relative positions,
thereby improving inductive bias for attention, en-
abling better length generalization, and enhancing
performance on long-context tasks. This work aims
to address the proposed question from the perspec-
tive of circuit complexity on RoPE, taking a step
toward a principled understanding of the computa-
tional power of position embeddings of Transform-
ers. We present a rigorous theoretical analysis that
establishes fundamental limits on their expressive-
ness and clarifies the role of positional encoding in
shaping the model’s capabilities.

Our core approach involved a systematic exam-
ination of the circuit complexity for each compo-
nent of the RoPE-based architecture, from the basic
trigonometric functions to the complete attention
mechanism. Ultimately, we prove that these models
can be simulated using uniform TCY circuits. Fur-
thermore, we show that unless TC? = NC', RoPE-
based Transformers with poly(n)-precision, O(1)
layers, and a hidden dimension d < O(n) are un-
able to solve either Arithmetic formula evaluation
or Boolean formula value problems. This finding
is significant because it uncovers fundamental ex-

pressivity limitations of RoPE-based architectures,
even though they have shown empirical success in
modern language models.

Beyond (Merrill and Sabharwal, 2023b,a) and
(Chiang, 2024), our contribution are summarized
as follows:

* We prove that under standard complexity
assumptions, RoPE-based Transformer with
poly(n)-precision, constant-depth, poly(n)-
size can be simulated by a DLOGTIME-
uniform TCY circuit family (Theorem 4.8).

* We prove that under standard complexity as-
sumptions, a RoPE-based Transformer with
poly(n)-precision, O(1) layers, hidden di-
mension d < O(n) cannot solve the Arith-
metic formula evaluation problems (Theo-
rem 5.1).

* We prove that under standard complexity as-
sumptions, a RoPE-based Transformer with
poly(n)-precision, O(1) layers, hidden di-
mension d < O(n) cannot solve the Boolean
formula value problem (Theorem 5.2).

2 Related Work

2.1 Complexity and Neural Networks

Circuit complexity, a branch of computational com-
plexity theory, studies circuit families as models of
computation (Li et al., 2025; Ke et al., 2025; Chen
et al., 2025c¢). Several circuit complexity classes
are significant in machine learning. Specifically,
AC? represents problems highly parallelizable
with standard logic gates, while TC" extends
this to include threshold gates, and NC' denotes
the language recognizable by O(logn)-depth
circuits with bounded gate arity (Merrill et al.,
2022). It is known that AC° ¢ TC® C NC', but
whether TC? # NC! remains an open question.
Assuming this inequality, (Liu et al., 2022) shows
that Transformer depth must depend on input
sequence length when simulating non-solvable
semiautomata. (Li et al., 2024) explore rela-
tionships among constant-depth Transformers,
Transformers with Chain-of-Thought (CoT),
and circuit complexity. They demonstrate:
Tlpoly(n),1,1] € CoTllogn,poly(n),1,1] C
AC® and T[poly(n),logn, 0] C
CoT[logn, poly(n),logn,0] C TC® where
T[d(n),s(n),e(n)] denotes a constant-depth
Transformers with embedding size d(n), precision
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s(n) bits, and exponent bits e(n) for input length
n and CoT[T'(n),d(n),s(n),e(n)] denotes a
T'(n)-step CoT of a constant-depth Transformer
T[d(n),s(n),e(n)]. Their results provide theo-
retical insights into the emergent CoT ability of
Transformers, showing that intermediate reasoning
steps enable tackling more complex problems.

The Strong Exponential Time Hypothesis
(SETH), introduced by (Impagliazzo and Paturi,
2001), strengthens the P % NP conjecture by
asserting that current best SAT algorithms are
roughly optimal: for every e > 0, there exists
k > 3 such that k-SAT cannot be solved in
0(201=9") time, even randomly. SETH is widely
used to prove fine-grained lower bounds for vari-
ous algorithmic problems (Williams, 2018) and has
been applied to derive lower bounds for other prob-
lems (Deng et al., 2025; Liang et al., 2025; Chen
et al., 2025a,b). Specifically, (Alman and Song,
2023) demonstrates that unless the SETH fails, no
algorithm exists that can compute the forward pass
of an attention network in truly-subquadratic time.

On the other hand, (Alman and Song, 2024) es-
tablishes that the same condition applies to the
backward computation of attention networks, i.e.,
unless the SETH fails, no truly-subquadratic time
algorithm can be devised for the backward com-
putation of attention networks. In essence, com-
plexity theory provides a powerful framework for
investigating neural networks’ computational capa-
bilities by rigorously analyzing the computational
problems they can efficiently solve.

2.2 Limitations of Transformers

Transformers have shown exceptional capabilities
in natural language processing tasks, yet their ef-
fectiveness in mathematical computations remains
limited (Charton, 2022). Consequently, research
efforts have increasingly focused on defining the
computational boundaries of Transformers. These
studies investigate two types of Transformers: (1)
the average-head attention Transformer, where the
largest entry in the probability vector is set to 1
and all other entries are set to 0; (2) the softmax-
attention Transformer, where the probability vector
is produced using a softmax function, formally de-
fined as Softmax(X) = diag(exp(X) - 1,)7! -
exp(X). For the average-head attention Trans-
former, Merrill, Sabharwal, and Smith (Merrill
et al., 2022) demonstrate that it can recognize lan-
guages beyond the circuit complexity class AC but
can be simulated by constant-depth threshold cir-

cuits, placing it within the non-uniform TC? class.

Additionally, (Liu et al., 2022) prove that
softmax-attention Transformers can be simulated
by a non-uniform TC? circuit. Extending this anal-
ysis, (Merrill and Sabharwal, 2023b) introduce
a generalized similarity function s : {0,1}? x
{0,1}» — {0,1}?, applicable to any simi-
larity function within this mapping, and show
that softmax-attention Transformers belong to L-
uniform TC. Through the conversion of Trans-
former operations into sentences in FOM (first-
order logic extended to include MAJORITY quan-
tifiers (Immerman, 1998)), (Merrill and Sabhar-
wal, 2023a) demonstrate that DLOGTIME-uniform
TCY can simulate softmax-attention Transform-
ers. (Chiang, 2024) further refine these findings
by enhancing approximation accuracy. Specifi-
cally, they eliminate error in average-head atten-
tion Transformers and improve the precision for
softmax-attention Transformers from O(logn) to
O(poly(n)), proving that Transformers belong to
the DLOGTIME-uniform TCP class. Additionally,
they show that a softmax-attention Transformer
with an absolute error of at most 2-9®o (") jg
also within DLOGTIME-uniform TC°.

Regarding more practical tasks such as math-
ematical and decision-making problems, (Feng
et al.,, 2023) show that, unless TCY = NC,
no log-precision Transformer can solve arith-
metic and equation-solving problems, nor can any
log-precision autoregressive Transformer gener-
ate correct answers for the Context-Free Grammar
(CFG) Membership Testing problem (Sipser, 1996).
These theoretical constraints help explain some of
the practical limitations observed when applying
Transformers to mathematical tasks.

3 Preliminary

In this section, we present some preliminary con-
cepts and definitions of our paper. In Section 3.1,
we introduce some basic notations used in our pa-
per. In Section 3.2, we introduce the basics of the
circuit complexity classes. In Section 3.3, we state
the Boolean formula value problem and Arithmetic
formula evaluation problem and define some impor-
tant tools to set up our problem. In Section 3.4, we
introduce Rotary Position Embedding (RoPE) at-
tention and some basic settings in the Transformer.
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3.1 Notations

For any positive integer n, we use [n] to denote
set {1,2,---,n}. Weuse N := {0,1,2,...} to
denote the set of natural numbers. For two vectors
z € R" and y € R"™, we use (z,y) to denote the
inner product between x, y. We use 1,, to denote a
length-n vector where all the entries are ones. We
use X; ; to denote the i-th row, j-th column of X €
R™*™. For x; € {0,1}*, z; is a binary number of
arbitrary length, more generally speaking, z; is a
binary string of length p, where each bit is either 0
or 1.

3.2 Circuit Complexity

In this section, we formally define key concepts in
circuit complexity. For enhanced readability, Ap-
pendix A also provides an intuitive, self-contained
overview of this field.

The Boolean circuit is formally defined as:

Definition 3.1 (Boolean circuit, Definition 6.1
on page 102 of (Arora and Barak, 2009)). A
Boolean circuit with n variables is a function
Cpn : {0,1}" — {0,1} defined on a directed
acyclic graph. The nodes in this graph represent
logic gates such as AND, OR, and NOT. Input
nodes, which have an in-degree of 0, are assigned
one of the n Boolean variables. The circuit evalu-
ates each non-input gate’s value by computing the
inputs it receives from other gates.

It is natural to examine the languages that can
be recognized by specific families of Boolean cir-
cuits since it offers insights into the computational
capabilities and efficiency of a certain family of
computational models.

Definition 3.2 (Languages recognized by a circuit
family, Definition 6.2 on page 103 of (Arora and
Barak, 2009)). We say that a language L C {0, 1}*
is recognized by a family C of Boolean circuits if
Sfor all x € {0,1}*, there exists a Boolean circuit
C\z| € C over |x| variables such that C,(z) = 1
ifand only if x € L.

We now define classes of languages by imposing
constraints on the types of logic gates that can be
utilized within the circuit families necessary for
their recognition. The weakest one we are going to
introduce is the NC® class.

Definition 3.3 (NC’, Definition 6.21 on page
109 of (Arora and Barak, 2009)). The class NC*
consists of languages that can be recognized by
Boolean circuits with O(poly(n)) size, O((logn)?)

depth, and bounded fan-in AND, OR gates, and
NOT gates.

When Boolean circuits permit AND and OR
gates with unbounded fan-in, they gain the capacity
to recognize a large class of languages. We define
AC! class as follows.

Definition 3.4 (AC’, Definition 6.22 on page
109 of (Arora and Barak, 2009)). The class AC
consists of languages that can be recognized by
Boolean circuits with O(poly(n)) size, O((logn)*)
depth, and unbounded fan-in AND, OR gates, and
NOT gates.

In fact, AND, OR gates, and NOT gates can
all be implemented by MAJORITY gates, where
the MAJORITY gate outputs 0 when half or more
arguments are 0 and outputs 1 otherwise. Thus,
if we allow Boolean circuits to be equipped with
MAJORITY gates, we get a larger class TC'.

Definition 3.5 (TC’, Definition 4.34 on page 126
of (Vollmer, 1999)). The class TC' consists of lan-
guages that can be recognized by Boolean circuits
with O(poly(n)) size, O((logn)?) depth, and un-
bounded fan-in AND, OR gates, NOT gates, and
MAJORITY gates which can output 1 when more
than half of their inputs are 1.

Remark 3.6. Alternatively, in Definition 3.5,
MAJORITY gates can be replaced by
THRESHOLD or MOD gates with prime
values. When a Boolean circuit is equipped with
any of them, we call it a threshold circuit.

Finally, we recall the definition of P class.

Definition 3.7 (P, Definition 1.20 on page 9
of (Arora and Barak, 2009)). The class P consists
of languages that can be recognized by a determin-
istic Turing machine in polynomial time in input
size.

The following fact is a folklore that gives the
hierarchy of circuit families.

Fact 3.8 (Folklore, page 110 on (Arora and Barak,
2009), Corollary 4.35 on page 126 of (Vollmer,
1999)). Foralli € N,

NC! C AC' C TC' C NC**! C P.

Remark 3.9. Fori = 0, it is known that NC° -
AC® C TC". However, whether TC® C NC! is
an open problem in circuit complexity. Whether
NC := U;enNC! C P is also an open problem.
See page 110 in (Arora and Barak, 2009), page
116 in (Vollmer, 1999) for discussion about these.
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We have defined non-uniform circuit families,
which do not need to share structure across varying
input sizes and can theoretically handle undecid-
able problems but are impractical due to their in-
finite description length. Uniform circuit families
offer a more feasible computational model, rele-
vant to complexity and language theory. We first
define L-uniformity as follows.

Definition 3.10 (L-uniformity, Definition 6.5 on
page 104 of (Arora and Barak, 2009)). Let C be a
language recognized by a circuit family C (e.g. C
can be NC', ACY, or TCY). We say that a language
L C {0,1}* is in L-uniform C if there exists a
Turing machine that, for everyn € N, maps 1" to a
circuit in C over n variables using O(logn) space
such that C,, recognizes L.

Next, we define DLOGTIME-uniformity and re-
mark on the relationship between these two differ-
ent uniformity definitions.

Definition 3.11 (DLOGTIME-uniformity, Defini-
tion 4.28 on page 123 of (Barrington and Immer-
man, 1994)). Let C be a language recognized by
a circuit family C (e.g. C can be NC',AC’, or
TC'). We say that a language L C {0,1}* is in
DLOGTIME-uniform C if there exists a random
access Turing machine that, for every n € N, maps
1™ to a circuit C,, over n variables in C in O(logn)
time such that C,, recognizes L.

Remark 3.12. DLOGTIME-uniformity is equiva-
lent to L-uniformity, with the exception of small cir-
cuit complexity classes where the circuits lack the
capacity to simulate the machines that create them.
See (Barrington and Immerman, 1994; Hesse et al.,
2002) for more discussion on different notions of
uniformity. In this paper, whenever we refer to
uniform TC°, we specifically mean DLOGTIME-
uniform TCO.

3.3 Float Point Numbers

In this section, we introduce some important defi-
nitions. To establish a foundation for our computa-
tional framework, we first introduce the essential
definitions of floating-point numbers and their op-
erations, which are crucial for implementing Trans-
former calculations efficiently.

Definition 3.13 (Floating-point number, Definition
9 on Page 5 of (Chiang, 2024)). A p-bit floating-
point number is a pair (m,e) of two integers
where the significance m € (—2P, —2P~1 U {0} U
[2P~1,2P) and the exponent e € [—2P,2P). The
value of the floating point (m,, e) is the real number

m - 2°. We denote the set of all p-bits floating-point
numbers as I,

These floating-point numbers are not just theo-
retical constructs, and they can be efficiently imple-
mented in hardware. For more details on their basic
operations (e.g., rounding, arithmetic operations),
please refer to Appendix B.

3.4 Transformer Blocks

With our mathematical foundation established, In
this section, we can now describe the key compo-
nents of Transformer architecture, beginning with
the softmax operation that is fundamental to atten-
tion mechanisms.

Definition 3.14 (Softmax). Let z € ;. We define
Softmax : IF) — I} satisfying

Softmax(z) := exp(z)/(exp(z), 1n).
A key innovation in modern Transformers is the

RoPE, which begins with a basic rotation matrix:

Definition 3.15 (Rotation matrix block). Let 8 €
F,,. For a length-n input sequence with embedding
dimension d, we define the rotation matrix as

R(O) [ _Sme].

cosf
This basic rotation matrix is then extended to
handle relative positions in the sequence.
Definition 3.16 (Rotation matrix). Let j be the in-
dex of position in the sequence, i the index of tokens,
we define the overall relative rotation matrix

R((j —1)01) - 0

cosf
sin

Rj—i = : *. :
0 o R((J—14)04/2)
where the angle frequencies 61, - - , 04/ are a set
of given parameters, for details on specifying 0, see
Equation (15) on page 5 of (Su et al., 2024).
Using these rotation matrices, we can define the
RoPE attention mechanism, which incorporates
positional information directly into the attention
computation.
Definition 3.17 (RoPE attention matrix). Let Ro-
tation matrix R;_; be defined in Definition 3.16.
Let Wo, Wk € ]Fng denote the model weights.
Let X € IFZXd denote the representation of the
length-n sentence. Then, we define the new atten-
tion matrix A € F*™ by, Fori,j € [n],

A= exp(X; . Wo Rj_; Wi Xj—l—*)
NN N

1xd dxd dxd dxd dx1
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The attention matrix is then used to compute a
single attention layer.

Definition 3.18 (Single attention layer). Let X €
]Fng denote the representation of the length-n
sentence. Let Wy € ]Fng denote the model
weights. As in the usual attention mechanism, the
final goal is to output an n X d size matrix where
D := diag(Al,) € Fp*". Then, we define the
i-th attention layer Attn as

Attn;(X) := D' AX Wy,

We combine multiple attention layers with other
components to create a complete Transformer ar-
chitecture.

Definition 3.19 (Multi-layer RoPE-based Trans-
former). Let m denote the number of Trans-
former layers in the model. Let g; denote com-
ponents other than self-attention in the i-th Trans-
former layer, where g; : F;’Xd — F;‘Xd for any
i € {0,1,2,...,m}. Let Attn; denote the self-
attention module in the i-th Transformer layer (see
also Definition 3.18). Let X € IFZXd denote the in-
put data matrix. We define a m-layer Transformer
TF:Fp*d — Fped as

TF(X)
= gm © Attn,, o --- 0 g1 o Attnj o go(X)

where o denotes function composition.

Here we introduce two different kinds of g; func-
tion. First, we introduce the MLP (Multilayer Per-
ceptron) layer.

Definition 3.20 (Multilayer Perceptron layer). Let
X e Fng denote the input data matrix. Let i €
[n]. Then, we define the MLP layer as follows:

gMLP(X>747* = \W/. XZ7* +\ b /
dxd dx1 dx1

Then, we introduce the LN (Layer-wise Normal-
ization) layer:

Definition 3.21 (Layer-wise normalization layer).
Let X € IFZXd denote the input data matrix. Let
i € [n]. Then, we define the LN layer as follows:

X, -
g (X = S
o}

where i; Z?lei,j/d, and 07;2 =

Z?ﬂ (Xij — pa)?/d.

€ Fe,

This multi-layer architecture forms the backbone
of modern Transformer models, combining the
floating-point operations, attention mechanisms,
and positional embeddings defined above into a
powerful sequence processing system.

4 Complexity of RoPE-based
Transformers

In this section, we establish several fundamental
results regarding the circuit complexity of basic op-
erations required in Transformer computations. In
Section 4.1, we begin by analyzing trigonometric
functions, which are essential for rotary position
embeddings. In Section 4.2, we then proceed to
study matrix operations. In Section 4.3, we ex-
amine the RoPE-based attention matrix. In Sec-
tion 4.4, we analyze the single RoPE-Attention
layer. In Section 4.5, we compute some common
components other than the self-attention layer. In
Section 4.6, we show more details about the com-
plete RoPE-based Transformer mechanism. In Sec-
tion 4.7, we show our main results that the circuit
complexity bound of RoPE-based Transformer.

4.1 Approximating Trigonometric Functions

In this section, we first demonstrate that basic
trigonometric functions, i.e., sine and cosine func-
tion, which are fundamental to RoPE embeddings,
can be computed by threshold circuits.

Lemma 4.1 (Trigonometric function approxima-
tion in TCY, informal version of Lemma E.1 in
Appendix E). If p < poly(n), then for every p-
bit floating point number x, there is a constant-
depth uniform threshold circuit of size poly(n) and
depth 8dsq + dg + dg which can compute sin(x)
and cos(x) with a relative error at most 27P. To
simplify, we use d denote the depth needed for
computing sin(x) and cos(x).

4.2 Computing Matrix Products

In this section, we show that basic matrix multipli-
cation can be computed in TCC.

Lemma 4.2 (Matrix multiplication in TC?, infor-
mal version of Lemma E.2 in Appendix E). Let
A € Fngd, B € ngn? be two matrices. If
p < poly(n),ni,n2 < poly(n),d < n, then AB
can be computable by a uniform threshold circuit
with size poly(n) and depth (dsiq + dg).
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4.3 Computing RoPE-based Attention Matrix

In this section, we extend this to the computation
of the attention matrix with positional embeddings,
i.e., RoPE-based attention matrix computation.

Lemma 4.3 (RoPE-based attention matrix compu-
tation in TCO, informal version of Lemma E.3 in
Appendix E). If p < poly(n), then the attention
matrix A in Definition 3.17 can be computable by
a uniform threshold circuit with size poly(n) and
depth 4(dstq + de) + da + dexp-

4.4 Computing Single RoPE-based Attention
Layer

In this section, we analyze the complete attention
layer, the approach allows us to carefully track the
circuit depth requirements at each stage.

Lemma 4.4 (Single RoPE-based attention
layer computation in TC?, informal version of
Lemma E.4 in Appendix E). If p < poly(n), then
the attention layer Attn in Definition 3.18 can be
computable by a uniform threshold circuit with
size poly(n) and depth 7(dstq + dey) + da + dexp.

4.5 Computing Common Buliding Blocks
other than Self-attention layer

In Definition 3.19, we define Multi-layer RoPE-
based Transformer with self-attention layer and
other components, for example layer-norm and
MLP. In this section, we show how to compute
these components. We first give the circuit com-
plexity for the MLP layer.

Lemma 4.5 (MLP computation in TC®, informal
version of Lemma E.5 in Appendix E). If p <
poly(n), then the MLP layer in Definition 3.20 can
be computable by a uniform threshold circuit with
size poly(n) and depth 2dsq + dg.

Then, we give the circuit complexity for the
layer-normalization layer.

Lemma 4.6 (Layer-norm computation in TC, in-
formal version of Lemma E.6 in Appendix E). If
p < poly(n), then the Layer-wise Normalization
layer in Definition 3.21 can be computable by a
uniform threshold circuit with size poly(n) and
depth 5dgiq + 2dg + dsqrt-

4.6 Computing Multi-layer RoPE-based
Transformer

In this section, we show how to compute the multi-
layer RoPE-Transformer.

Lemma 4.7 (Multi-layer RoPE-based Trans-
former computation in TCO, informal version of
Lemma E.7 in Appendix E). Suppose that for each
i € [m], g; in TF is computable by a constant depth
dg uniform threshold circuit with size poly(n). If
p < poly(n), then the RoPE-based Transformer
TF in Definition 3.19 can be computable by a uni-
form threshold circuit with size poly(n) and depth
(m +1)dy + Tm(dsta + dg) + m(da + dexp)-

4.7 Main Result: Circuit Complexity Bound
of RoPE-based Transformers

In this section, we are ready to represent our main
result. We show the circuit complexity bound of
RoPE-based Transformer.

Theorem 4.8 (Main result, Circuit complexity
bound of RoPE-based Transformers, informal ver-
sion of Theorem E.8 in Appendix E). Suppose that
foreachi € [m), g; in TF is computable by a con-
stant depth dg uniform threshold circuit with size
poly(n). If p < poly(n),d < O(n),m < O(1),
then the RoPE-based Transformer TF in Defini-
tion 3.19 can be simulated by a uniform TCP circuit
family.

In Theorem 4.8, we prove that unless TC? =
NC!, RoPE-based Transformer with poly(n)-
precision, constant-depth, poly(n)-size can be sim-
ulated by a DLOGTIME-uniform TC? circuit fam-
ily. It means that although the RoPE-based Trans-
formers gain success empirically, it still suffers
fundamental expressivity limitations under circuit
complexity. We introduce these limitations in the
following section.

5 Hardness

In this section, we present our two main hardness
results, focusing on two key problems: the Arith-
metic Formula Evaluation problem and the Boolean
Formula Evaluation problem. For detailed defini-
tions, refer to Appendix C and Appendix D.

Theorem 5.1. Unless TC" = NC', a RoPE-based
Transformer with poly (n)-precision, O(1) layers,
hidden dimension d < O(n) cannot solve the Arith-
metic formula evaluation problems.

Proof. This follows from combining Theorem 4.8
(circuit complexity bound of RoPE-base Trans-
former) and Lemma C.3 (the arithmetic formula
evaluation problem is in NC!) which we proved
above, and Fact 3.8 (hierarchy of circuit families).
Thus, we complete the proof. O
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Theorem 5.2. Unless TC? = NC!, ¢ RoPE-based
Transformer with poly (n)-precision, O(1) layers,
hidden dimension d < O(n) cannot solve the
Boolean formula value problem.

Proof. This follows from combining Theorem 4.8
(circuit complexity bound of RoPE-base Trans-
former) and Lemma D.4 (the problem of determin-
ing the truth value of a Boolean formula is in NC!)
which we proved above, and Fact 3.8 (hierarchy of
circuit families). Thus, we complete the proof. [

The above two theorems show the computa-
tion limitation of RoPE-based Transformer unless
TC? = NC!. Beyond RoPE, the analysis applies
to constant-time, parallelizable positional embed-
dings; we outline the adaptation and illustrate it for
ALiBi in Appendix F (Press et al., 2022).

6 Discussion

In this section, we discuss the relevance and practi-
cal implications of our work.

Relevance to the NLP Community. Circuit
complexity has recently gained attention in theoret-
ical NLP research, with several works published at
major NLP venues (Merrill et al., 2021; Merrill and
Sabharwal, 2023b; Hao et al., 2022). These stud-
ies demonstrate how circuit complexity provides
insights into both the capabilities and limitations
of modern LLMs. Our work extends this line of
research to positional encoding mechanisms, an
essential but relatively under-theorized component
of contemporary language models.

Practical Implications of Hardness Results.
We want to first establish that NC! is tightly as-
sociated with the reasoning problem. Notably,
many tasks in widely-used mathematical reason-
ing benchmarks such as MathQA (Amini et al.,
2019) and NumGLUE (Mishra et al., 2022) fun-
damentally involve arithmetic formula evaluation
problems—tasks which inherently belong to NC!.
Our work aims to bridge theoretical insights
from circuit complexity with practical limitations
in LLMs, especially those using RoPE. While
ROPE is widely adopted in cutting-edge models
such as Qwen (Bai et al., 2023), Llama (Meta,
2024), and ChatGPT (OpenAl, 2024a), its theoreti-
cal limitations remain largely unexplored. By prov-
ing that RoPE-based Transformers are unlikely to
solve NC!-complete problems with constant depth,

we reveal an inherent computational bottleneck that
is independent of parameter count or training data.

Insights for Model Design. Our main results
(Theorem 5.1 and Theorem 5.2) and additional re-
sults in Appendix F establish that Transformers
with advanced positional embeddings remain in
TCY and therefore cannot solve a broad class of
reasoning problems, including fundamental arith-
metic computations. This contradicts prior claims
that richer positional encodings improve reasoning
ability (Ke et al., 2021; Zhu et al., 2025), and sug-
gests that explicit positional embeddings may not
be necessary for core reasoning functions.

Our findings are consistent with recent work
demonstrating that Transformers without any posi-
tional embeddings can still capture positional infor-
mation implicitly (Haviv et al., 2022) and can even
exhibit superior extrapolation on algorithmic and
mathematical reasoning benchmarks (Kazemnejad
et al., 2023). Moving forward, we recommend
that empirical research prioritize chain-of-thought
methods for enhancing reasoning performance (Li
et al., 2024) rather than exploring a wide variety of
positional encoding schemes.

7 Conclusion

In this work, we provide a rigorous theoretical
analysis of RoPE-based Transformers, establish-
ing fundamental bounds on their computational
capabilities. Our main idea was to systematically
analyze the circuit complexity of each component
in the RoPE-based architecture, from basic trigono-
metric functions to the complete attention mech-
anism, ultimately proving that these models can
be simulated by uniform TC? circuits. More im-
portantly, we demonstrate that unless TCY = NC!,
RoPE-based Transformers with poly(n)-precision,
O(1) layers, and hidden dimension d < O(n) can-
not solve either arithmetic formula evaluation or
Boolean formula value problems. This important
theoretical result goes beyond the empirical success
of RoPE-based architectures, revealing fundamen-
tal limitations in their expressivity and providing
insights for future model design.

Limitation

One limitation is that our analysis focuses primar-
ily on the forward computation of constant-depth
standard Transformers, leaving interesting open
questions about extending our framework to other
variants of Transformer architectures.
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Potential Risks

In this paper, we discuss the circuit complexity of
RoPE-based Transformer architectures and present
several theoretical hardness results showing that
they cannot solve certain practical reasoning prob-
lems. Since this paper is entirely theoretical, we do
not foresee any negative societal impacts.
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Appendix

Roadmap. In Section A, we provide some back-
ground knowledge about circuit complexity. In
Section B, we present some lemmas about floating
point number computation. In Section C, we intro-
duce the Arithmetic formula evaluation problem.
In Section D, we introduce the Boolean formula
value problem. In Section E, we present the miss-
ing proofs in Section 4. In Section F, we present
additional results for other positional embedding
methods.

A Backgrounds about Circuit Complexity

Circuit. In theoretical computer science, a circuit
is a collection of interconnected gates that process
input data and produce an output (Vollmer, 1999).
Each gate in the circuit performs a simple logical
operation, such as AND, OR, or NOT. These gates
take binary inputs (usually O or 1) and produce bi-
nary outputs. A circuit can have fanin, which refers
to the number of input wires each gate can have,
and fanout, which refers to the number of output
wires a gate can have. To better understand the
construction of the circuit, we introduce uniform
and nonuniform. Nonuniform circuit allows for
the design of different circuits for inputs of vary-
ing sizes. For instance, a circuit built to handle
inputs of size n may differ significantly from one
designed for inputs of size n + 1. This approach
is flexible, much like how humans only need to
provide the existence result of the circuit without
worrying about construction algorithms. In con-
trast, a uniform model requires the construction of
these circuits through an algorithm or by solving a
different problem within another complexity class,
such as DLOGTIME-uniform and L-uniform (as
defined in Definition 3.11 and Definition 3.10 of
our paper).

Gate. We present details of some common gates
here. Constant fan-in Boolean circuit gates repre-
sent the most basic building blocks, such as AND,
OR, and NOT, strictly limited to a small, fixed num-
ber of inputs (typically 2). In contrast, unbounded
fan-in Boolean circuit gates relax this restriction,
allowing AND and OR gates (though NOT usually
remains fan-in 1) to accept an arbitrary number
of inputs simultaneously. Distinctly, the MAJOR-
ITY gate represents a more powerful computational
primitive; it takes multiple inputs and outputs true
if and only if a strict majority (more than half) of

its inputs are true, thereby performing a threshold
computation fundamentally different from simple
AND/OR logic and enabling the efficient compu-
tation of functions like Parity, which are difficult
for standard unbounded fan-in circuits of constant
depth.

Circuit Complexity. Circuit is an essential way
to model computation because they represent how
problems can be solved by performing a series of
simple operations, i.e., gates. In the context of cir-
cuit complexity, we often care about whether we
can solve a problem using a family of circuits. We
often use three different things to distinguish differ-
ent circuit complexity families: the size, the depth,
and the types of gate. The size of a circuit refers
to the number of gates it contains. The depth of
a circuit is the longest path from any input to the
output, measured in terms of the number of gates
encountered along that path. We will present in
detail what is the kind of gate in Different types
of gate. If a problem requires circuits with a huge
number of gates, depth, or more complex types of
gates, we consider it hard. If it can be solved by
circuits that are both small in size and shallow in
depth, we consider it relatively easy or efficiently
parallelize. Previous work (Merrill and Sabhar-
wal, 2023a; Merrill et al., 2022) group problems
into different "complexity classes" based on how
their circuit size and depth grow as the input size
increases.

The Difference between TC" and NC!. Build-
ing on circuit concepts like size and depth, we
provide the definition of two complexity classes,
TCY and NC!, distinguished by their depth limits
and gate types (See formal definition in Defini-
tion 3.3 and Definition 3.5). NC! problems are
solvable by polynomial-size circuits with logarith-
mic depth (O(log n)) using only simple, bounded
fan-in Boolean gates (like AND, OR, NOT). In
contrast, TC® problems use polynomial-size cir-
cuits limited to constant depth (O(1)) but employ
powerful unbounded fan-in threshold gates (like
MAJORITY) and potentially unbounded AND/OR
gates. Although TCP circuits are shallower, their
gates are stronger. However, this gate power isn’t
enough to overcome the depth restriction; TC is
contained within NC' (TC® C NC!, see Fact 3.8).
This is because constant-depth threshold gates can
be simulated by logarithmic-depth circuits using
only bounded fan-in gates, fitting the NC! defini-
tion. Thus, NC! allows greater depth with simple
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gates, while TC? uses powerful gates restricted to
constant depth.

B Floating Point Number Computation

In this section, we first show the definition of some
important operations for floating point numbers in
Section B.1, and then present the circuit complexity
results for floating point operations n Section B.2.

B.1 Basic Operations of Floating Point
Numbers

To handle floating-point numbers in practice, we
need precise rules for rounding and basic arithmetic
operations:

Definition B.1 (Rounding, Definition 9 on page 5
of (Chiang, 2024)). Let x be a real number or a
floating point. We define round,(z) as the p-bit
floating-point number nearest to x. When there are
two such numbers, we define roundy,(x) as the one
with even significance.

Building on fundamental concepts in Defini-
tion 3.13 and Definition B.1, we can now define the
core arithmetic operations needed for Transformer
computations:

Definition B.2 (Floating-point number operations,
page 5 on (Chiang, 2024)). Let a, b be two integers,
we define

I a/b if a/bis a mutiple of 1/4,
a/fb:=
a/b+1/8 otherwise.

Given two p-bits floating points (mq, e1), (ma, €2),
we define the following operations:

e addition:

1 if el > es

(m1,e1) + (ma, es) == {

ro if e; < eg,
where
1 := round,((m1 4+ ma J 272, e1))
ro := roundy((m1 /27 + ma, e2)).
* multiplication:

<m1, 61> X <m2, 62>

:= round,((mima, e1 + €2)).
* division:

<m1, 61) - <m2, 62>

= 1"0undp(<ml2p_1 Jma,er —ea—p+1))

* comparison:

(my,e1) < (ma,ez)

o Jm <mg /297 if e; > ey,
m1 // 2¢27€ <y if e < es.
* floor:
(m2¢,0) ife >0,

[(m,e)] = {

round((m/27¢,0)) ife <O.

B.2 Floating Point Number Operations in TC"

Lemma B.3 (Standard float point number opera-
tions in TCY, Lemma 10 on page 5 and Lemma
11 on page 6 of (Chiang, 2024)). Let p be a pos-
itive integer. If p < poly(n), then the following
statements hold:

e Part 1. The addition, multiplication, divi-
sion, and comparison defined in Definition B.2
of two p-bit floating point numbers is com-
putable by a constant-depth uniform thresh-
old circuit of size poly(n). We use dgq to
denote the maximum depth needed for these
operations.

* Part 2. The iterated multiplication of n p-
bit floating point numbers is computable by
a constant-depth uniform threshold circuit of
size poly(n). We use dg denote the depth
needed for the iterated multiplication.

* Part 3. The iterated addition of n p-bit float-
ing point numbers (rounding after the sum-
mation is completed) is computable by a
constant-depth uniform threshold circuit of
size poly(n). We use dg denote the depth
needed for the iterated addition.

Corollary B.4 (Floor operation in TCY). Let p be
a positive integer. If p < poly(n), then floor oper-
ation defined in Definition B.2 of a p-bit floating
point number is computable by a constant-depth
uniform threshold circuit of size poly(n). The max-
imum depth needed for floor operations is bounded
by dgq in Lemma B.3.

Proof. This directly follows from the definition of
the floor function in Definition B.2. O

Lemma B.5 (Approximating exp in TC?, Lemma
12 on page 7 of (Chiang, 2024)). If a positive in-
teger p < poly(n), then for every p-bit floating
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point number x, there is a constant-depth uniform
threshold circuit of size poly(n) which can com-
pute exp(x) with a relative error at most 27P. We
use deyp, to denote the depth needed for computing
exp(x).

Lemma B.6 (Approximating square root in TC?,
Lemma 12 on page 7 of (Chiang, 2024)). If a pos-
itive integer p < poly(n), then for every p-bit
floating point number x, there is a constant-depth
uniform threshold circuit of size poly (n) which can
compute \/x with a relative error at most 27P. We
use dsqry to denote the depth needed for computing

VT,

C Arithmetic Formula Evaluation
Problem

In this section, we first provide a foundational defi-
nition as established in (Buss et al., 1992).

Definition C.1 (Arithmetic formula, Definition
on page 13 of (Buss et al., 1992)). Let S be a
semi-ring (which may also be a ring or field).
An arithmetic formula over S with indeterminates

X1, Xo, -+, X, is defined by:
* Fori € [n], X; is an arithmetic formula.
» For every c € S, c¢ is an arithmetic formula.

e If a is an arithmetic formula and 0 is a unary
operator of S then (0«) is arithmetic formula.

o If a and B are arithmetic formulas and 0 is a
binary operator of S then (a0[3) is an arith-
metic formula.

An arithmetic formula A with indeterminates
X1, , Xy isdenoted by A(Xq, -, Xp).

Following the definition, we explore its compu-
tational implications.

Definition C.2 (Arithmetic formula evaluation
problem, Definition on page 14 of (Buss et al.,
1992)). Let S be a ring, field, or semi-ring. The
arithmetic formula evaluation problem is: Given
an arithmetic formula A(X1, X, ,X,,) over
S and constants ci,co,--- ,c, € S, what is
Aler,co, 0 ycp)?

Building upon the previously established defi-

nitions, we then establish the computational com-
plexity of the problem.

Lemma C.3 (Theorem 6.1 on page 31 of (Buss
et al., 1992)). The arithmetic formula evaluation
problem is in NC!-complete.

D Boolean Formula Value Problem

In this section, we now shift our focus to the do-
main of Boolean formulas and their evaluation.

Definition D.1 (Definition on Page 1 of (Buss,
1987)). Let ¥ = {0,1,A,V,—, (,)}, the Boolean
formula are given by the following inductive defini-
tion:

* 0 and 1 are Boolean formulas.

* If a and B are Boolean formulas, then so are
(ma), (a A B) and (a V ).

To detail further attributes of these formulas:

Definition D.2 (Definition on page 1 of (Buss,
1987)). || is the length of «, i.e. the number of
symbols in the string o.

Definition D.3 (Definition on page 1 of (Buss,

1987)). The Boolean formula is defined by the fol-
lowing inductive definition:

* 0 and 1 are Boolean formulas.
* If a is a Boolean formula then so is a—.

* If a and 3 are Boolean formulas and if || >
|B| then a5V and oS\ are Boolean formulas.

The Boolean formula is defined in the usual way,
where 0 and 1 represent False and True, respec-
tively.

Lemma D.4 (Page 1 on (Buss, 1987)). The prob-
lem of determining the truth value of a Boolean
formula is in NC'-complete.

E Missing Proofs in Section 4

Here we present some missing proofs in Section 4.
We restate Lemma 4.1 below

Lemma E.1 (Trigonometric function approxima-
tion in TC®, formal version of Lemma 4.1). If
p < poly(n), then for every p-bit floating point
number x, there is a constant-depth uniform thresh-
old circuit of size poly(n) which can compute
sin(x) and cos(xz) with a relative error at most
27P. We use da denote the maximum depth needed
for computing sin(z) and cos(x).

Proof. For sin(z) where « € [, we can define:

k= LQ/L’TJ and

) —kn/2
Tl )r2 -0

if v — kn/2 < 7/4,

else.
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Using truncated Taylor series of sin(r), we have:

N-1

22+1 .
sin(r ; 2@ @it + Ry'(r)
For R5(r), we can show:
. 1

Rsin < 4 2N+1
<1
= 2N +1)!
=O0(1/N!)
<0@e™)

where the first step follows from the definition of
the Lagrange remainder term, the second step fol-
lows from (/4)2N+1 < 1, the fourth step follows
from O(2*) < O(z!) holds for any positive x.
Similarly, using truncated Taylor series of
cos(r), we have:
-1 7 Reos

cos(r) =

I
=)

%

For R{?%(), we can show:

R < (/4
1
= e
— O(1/NY)
<0@2™)

where the first step follows from the definition of
the Lagrange remainder term, the second step fol-
lows from (7/4)2N+1 < 1, the fourth step fol-
lows from O(2%) < O(z!) holds for any positive
2. Then, we have

sin(z) = {sin(r) if x —kn/2 <m/4,

cos(r) else.
and
if v —kr/2 < m/4
cos(x) = c?s(r) if v — kr/2 < m/4,
sin(r) else.

Because of similar calculation step between
sin(x) or cos(x), we can show the depth of cir-
cuit to compute them following from Lemma B.3
and Corollary B.4:

1. To get the value of k, we need to calculate
floor and division, which use depth-2dgq cir-
cuit.

2. To get the value of r, we need to calculate
addition, comparison, multiplication and divi-
sion, which use depth-4dgq circuit.

3. To get the value of sin(r) or cos(r), we need
to calculate addition and iterated addition. For
each entry in iterated addition, we need to
calculate multiplication, division and iterated
multiplication in parallel, which use depth-
(3dstq + dg + dg) circuit.

4. To get the value of sin(z) or cos(z), we need
to calculate comparison, which use depth-dgq
circuit.

Finally, we can show
dp = 8dstq + dg + dx.

Thus we complete the proof. O

We show the proof of Lemma 4.2 below.

Lemma E.2 (Matrix multiplication in TC®, formal
version of Lemma 4.2). Let A € F'*%, B ¢
IFZX"Q be two matrices. If p < poly(n),ni,na <
poly(n),d < n, then AB can be computable by
a uniform threshold circuit with size poly(n) and
depth (dsa + do).

Proof. For each i € [n1] and j € [ng], the entry
(AB);j is given by (AB);; = S¢_, A; 1By .
By Part 1 of Lemma B.3, each product A; ;, By, ;
can be computed by a uniform threshold circuit of
depth dgq. Since these products for different k& can
be computed in parallel, all products A; ;. By, j for
k € [d] can be computed simultaneously in depth
dstd-

Next, by Part 3 of Lemma B.3, the sum
2221 A; 1By ; can be computed by a uniform
threshold circuit of depth dg. Therefore, the to-
tal depth required to compute (AB); ; is dstq + dg.
Since we can compute (AB); ; for all ¢ € [n;] and
J € [ng] in parallel, the overall depth of the cir-
cuit remains dgq + dg. The size of the circuit is
polynomial in n because n1, ng, d < poly(n), and
each operation is computed by a circuit of poly-
nomial size. Therefore, AB can be computed by
a uniform threshold circuit with size poly(n) and
depth dgq + dgy. Thus we complete the proof. [

Here we state the proof of Lemma 4.3.
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Lemma E.3 (RoPE-based attention matrix com-
putation in TC, formal version of Lemma 4.3).
If p < poly(n), then the attention matrix A
in Definition 3.17 can be computable by a uni-
form threshold circuit with size poly(n) and depth
A(dsta + dg) + da + dexp.

Proof. Foreach i, j € [n], we need to compute the
entry A; ; of the attention matrix A as defined in
Definition 3.17.

By Lemma 4.1, each entry of R;_; can be com-
puted using a uniform threshold circuit of size
poly(n) and depth da. Since n < poly(n), all
entries of I?;_; can be computed in parallel with
the same circuit size and depth.

Using Lemma 4.2, the matrix product Wg RR;_;
can be computed by a uniform threshold circuit of
size poly(n) and depth dgstq + dg.

Applying Lemma 4.2 again, the product
(WoR;—;)W can be computed with the same cir-
cuit size and depth dgq + dg.

Next, the scalar product

sij = Xix(WoR;-Wi)X],

can be computed using a uniform threshold circuit
of size poly(n) and depth 2(dsq + dg ), again by
Lemma 4.2.

Using Lemma B.5, the exponential function
A; j = exp(s; ;) can be computed by a uniform
threshold circuit of size poly(n) and depth dexyp.

Combining the depths from each step, the total
depth required to compute A; ; is

dtotal = 4(dstd + d@) + dA + dexp-

Since all entries A; ; for ¢, j € [n] can be computed
in parallel, the overall circuit has size poly(n)
and depth 4(dstq + dg) + da + dexp. Therefore,
the attention matrix A can be computed by a uni-
form threshold circuit with size poly(n) and depth
A(dsta + de) + dp + dexp.

Thus we complete the proof. 0

Here we present the proof of Lemma 4.4.

Lemma E.4 (Single RoPE-based attention layer
computation in TC?, formal version of Lemma 4.4).
If p < poly(n), then the attention layer Attn
in Definition 3.18 can be computable by a uni-
form threshold circuit with size poly(n) and depth
7(dstd + d@) + dA + dexp-

Proof. To compute Attn, we need to multiply 4
matrix, namely D', A, X and Wy,. To get these

matrices, we need to compute D and A. following
from D := diag(Al,,), D can be computed by a
depth dg, size poly(n) uniform threshold circuit
following from Part 3. of Lemma B.3. Following
from Lemma 4.3, computing A needs a circuit of
depth 4(dstq + dg) + da + dexp. Then, we can
multiply A, X and Wy, which can be computed by
a depth 2(dgq + dg), size poly(n) uniform thresh-
old circuit following from Lemma 4.2. Finally, we
can compute D~! - AX Wy, by apply division in
parallel, which can be computed by a depth dgq,
size poly(n) uniform threshold circuit following
from Part 1. of Lemma B.3. Combining above
circuit, we have

dtotal = 7(dstd + dEB) + dA + dexp-

Because the number of parallel operation are
O(poly(n)), we can show that Attn(X) can be
computed by a depth 7(dstq + doy) + da + dexp,
size poly(n) uniform threshold circuit.

Thus we complete the proof. O

Here we state the proof of Lemma 4.5.

Lemma E.5 (MLP computation in TCY, formal
version of Lemma 4.5). If p < poly(n), then the
MLP layer in Definition 3.20 can be computable by
a uniform threshold circuit with size poly(n) and
depth 2dgq + dg.

Proof. For each i € [m], by Lemma 4.2, we need
a circuit with depth dgq + dg and size poly(n) to
compute W X; ., and by Part 1 of Lemma B.3, w
need a circuit with depth dgq and size poly(n) to
compute WX, , + b. Hence the total depth need is
2dgtq + dg and total size is still poly(n). Since this
procedure can be done in parallel for all i € [n],
the proof is complete. O

Here we state the proof of Lemma 4.6.

Lemma E.6 (Layer-norm computation in TC?,
formal version of Lemma 4.6). If p < poly(n),
then the Layer-wise Normalization layer in Defini-
tion 3.21 can be computable by a uniform threshold
circuit with size poly(n) and depth 5dsiq + 2dg +
dsqrt-

Proof. For each i € [n], by Lemma B.3, we can
compute p; using a circuit with depth dgtq + dg
and size poly(n) and then compute o7 with depth
2dgtq + dg and size poly(n). By Lemma B.3 and
Lemma B.6, we can compute ¢g“N(x); . using a
circuit with depth 2dstq + dsqrt and size poly(n).
Hence the total needed depth is 5dgtq + 2dg +
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dsqrt and size is poly(n). Since this procedure can
be done in parallel for all ¢ € [n], the proof is
complete. 0

Here we state the proof of Lemma 4.7.

Lemma E.7 (Multi-layer RoPE-based Transformer
computation in TC?, formal version of Lemma 4.7).
Suppose that for each i € [m], g; in TF is com-
putable by a constant depth d, uniform threshold
circuit with size poly(n). If p < poly(n), then the
RoPE-based Transformer TF in Definition 3.19
can be computable by a uniform threshold circuit
with size poly (n) and depth (m~+1)dy+7m(dsa+
d@) + m(dA + dexp)~

Proof. For each i € [m], by condition, g; is com-
putable by a constant depth d, uniform threshold
circuit with size poly(n).

For each i € [m], by Lemma E.4, Attn; is com-
putable by a uniform threshold circuit with depth
7(dsta + dg) + da + dexp and size poly(n).

Hence, to compute TF(X'), we need to compute
4o, g1, - - -, gm and Attny, ..., Attn,,, thus the to-
tal depth of the circuit is (m + 1)dg + 7m(dstqa +
dg) + m(da + dexp) and the size of circuit is
poly(n).

Thus we complete the proof. O

Next, we state the proof for our main results.

Theorem E.8 (Main result, circuit complexity
bound of RoPE-based Transformers, formal ver-
sion of Theorem 4.8). Suppose that for each i €
[m], g; in TF is computable by a constant depth
dg uniform threshold circuit with size poly(n). If
p < poly(n),d < O(n),m < O(1), then the
RoPE-based Transformer TF in Definition 3.19
can be simulated by a uniform TC® circuit family.

Proof. Since m = O(1), by Lemma 4.7, the circuit
that computes TF(X ) has depth

(m + 1)dy + Tm(dsta + dg) + m(da + dexp)
=0(1)
and size poly(n). Therefore it can be simulated by

a uniform TC? circuit family.
Thus we complete the proof. 0

F Results for Additional Positional
Embedding Methods

In this section, we present the result that a widely
used positional embedding method, Attention with

Linear Biases (ALiBi), can be simulated by a uni-
form TCY circuit family. In Section F.1, we present
the definition of the ALiBi positional embeddings.
In Section F.2, we show the circuit complexity
bound of ALiBi Transformers. In Section F.3, we
outline the hardness results for ALiBi Transform-
ers.

F.1 The ALiBi Positional Embedding

Following from the positional embedding formula-
tion in (Press et al., 2022), we first define the linear
bias matrix, which is the foundation of the ALiBi
positional embeddings.

Definition F.1 (Linear bias matrix, implicit in page
5 of (Press et al., 2022)). Let m € I, be a constant.
We define the linear bias matrix B € F;‘X” as:

Bij = —mli—jl.

Differing from previous positional embedding
methods (Vaswani et al., 2017; Su et al., 2024),
ALiBi injects the positional embeddings into the
attention matrices, instead of the representation of
the input tokens. Specifically, its attention matrix
can be defined as follows:

Definition F.2 (ALiBi attention matrix). Let the lin-
ear bias matrix B be defined as Definition F.1. Let
Wo, Wk € IFZXd denote the model weights. Let
X e Fng denote the representation of the length-
n sentence. Then, we define the ALiBi attention
matrix ApLigi € F*" as

T T
ApLigi := exp( X WQ WK X' + B )
nXxd goq dxd 4Xn nxn

Remark F.3. By plugging the ALiBi attention ma-
trix (Definition F.2) into Definition 3.18 and Defini-
tion 3.19, we obtain the definition for multi-layer
ALiBi Transformers.

F.2 Circuit Complexity of ALiBi Transformers

Lemma F.4 (ALiBi-based attention matrix compu-
tation in TC%). If p < poly(n), then the attention
matrix Apapigi in Definition F.2 can be computable
by a uniform threshold circuit with size poly(n)
and depth 4dgq + 3dg + dexp.

Proof. To compute the first term X WQW;X T,
we need to perform matrix multiplication three
times, where all dimensions are no greater than
n. Thus, by applying Lemma 4.2 three times, we
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can compute these matrix multiplications in a uni-
form threshold circuit with depth 3(dgq + dg) and
size poly(n).

Next, we compute all the element-wise summa-
tions between (XWoW,-XT), ; and B; ; in par-
allel for all 4, j € [n]. This requires a circuit with
depth dyq and size O(n?) < poly(n), following
Lemma B.3. Then, we compute the exponential
function in depth dey, and size poly(n), as stated
in Lemma B.S5.

Combining all the steps above, the total depth of
the circuit is:

dtotal = dstd + 3(dstd + dEB) + dexp
= 4dstd + 3d@ + dexp-

Since each step requires a circuit of size poly(n),
the combined circuit remains within poly(n) size.

Thus, we complete the proof. O

Theorem F.5 (Circuit complexity bound of
ALiBi-based Transformers). Suppose that for each
i € [m], g; in TF is computable by a constant depth
dg uniform threshold circuit with size poly(n). If
p < poly(n),d < O(n),m < O(1), then the
ALiBi-based Transformer can be simulated by a
uniform TC® circuit family.

Proof. Following Lemma F.4 and similar steps in
Lemma E.4, we conclude that the single attention
layer Attn;(X) in Definition 3.18 with ALiBi po-
sitional embedding can be computed using a uni-
form threshold circuit of poly(n) size with depth
Tdstq + 6dgy + dexp.

Next, we combine the previous result with sim-
ilar steps in Lemma E.7 to obtain that the multi-
layer ALiBi-based Transformer TF(X) can be com-
puted using a uniform threshold circuit of poly(n)
size with depth (m+1)dy+m(7dstqa +6dg +dexp)-

Since m = O(1), the circuit depth to compute
TF(X) follows:

(m + 1)dg + ’I’)’L(7dstd + 6dg + dexp) = 0(1)

Since we also have that the circuit computing
TF(X) has poly(n) size, we can conclude that
the ALiBi-based Transformer can be simulated by
a uniform TCO circuit family.
The proof can be derived directly from
Lemma F.4 and similar steps in Theorem 4.8.
Thus, we complete the proof. O

F.3 Hardness Results of ALiBi Transformers

Since ALiBi-based Transformers has the same cir-
cuit complexity bounds as RoPE-based Transform-
ers, the similar hardness results for RoPE-based
Transformers also holds for ALiBi-based Trans-
formers. Specifically, we have the following re-
sults:

Theorem F.6. Unless TC = NC', an ALiBi-
based Transformer with poly(n)-precision, O(1)
layers, hidden dimension d < O(n) cannot solve
the Arithmetic formula evaluation problems.

Proof. By the hierarchy of circuit families in
Fact 3.8, we can obtain that TC° C NC!.
Since ALiBi-based Transformers are in TCY (Theo-
rem F.5) and the This follows from combining The-
orem 4.8 (circuit complexity bound of RoPE-base
Transformer) and the arithmetic formula evalua-
tion problem is in NC! (Lemma C.3), we can con-
clude that ALiBi-based Transformers cannot solve
the arithmetic formula evaluation problem unless
TCY = NCL.

Thus, we complete the proof. O

Theorem F.7. Unless TC = NC', an ALiBi-
based Transformer with poly(n)-precision, O(1)
layers, hidden dimension d < O(n) cannot solve
the Boolean formula value problem.

Proof. By the hierarchy of circuit families in
Fact 3.8, we can obtain that TC° C NC!.
Since ALiBi-based Transformers are in TC? (The-
orem F.5) and the This follows from combining
Theorem 4.8 (circuit complexity bound of RoPE-
base Transformer) and the arithmetic formula eval-
uation problem is in NC! (Lemma D.4), we can
conclude that ALiBi-based Transformers cannot
solve the Boolean formula value problem unless
TCY = NC'.

Thus, we complete the proof. O
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