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Abstract

We investigate how large language models
(LLMs) perform latent multi-hop reasoning in
prompts like “Wolfgang Amadeus Mozart’s
mother’s spouse is”. To analyze this pro-
cess, we introduce logit flow, an interpretability
method that traces how logits propagate across
layers and positions toward the final predic-
tion. Using logit flow, we identify four distinct
stages in single-hop knowledge prediction: (A)
entity subject enrichment, (B) entity attribute
extraction, (C) relation subject enrichment, and
(D) relation attribute extraction. Extending this
analysis to multi-hop reasoning, we find that
failures often stem from the relation attribute
extraction stage, where conflicting logits re-
duce prediction accuracy. To address this, we
propose back attention, a novel mechanism that
enables lower layers to leverage higher-layer
hidden states from different positions during
attention computation. With back attention, a
1-layer transformer achieves the performance
of a 2-layer transformer. Applied to five LLMs,
back attention improves accuracy on five rea-
soning datasets, demonstrating its effectiveness
in enhancing latent multi-hop reasoning ability.
Code and data is available at https://github.
com/zepingyu@512/back-attention.

1 Introduction

Enhancing the multi-hop reasoning capabilities of
large language models (LLMs) has become a cen-
tral research focus in recent studies (OpenAl, 2024;
Qi et al., 2024; Snell et al., 2024; Luo et al., 2024).
A widely used approach, chain-of-thought (COT)
reasoning (Wei et al., 2022), improves accuracy
by explicitly articulating intermediate reasoning
steps. Many studies have expanded on this idea
by generating explicit reasoning chains to further
enhance performance (Zhou et al., 2022; Creswell
et al., 2022; Shum et al., 2023; Yao et al., 2024a).
However, these methods often require substantial
computational resources due to multiple inference
steps or extensive sampling, leading to high costs

and deployment challenges, particularly in large-
scale or resource-constrained scenarios.

Therefore, enhancing the ability of latent multi-
hop reasoning is crucial for reducing the cost. For
example, predicting “Wolfgang Amadeus Mozart’s
mother’s spouse is” -> “Leopold” demonstrates a
model’s ability to internally retrieve and integrate
relevant knowledge. Recent studies have investi-
gated the mechanisms underlying latent multi-hop
reasoning. Given two hops <el, r1, e2> and <e2, 12,
e3>, where “e” represents an “entity” and “r” a “re-
lation”, Yang et al. (2024) observe that LLMs can
sometimes successfully predict queries like “The
r2 of the rl of el is” -> “e3” by latently identify-
ing the bridge entity “e2”. However, Biran et al.
(2024) find that the accuracy of latent multi-hop
reasoning remains low, even when both individual
hops are correct. They hypothesize that the low
accuracy arises because factual knowledge is pri-
marily stored in the early layers. If the first hop is
resolved too late, the later layers may fail to encode
the knowledge for subsequent reasoning steps.

Although latent multi-hop reasoning has been ex-
plored, its underlying mechanism remains unclear.
First, previous studies primarily focus on the for-
mat “The r2 of the r1 of el is”. In this format, the
el position and the last position inherently obtain
the information of r1 and r2, making it unsurpris-
ing that information flows between them. A more
complex format, “e1’s r1’s 12 is”, introduces addi-
tional challenges. Due to the autoregressive nature
of decoder-only LLMs, earlier positions cannot ac-
cess later tokens, hindering relational knowledge
propagation and leading to lower accuracy than
“The r2 of the r1 of el is” prompts. Second, sev-
eral studies have shown that the higher attention
and feed-forward network (FFN) layers also store
knowledge (Geva et al., 2023; Yu and Ananiadou,
2023), challenging the prevailing hypothesis about
multi-hop reasoning mechanisms. Last, how to
leverage interpretability insights to enhance reason-
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Figure 1: Four stages in single-hop knowledge predic-
tion. Atentity position: (A) entity subject enrichment by
FFN neurons; (B) entity attribute extraction by attention
neurons. At relation and last positions: (C) relation sub-
ject enrichments by FFN neurons; (D) relation attribute
extraction by attention neurons and FFN neurons.

ing remains uncertain. Previous studies (Sakarva-
dia et al., 2023; Li et al., 2024a) rely on model
editing methods, which may cause potential risks
(Gu et al., 2024; Gupta et al., 2024).

In this study, we focus on addressing these
challenges. First, we propose an innovative in-
terpretability analysis method named “logit flow”,
which analyzes how logits propagate across differ-
ent layers and positions toward the final prediction
on neuron-level. We use logit flow and activation
patching (Wang et al., 2022a) to analyze the mech-
anism of single-hop knowledge prediction. We ex-
amine prompts such as “el’s rl is” -> “e2”, where
el represents an entity (e.g. Mozart), r1 represents
a relation (e.g. mother), and e2 is the correct an-
swer (e.g. Maria), which is also an entity. We find
four main stages, as shown in Figure 1: (A) entity
subject enrichment by FFN neurons at el position,
(B) entity attribute extraction by attention neurons
at el position, (C) relation subject enrichment by
FFN neurons at r1 and last positions, and (D) rela-
tion attribute extraction by attention neurons and
FFN neurons at r1 and last positions. The first two
stages align with Geva et al. (2023), where entity-
related features are enriched and extracted (“el” ->
“el features”). Our analysis further reveals that the
last two stages integrate these enriched entity fea-
tures with the relation, facilitating the prediction of
the final token (“el features & r1” -> “e2”).

Next, we use logit flow and activation patching

to analyze correct cases and false cases in two-hop
reasoning queries like “e1’s r1’s r2 is”, where the
correct answer is “e3” and the false answer is “e2”.
In false cases, the relation attribute extraction stage
strongly captures rl position’s high layer informa-
tion. Since this attribution occurs at a later stage
than when the model encodes “e2” -> “e2 features”
and “e2 features & r2” -> “e3”, it reinforces e2
more than €3, ultimately reducing two-hop reason-
ing accuracy. Based on the interpretability findings,
we propose an innovative method named “back at-
tention” to enhance the multi-hop ability, which
allows lower layers to capture higher hidden states.
When trained from scratch on arithmetic tasks, a 1-
layer transformer with back attention achieves the
accuracy of a 2-layer transformer. When applied to
five LLMs, back attention boosts accuracy across
five reasoning datasets, highlighting its effective-
ness in improving multi-hop reasoning ability.

Overall, our contributions are as follow:

a) We introduce logit flow, an innovative inter-
pretability method that traces how logits propagate
across layers and positions. We demonstrate its
effectiveness in both single-hop and multi-hop rea-
soning. Specifically, for single-hop knowledge pre-
diction, we identify four key stages: entity subject
enrichment, entity attribute extraction, relation sub-
ject enrichment, and relation attribute extraction.

b) We apply logit flow to analyze both correct
and incorrect multi-hop reasoning cases. Our find-
ings reveal that failures often stem from the relation
attribute extraction stage, where conflicting logits
disrupt accurate predictions.

¢) We propose back attention, a novel technique
that enhances feature capture in lower layers by
integrating higher-level information. This method
is effective both for training from scratch and for
adapting pretrained LLMs.

2 Experimental Settings

In Section 3 and 4, we use the TwoHop reasoning
dataset (Biran et al., 2024). Each data instance con-
tains two hops like <el, r1, e2> and <e2, r2, e3>,
where el, €2, €3 are entities and rl, r2 are relations.
For instance, <Wolfgang Amadeus Mozart, mother,
Maria Anna Mozart> and <Maria Anna Mozart,
spouse, Leopold Mozart> represent two such hops.

We formulate prompts for first-hop, second-hop,
and two-hop queries as “el’s rl is”, “e2’s 12 is”,
and “el’s r1’s 12 is”, respectively. Following Biran
et al. (2024), we remove shortcut cases (Ju et al.,
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2024) and retain the instances where both the first-
hop and two-hop predictions are correct. Then we
exclude (el, e2, e3) triplets appearing fewer than
30 times, ensuring that the model has sufficient
exposure to the retained knowledge types. To pre-
vent excessive data duplication, we limit the num-
ber of cases where the correct answer e3 appears
more than five times. In Section 3, we analyze 889
cases where the first-hop, second-hop, and two-hop
queries are all answered correctly. In Section 4,
we focus on 568 cases where el, €2, and €3 are
all human entities. This set includes both correct
and incorrect two-hop reasoning cases, enabling a
broader evaluation of multi-hop reasoning by com-
paring successful and failed cases.

Our triplet filtering strategy was designed to
prevent type dominance and ensure diverse en-
tity—relation combinations. First, we remove rare
triplets that occur fewer than 30 times, ensuring
that the resulting pool (2,864 cases) contains com-
positions that LL.Ms have likely encountered dur-
ing pretraining. Second, we reduce the impact
of frequent answers by applying a deduplication
filter that retains at most 5 examples per e3; for
instance, in the human — country — capital type,
this step avoids over-representation of entries such
as “United States — Washington.” After this filter-
ing, we obtain 889 cases covering 26 distinct triplet
types, such as human — country — currency, film
— production company — city, and literary work
— country — musical composition. The largest
single category accounts for only 12.7% of the
total, and no category dominates the dataset. To
further mitigate analysis skew, all reported results
are computed as type-level weighted averages.

3 Mechanism of Single-Hop Prediction

In Section 3.1, we introduce the background. In
Section 3.2, we introduce the proposed inter-
pretability method “logit flow”. In Section 3.3,
we utilize logit flow method and identify the four
stages in single-hop knowledge prediction.

3.1 Background

Residual Stream. To better understand how logit
flow captures information propagation in decoder-
only LLMs, we first introduce the residual stream
(Elhage et al., 2021). Given an input sentence
X = [t1,ta, ..., tp] with T tokens, the model pro-
cesses it through residual connections, ultimately
producing the probability distribution y over B to-

kens in vocabulary V' for the next token prediction.
Each token ¢; at position ¢ is transformed into a
word embedding h? € R? by the embedding ma-
trix £ € RB*4, Next, the word embeddings are
taken as the Oth layer input and transformed by
L + 1 transformer layers (0th — Lth). The output
of layer [ is the sum of the layer input, the attention
layer output Ali and the FFN layer output F:

hy=h"'+ A + F (1)

The probability distribution y is computed by mul-
tiplying h% (the final layer L output at the last posi-
tion 7") and the unembedding matrix F,, € RBxd,

y = softmaz(E, h%) 2)

The attention layer output Aé can be regarded as
the sum of vectors on different heads and positions:

H T

Ali - Z Z O‘éd}p J{jl( J?flhéil) €
j=1p=1

ai-yjyp = softmaa:(Wﬁlhé_l . W;flhé_l) 4)

where H is the head number and « is the attention
score. W4, Wk, W?, W€ are the query, key, value
and output matrices in each attention head.

FFN and attention neurons. Based on the com-
putation of FFN output (Eq.5), Geva et al. (2020)
find that the FFN output is a weighted sum of neu-
rons, where each neuron’s contribution is deter-
mined by its learned weights and input interactions:

Fl = Wioo(Wia (B +AD) (5

N
Fj =Y mj,fe2 (6)
k=1
mi . = o(fell, - (b + A)) )

Here, f c2f,€ is the kth column of the second MLP
W}CQ e R™N_ 1Its coefficient score m is com-
puted by the inner product between the residual
output and f clﬁC (the kth row of the first MLP
W}Cl € RY*d) Similarly, in attention mecha-
nisms, neuron activations are influenced by key-
value transformations (Yu and Ananiadou, 2023).
These activations shape how information is stored
and propagated through layers, ultimately influenc-
ing the model’s predictions:

H T d/H

Al = Z Z Z aéaj,pﬁé}p,ewoéye ®)

j=1 p=1 e=1
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Here, wot

'j.c 18 the eth column of W2, whose coef-
ficient score o3 is computed by the inner product
between the layer input hf;l and wvé’e (the eth
row of W]?jl), combined with the attention score .

In this study, we define: 1) A subvalue as the
column of the second MLP (fc2 in FFN and wo
in the attention head). 2) A subkey as the row of
the first MLP (fcl in FFN and wv in the attention
head). 3) A neuron as the product of the coefficient

score and the subvalue (Eq. 6 and Eq. 8).

3.2 Logit Flow: Tracing the Logits on
Different Layers and Positions

Identifying important neurons in deep layers.
Many studies (Dar et al., 2022; Geva et al., 2022;
Wang et al., 2022a; Katz and Belinkov, 2023; Yu
and Ananiadou, 2023; Nikankin et al., 2024) find
that the layer-level and neuron-level vectors in deep
layers store logits related to final predictions. When
we say a vector stores logits about s, we mean that
multiplying this vector with the unembedding ma-
trix results in a high log probability for s, where the
probability of a vector is obtained by multiplying
this vector with the unembedding matrix (replacing
h:Lp with this vector in Eq.2) (Nostalgebraist, 2020).

The final vector h:LF stores large logits about the
prediction s. The logit increase, log(p(s|hk)) —
log(p(s|hY)), can be decomposed into contribu-
tions from L X N FFN neurons and L x H X T' x
d/H attention neurons. To identify the neurons in
deep layers, we use the log probability increase (Yu
and Ananiadou, 2023) as importance score:

Imp(v') = log(p(sle' + h'™)) — log(p(s|h™™))

(10)
If the importance score Imp(v') of a neuron '
is large, it indicates that adding this neuron on
its layer input h'~! significantly enhances the log
probability of the final prediction s.

Identifying important neurons in shallow lay-
ers. Although shallow neurons typically do not
store logits directly related to the final prediction,
they can contribute by amplifying the coefficient
scores of deeper neurons. For instance, in Eq.9, 8
is computed by the inner product between the atten-
tion subkey wv and the layer input h'~!, where the
layer input is the sum of the neurons from previous
layers in the residual stream at this position.

To analyze this effect, we compute the inner
product between the subkey of the 300 most impor-

tant attention neurons and each preceding FEN neu-
ron, weighting the result by the importance score
of the attention neuron. This approach allows us to
identify the most influential shallow FFN neurons.
If a shallow FFN neuron has a high summed inner
product score, it indicates that this neuron activates
multiple important attention neurons, thereby indi-
rectly increasing the logits of the final prediction.
Unlike previous studies (Yu and Ananiadou, 2023),
we retain the inner product of each FFN neuron
at every position, rather than summing the scores
across all positions. This method enables us to ana-
lyze which specific positions and layers contribute
the most to activating attention neurons.

Logit flow: an interpretability method for ana-
lyzing the logits in different positions and layers.
After identifying the deep FFN and attention neu-
rons that store the final logits, we compute and
visualize the sum of their importance scores across
different layers and positions. A large score in a
specific layer or position indicates that it stores cru-
cial information related to the final prediction. Ad-
ditionally, we compute and illustrate the weighted
sum of inner products of FFN neurons at each layer
and position, revealing which layers and positions
play a significant role in activating important at-
tention neurons. This approach allows us to dis-
tinguish the layers and positions that contribute to
predictions both directly and indirectly.

3.3 Four Stages in Single-Hop Prediction

We utilize logit flow to analyze 889 first-hop
queries (“el’s rl is” -> “e2”). We compute the
average scores across all cases using LLama2-7B
(Touvron et al., 2023b). If an entity or relation con-
sists of multiple BPE tokens, we sum the scores
of these tokens across their respective positions in
each layer. The average scores on each layer and
position are illustrated in Figure 2. In this and all
subsequent logit flow visualizations, the horizontal
axis represents the layers, while the vertical axis
represents the positions. Darker colors indicate
higher logits at a specific position and layer.

The attention neurons storing logits are dis-
tributed across the el, r1, and last positions, with
the layers at el being lower than those at r1 and the
last position. Similarly, FFN neurons with large in-
ner products are also concentrated at el, r1, and the
last positions, but they generally appear just before
the average layers of the attention neurons. The
stages at entity position align with the layer-level
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Figure 2: Results of logit flow: “el’s rl is” -> “e2”

conclusions in Geva et al. (2023), where FFN fea-
tures are activated by the entity’s word embeddings
and subsequently processed by attention layers.
Additionally, we find that subject enrichment
and attribute extraction occur not only at entity po-
sition but also at relation and last positions. Due
to the autoregressive nature of decoder-only LLMs,
the mechanisms at the entity position and r1/last po-
sitions differ. At entity position, lower-layer FFN
and attention neurons encode knowledge about “el
-> el features”. In contrast, at the relation and last
positions, deeper FFN and attention neurons store
knowledge of “el features & r1 ->e2”. For exam-
ple, consider “Mozart’s mother is -> Maria” and
“Mozart’s father is -> Leopold”. The hidden states
at the position of “Mozart’s” are identical in both
cases, meaning these positions cannot directly de-
termine whether the final prediction is “Maria” or
“Leopold”. Instead, at the entity position, lower
layers extract Mozart’s features containing both
“Maria” and “Leopold”. At the relation and last
positions, deeper layers refine this information, en-
coding “Mozart’s features & mother -> Maria” and
“Mozart’s features & father -> Leopold”, which en-
ables the model to generate the correct prediction.
To verify this, we compute the average logit differ-
ence of each layer’s hidden state between the cor-
rect answer (e.g. Maria) and the conflicting answer
(e.g. Leopold) at entity, relation and last positions
across all correct human->human cases. The re-

sults align with our analysis, detailed in Appendix
A. The entity position cannot distinguish the cor-
rect answer and the conflicting answer, while the
relation and last positions’ logit difference start to
increase after the entity attribute extraction stage.

We also analyze the logit flow of 889 second-hop
cases “e2’s 12 is” -> “e3”, detailed in Appendix B.
Similar to the first-hop results, we observe the same
four stages in the second-hop predictions, further
validating the single-hop prediction mechanism. In
addition, we utilize the activation patching (Wang
et al., 2022a) method to analyze the layer-level
information flow, as presented in Appendix C, also
observing the importance in entity, relation and last
positions. Compared to the layer-level approach,
our method provides a neuron-level perspective
on information flow, offering a more granular and
detailed understanding.

4 Mechanism of Two-Hop Prediction

Biran et al. (2024) find that the two-hop accuracy re-
mains low, even when both the first-hop and second-
hop queries are correct. In this section, we inves-
tigate the cause of this phenomenon. We focus on
the prompt like “el’s r1’s 12 is”, where the correct
answer is “e3”. We use the logit flow method to
analyze the 889 correct two-hop queries, as shown
in appendix D. We find that the importance of at-
tention neurons at relation positions is significantly
lower than that in single-hop queries. Based on this
observation, we hypothesize that the model may in-
correctly predict the entity corresponding to “el’s
rl1” or “el’s r2” instead of “e3”. This interference
could lead the model to favor intermediate entities
over the correct final answer, ultimately reducing
the accuracy of two-hop reasoning.

To verify this, we analyze 568 human->human-
>human cases with the prompt “e1’s r1’s 12 is” and
the correct answer “e3” in Llama2-7B, where el,
e2, e3 are all human entities. We compare the
ranking of the correct answer “e3” against two con-
flicting answers: “el’sr1” and “el’s 12”. For exam-
ple, for “Mozart’s mother’s spouse is”, the correct
answer is “Leopold”, and the conflicting answers
are “Maria” (Mozart’s mother) and “Constanze’
(Mozart’s spouse). Among 568 cases, 52.3% cor-
rectly predict “e3”, 42.4% predict “e2” (the answer
of “el’s r1”), and 5.3% predict the answer of “el’s
r2”. This indicates that the conflicting entities can
cause the accuracy decrease.

To further investigate this phenomenon, we use

’
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Figure 3: Results of logit flow on correct and false
human->human->human cases in Llama2-7B.

the logit flow method to compare correct cases
(where the predicted answer is “e3”) with false
cases (where the predicted answer is “e2”), as
shown in Figure 3. We observe that in the false
cases, the influence at the rl position is signifi-
cantly stronger. The results of activation patching
(Appendix E) and Llama3.1-8B & Llama3.2-3B
(Appendix F) reveal a similar trend. This finding
appears counterintuitive—why does the model pre-
dict the wrong answer when it relies more heavily
on the features at the r1 position?

A closer look at the single-hop analysis provides
an explanation. In the case of “el’s rl is”, the
high layers at the r1 position store logits related to
“e2”. Due to the autoregressive nature of decoder-
only LLMs, the hidden states at r1 position remain
the same in both “el’s rl is” and “el’s r1’s r2 is”.
Consequently, when the high-layer information at
the r1 position is extracted in “el’s r1’s 12 is”, it
inadvertently reinforces the probability of “e2”,
leading to lower accuracy in two-hop reasoning.

This phenomenon can also be understood
through the four stages of knowledge storage. In
the single-hop analysis (Figure 2), the knowledge
of “el -> el features” and “e2 -> e2 features” is
stored in lower layers (layers 7-20), whereas the
knowledge of “el features & r1 ->€2” and “e2 fea-
tures & r2 ->e3” is stored in deeper layers (layers
20-31). In two-hop false cases (Figure 3), when
the features at r1 positions, which are related to e2,
are extracted at layer 28, they only activate the “e2
features & r2 -> e3” parameters in layers 28-31.
Although this process does enhance the probability
of e3, it amplifies the probability of e2 even more.

This imbalance leads to the model predicting e2 in-
stead of e3, resulting in lower accuracy for two-hop
reasoning. From this perspective, our results par-
tially align with the "hopping too late" hypothesis
(Biran et al., 2024). However, our findings reveal
a key difference: while some parameters encoding
"e2 & r2 ->e3" are still activated, their contribution
is weaker compared to the direct influence of “e2”.

5 Back Attention: Letting Lower Layers
Capture Higher-Layer features

Based on the single-hop mechanism, if we can
restore the r1 position’s deep layer features back
to later positions’ shallow layers, the parameters
storing “e2 -> e2 features” and “‘e2 features & 12
->e3” can be activated, thereby strengthening the
competitiveness of the correct answer. Motivated
by this, we propose an innovative technique, “back
attention”, to allow the lower layers capture higher
features. The computations of the original attention
output A and the back attention output B are shown
in Eq. 11-12. In the original attention computation,
the query, key, and value vectors are computed by
the hidden states h on the same layer:

kNT
A = Softmax (W) (hW*)We.
(11)

In contrast, back attention modifies this mechanism
by computing queries from a source layer hs (lower
layer) while obtaining keys and values from a tar-
get layer ht (higher layer), which are the hidden
states on a higher layer or the stack of all higher
layers’ hidden states. Here, we denote the lower
layer as the source layer, since it is the origin of
the queries that seek information from the higher
layer. In contrast, the higher layer provides the
keys/values. Thus, the term “source” here refers
to the source of queries rather than the semantic
source of information, in order to reduce potential
confusion. This adjustment allows a lower layer
to capture richer representations stored in higher
layers:

q kNT
hSWB\(gWB) ) (Rt W)WY
(12)

Figure 4 illustrates how back attention is inte-
grated into a single-layer transformer. Back atten-
tion occurs after the original inference pass, during
which the hidden states of all layers and positions
are calculated. The query vector is computed from

B = Softmax (
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the Oth layer input (hs), while the key and value
vectors are computed from the Oth layer output
(ht). Then the back attention output B is added
back onto the Oth layer input, and recompute the
forward pass again. Back attention restores high-
layer features at different positions using the back
attention scores. If the back attention score is 1.0
at rl position and 0.0 at other positions, it means
that the r1 position’s Oth layer output is added at
the last position’s Oth layer input.

Training from scratch: back attention enhances
the ability of 1-layer transformer. We conduct
experiments on a 2-digit addition arithmetic dataset.
In each training and testing set, there are 12,150
single-sum cases (“‘a+b="), and 6,188 double-sum
cases (“c+d+e="), where “a”, “b”, “c”, “d”, and “e”
are integers ranging from 0 to 99. The model needs
to “memorize” the single-sum cases and “learn”
the double-sum patterns. We utilize the Llama
tokenizer, representing each digit as a separate to-
ken (e.g., 12 is tokenized as [“1”, “2”]), ensuring
that each token appears sufficiently during training.
The accuracy of 1-layer transformer, 1-layer trans-
former with attention, and 2-layer transformer are
83.8%, 93.8%, and 92.5%, respectively. The de-
tails of loss and accuracy are shown in Appendix G.
The 2-layer transformer and the 1-layer transformer
with back attention converge faster than the 1-layer
transformer. Notably, the 1-layer transformer with
back attention requires only 56.7% of the param-
eters of the 2-layer transformer. Therefore, incor-
porating back attention during the training stage
can significantly enhance the model’s performance
while reducing parameter requirements.

Adding back attention in pre-trained LLMs:
back attention increases the reasoning accuracy.
Back attention can also be integrated into a pre-
trained LLM, using all higher-layer states to com-
pute the keys and values. We add back attention on
each layer in Llama-7B (Touvron et al., 2023a),
fine-tuning on the double-sum arithmetic cases.

Figure 5 shows the accuracy when fine-tuning back
attention on each layer (freezing LLM parameters),
where the original accuracy is 67.1%. The accu-
racy across the 0-5 layers exhibits significant fluc-
tuation. Adding back attention to the 6th layer
achieves a peak accuracy of 93.2%, followed by a
steady decline compared with higher layers. We
hypothesize that the decline of layer 5 relates to the
stages of inference proposed by Lad et al. (2024),
where transformer models transition from feature
construction to ensembling. If layer 5 marks the
boundary between these stages, introducing back
attention here may disrupt ongoing feature integra-
tion, thus leading to performance degradation.

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

layer

Figure 5: Test accuracy of back attention on each layer.

IDC SVAMP MA TwoHop SQA

Llama3 727 55.7 21.1 11.5 65.1
+backattn  97.0 69.3 88.9 47.8 86.2

Llama3.1  74.6 56.0 30.0 8.8 65.4
+backattn  98.5 70.7 86.2 42.7 87.0

Llama3.2 493 44.3 15.0 6.5 62.0
+backattn  92.9 62.0 52.8 37.0 86.3

Mistral 51.9 63.0 26.1 8.8 71.5
+backattn  87.4 71.7 47.2 40.1 87.8

Qwen2.5  64.0 81.7 82.8 39 71.2
+backattn  98.2 83.0 87.9 34.6 914

Table 1: Accuracy (%) on 5 datasets before/after adding
back attention on 6th layer in five LLMs.

Then we do experiments on 5 reasoning datasets
1-Digit-Composite (1DC, 1,640 cases) (Brown,
2020), SVAMP (1,000 cases) (Patel et al., 2021),
MultiArith (MA, 600 cases) (Roy and Roth, 2016),
TwoHop (3,484 cases) (Biran et al., 2024), and
StrategyQA (SQA, 2,290 cases) (Geva et al.,
2021). We fine-tune back attention in Llama3-
8B (Meta, 2024a), Llama3.1-8B (Dubey et al.,
2024), Llama3.2-3B (Meta, 2024b), Mistral-7B
(Jiang et al., 2023), and Qwen2.5-14B (Qwen et al.,
2025). To balance computational efficiency with
effectiveness, we select layer 6 as the lower layer,
based on the empirical results shown in Figure 5,
instead of evaluating all layers. The results are
reported in Table 1. Compared with zero-shot ac-
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curacy of the LLMs, back attention consistently
improves performance across all evaluated models
and datasets—doubling accuracy in several cases.
These improvements, ranging from +15% to over
+70%, highlight back attention as a powerful tool
for enhancing LLMs’ latent multi-hop reasoning
ability.

To evaluate whether back attention functions as
intended, we analyze the case “Mozart’s mother’s
spouse is” -> “Leopold” in TwoHop dataset and
visualize the back attention scores (darker larger)
in Figure 6. Back attention effectively learns to
recover “mother” position’s 27-30 layers’ hidden
states into the last position’s 6th layer. This vi-
sualization shows that back attention successfully
propagates high-layer information from important
positions to lower layers, enabling the model to
better utilize knowledge for accurate predictions.

art Moz

s mother 's

is ouse sp
' ' '

10 20 30

Figure 6: Back attention scores at all positions and
higher layers when adding on the 6th layer.

Computational cost analysis between COT and
back attention. Assume the computational cost
for generating a single token is 7". In COT genera-
tion, the model typically generates K tokens, result-
ing in a total computational cost of approximately
K. In contrast, back attention requires the model
to reconstruct higher-layer hidden states in earlier
layers, increasing the per-token cost to about 1.87".
However, with back attention, the model only needs
to generate M tokens, where typically M < K,
as the mechanism enables the model to infer the
correct answer more efficiently. Consequently, the
total computational cost becomes 1.8MT'. Since
M is significantly smaller than K in most cases,
back attention leads to a substantial reduction in
computational cost compared to CoT.

6 Related Work

6.1 Multi-Hop Reasoning in LL.Ms

Improving the reasoning ability of LLMs has be-
come a key focus of recent research (Lightman
et al., 2023; Huang et al., 2023; Li et al., 2024b;
Wang and Zhou, 2024). Wei et al. (2022) use
chain-of-thought to enhance the reasoning abil-
ity by articulating intermediate steps. Fu et al.
(2022) propose complexity-based prompting, show-
ing that selecting and generating reasoning chains
with higher complexity significantly improves rea-
soning accuracy. Wang et al. (2022b) combine
chain-of-thought with the self-consistency decod-
ing strategy, achieving significant improvements
by sampling diverse reasoning paths and selecting
the most consistent answer. Chen et al. (2024) pro-
pose self-play fine-tuning, which enhances LLMs’
reasoning abilities by refining their outputs through
self-generated data, thereby reducing reliance on
human-annotated datasets. Brown et al. (2024) pro-
pose scaling inference compute by increasing the
number of generated samples, demonstrating sig-
nificant improvements across tasks like coding and
math. Hao et al. (2023); Yao et al. (2024a) use
tree-based methods to improve the performance.

6.2 Mechanistic Interpretability

Mechanistic interpretability (Olah, 2022) aims to
reverse engineer the internal mechanisms of LLMs.
Logit lens (Nostalgebraist, 2020) is a widely used
method (Dar et al., 2022; Katz and Belinkov, 2023;
Yu and Ananiadou, 2024a,b) to analyze the infor-
mation of hidden states, by multiplying the vectors
with the unembedding matrix. A commonly used
localization method is causal mediation analysis
(Vig et al., 2020; Meng et al., 2022; Stolfo et al.,
2023; Geva et al., 2023), whose core idea is to
compute the change of the output when modifying
a hidden state. Other lines of research focus on
constructing the circuit in the model (Olsson et al.,
2022; Wang et al., 2022a; Zhang and Nanda, 2023;
Gould et al., 2023; Hanna et al., 2024; Yao et al.,
2024b). Due to the superposition phenomenon (EI-
hage et al., 2022; Scherlis et al., 2022; Bricken
et al., 2023), sparse auto-encoder (SAE) is useful
for interpreting the features (Gao et al., 2024; Tem-
pleton, 2024; Cunningham et al., 2023). A useful
characteristic is the residual stream (Elhage et al.,
2021), revealing that the final embedding can be
represented as the sum of layer outputs. Further-
more, Geva et al. (2020, 2022) find that the FFN
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output is the weighted sum of FFN neurons. Yu
and Ananiadou (2023) find that the attention head
outputs can also be regarded as the weighted sum
of attention neurons. Many studies (Feng et al.,
2024, 2025; Wang et al., 2025; Nie et al., 2025)
have demonstrated that effective localization of
model parameters or units facilitates the design of
specialized modules to address different problems.

While previous neuron-level studies primarily fo-
cus on “localization”—identifying which neurons
are important—they often lack a deeper “analysis”
of how these neurons influence predictions. By
applying our logit flow method, we gain a clearer
understanding of how neurons are activated and
contribute to the final prediction.

7 Conclusion

We investigate the mechanisms of latent multi-hop
reasoning in LLMs and identify key factors af-
fecting the accuracy. Through our interpretability
method logit flow, we uncover four distinct stages
in single-hop knowledge prediction: entity sub-
ject enrichment, entity attribute extraction, rela-
tion subject enrichment, and relation attribute ex-
traction. Analyzing two-hop queries, we find that
failures often arise in the relation attribute extrac-
tion stage, where conflicting logits lower predic-
tion accuracy. To address this, we propose back
attention, a novel method that enables lower lay-
ers to access higher-layer hidden states, effectively
restoring important features. Back attention signifi-
cantly enhances reasoning performance, allowing
a 1-layer transformer to match the accuracy of a
2-layer transformer. When applied to pre-trained
LLMs, it improves accuracy across five datasets
and five models, demonstrating its effectiveness in
multi-hop reasoning. Overall, our analysis provides
new insights and introduces a powerful approach
for improving reasoning accuracy in LLMs.

8 Limitations

In this study, the interpretability analysis primar-
ily focuses on single-hop and two-hop knowledge
queries, which represent specific reasoning scenar-
i0s. While these cases provide valuable insights, it
is important to acknowledge that other types of rea-
soning tasks might involve different mechanisms
not captured in our analysis. Despite these con-
straints, the observed performance improvements
across a variety of reasoning tasks and LLMs sug-
gest that the proposed back attention method and

the derived insights possess a degree of general ap-
plicability. Further investigations will be needed to
validate these findings on more diverse reasoning
tasks and refine the interpretability framework for
broader applicability.

In this work, back attention is applied to only a
single layer, where it has demonstrated promising
results. Nevertheless, back attention can also be
extended to two or more layers, potentially yielding
even greater improvements. We view the success
of the single-layer application as a foundational
step, paving the way for future research aimed at
exploring and optimizing back attention in more
complex and multi-layer configurations.
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A Logit Difference at Different Positions
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Figure 7: Logit difference at entity, relation and last
positions on human->human cases in Llama2-7B. The
logit difference is small at entity position, but large on
relation and last positions’ deep layers.

We compute the average logit difference at en-
tity, relation and last positions across all correct
human -> human cases, shown in Figure 7. Take
“Mozart’s mother is -> Maria” as an example. We
compute the logit difference between “Maria” and
“Leopold” (Mozart’s father). At the entity posi-
tion, the logit difference is small on all layers. At
the relation and last positions, the logit difference
increases sharply after the entity subject enrich-
ment and entity attribute extraction stages (layers
19-20). This indicates that the entity position pri-
marily extracts general features of “Mozart”, in-
cluding information relevant to both “Maria” and
“Leopold”. In contrast, the deeper layers at the rela-
tion and last positions encode specific knowledge,
such as “Mozart’s features & mother -> Maria” and
“Mozart’s features & father -> Leopold”, which
ultimately differentiate the correct prediction.

B Results of Logit Flow on Second-Hop
Queries in Llama2-7B

The results of logit flow on second-hop queries
“e2’sr21is” -> “e3” are shown in Figure 8. There are
also four stages existing in the second-hop queries,
similar to those in the first-hop queries (Figure 2).

C Results of Activation Patching on
Single-Hop Queries in Llama2-7B

The results of activation patching on single-hop
queries are shown in Figure 9, using the pyvene
(Wu et al., 2024) and NNsight (Fiotto-Kaufman
et al., 2024) libraries. Compared to the logit flow
results (Figure 2), the entity and last positions ex-
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Figure 8: Results of logit flow on second-hop queries
“e2’s r2 is” => “e3” in Llama2-7B. There are four simi-
lar stages with the first-hop queries: (A) entity subject
enrichment, (B) entity attribute extraction, (C) relation
subject enrichment, and (D) relation subject extraction.

hibit higher importance, while the relation posi-
tion appears less significant. This difference arises
because activation patching aggregates the impor-
tance of both FFN and attention modules into a
single visualization. In contrast, the logit flow
method distinguishes and separately visualizes the
importance of FFN and attention neurons, offering
a more granular, neuron-level understanding of the
information flow.

el

rl
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\

0 10 20 30

Figure 9: Results of activation patching on single-hop
queries in Llama2-7B. Similar to logit flow (but not as
obvious as logit flow), there is also importance on rl
position’s high layers.

D Results of logit Flow on Two-Hop
Queries in Llama2-7B

The results of logit flow on the two-hop queries
“el’s rl’s 12 is” -> “e3” are shown in Figure 10.
Compared to the logit flow results on single-hop
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Figure 10: Results of logit flow on two-hop queries
“el’s r1’s r2 is” -> “e3”. The importance of relation
positions (r1 and r2) is lower than single-hop queries.

queries (Figure 2), the importance of relation po-
sitions is significantly lower. This suggests that
el’s features at the el position are primarily ex-
tracted into the last position, potentially activat-
ing the parameters associated with “el’s r1”, “el’s
r2”, and “el’s r1’s r2”. This motivates our ex-
ploration between the correct and false human-
>human->human cases in Section 4.

E Results of Activation Patching on
Correct and False Two-Hop Queries in
Llama2-7B

The results of activation patching on correct and
false human->human->human cases in Llama2-7B
are shown in Figure 11. Compared with the correct
cases, the false cases show a much clearer influence
at r1 position’s high layers. This trend is similar to
the findings of logit flow method (Figure 3), indicat-
ing that the r1 position’s high features increase the
probability of “e2”, thereby reducing the accuracy
of two-hop reasoning.

F Results of Logit Flow and Activation
Patching on Correct and False
Two-Hop Queries in Llama3.1-8B and
Llama3.2-3B

The comparison of correct and false human-
>human->human cases in Llama3.1-8B are shown

is r2 's rl 's el

0 10 20 30
Activation patching — correct cases

is r2 's r1 's el

6 1‘0 2‘0 3‘0
Activation patching — false cases

Figure 11: Results of activation patching on correct and
false human->human->human cases in Llama2-7B. The
importance of rl position is 1.66% in correct cases and
5.43% in false cases.

in Figure 12 (results of logit flow) and Figure 13
(results of activation patching). Similar results
of Llama3.2-3B are shown in Figure 14 (results
of logit flow) and Figure 15 (results of activation
patching). In both methods and models, the impact
of r1 position’s high layers in the false cases are
larger than that in the correct cases. These results
show similar trends with the results of Llama2-7B.

G Loss and Accuracy of back attention
on 1-layer transformer

The loss and accuracy of 1-layer transformer, 1-
layer transformer with back attention, and 2-layer
transformer are shown in Figure 16. The perfor-
mance of 1-layer transformer with 2-layer trans-
former is similar, much better than that of 1-layer
transformer. In all models, the dimension is 440 for
attention/FFN layers, and 160 for back attention.
We use the AdamW optimizer (Loshchilov, 2017)
with a learning rate of 0.0001, a batch size of 64,
and a maximum of 500 epochs.
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Figure 12: Results of logit flow on correct and false
human->human->human cases in Llama3.1-8B. The
importance of rl position is 6.38% in correct cases and
32.18% in false cases.
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Figure 13: Results of activation patching on correct and
false human->human->human cases in Llama3.1-8B.
The importance of rl position is 4.98% in correct cases
and 18.00% in false cases.
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Figure 14: Results of logit flow on correct and false
human->human->human cases in Llama3.2-3B. The
importance of r1 position is 17.50% in correct cases and
40.36% in false cases.

el

's rl 's
Lo

is r2

0 10 20 30
Activation patching — correct cases

' 0 ' '

0 10 20 30
Activation patching — false cases

Figure 15: Results of activation patching on correct and
false human->human->human cases in Llama3.2-3B.
The importance of rl position is 11.23% in correct cases
and 21.52% in false cases.
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Figure 16: Loss (left) and accuracy (right) on arithmetic
dataset of 1-layer transformer, 1-layer transformer with
back attention, and 2-layer transformer.
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