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Abstract

Activation sparsity provides a dynamic, input-
dependent alternative to weight pruning for ac-
celerating inference in large language models
(LLMs), effectively reducing unnecessary com-
putations and memory accesses during the for-
ward pass. Despite its promise, existing activa-
tion sparsification methods suffer from two ma-
jor limitations: (1) solely relying on activation
magnitude for sparsification, ignoring the cou-
pling influence with the corresponding weights,
(2) applying uniform sparsity rates across all
blocks without considering block-wise spar-
sity sensitivity. To address these issues, this
paper proposes a novel training-free weight-
aware activation sparsity framework, called
WAS. Firstly, with analyzing the coupling re-
lationship between weight and activation, we
introduce a weight-aware scoring method to
measure the activation importance in sparsifi-
cation. Then, a novel constrained Bayesian
optimization algorithm is further devised to set
a suitable sparsity ratio for all blocks based
on the sparsity sensitivity. Finally, we imple-
ment a custom GPU sparsity kernel to sup-
port the resulting sparsity patterns for wall-
clock decoding speed-ups. Our WAS achieves
competitive performance at 60% model-level
sparsity and significantly outperforms prior
methods at higher sparsity levels, achieving
up to 1.68× inference speed-up—at no retrain-
ing or weight update. Codes are available at
https://github.com/HITSZ-Miao-Group/WAS.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable performance across a wide range of
natural language processing tasks (Brown et al.,
2020). However, the enormous computational and
memory demands associated with deploying these
models, which often contain billions of parameters,
pose significant challenges for real-world applica-
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tions. Model compression has emerged as a promis-
ing approach to tackle this issue, with quantization
(Frantar et al., 2022; Shao et al., 2023; Zhao et al.,
2024) and pruning (Kim et al., 2024; Ashkboos
et al., 2024; Men et al., 2024) being two widely
adopted techniques. Quantization accelerates infer-
ence by representing weights and activations using
lower bits, while pruning removes redundant parts
of the model to reduce computational cost. As illus-
trated in Figure 1a, activation sparsity (Raihan and
Aamodt, 2020; Grimaldi et al., 2023; Chen et al.,
2023) offers a more dynamic and input-dependent
alternative compared to weight pruning. Instead
of statically pruning the model prior to inference,
activation sparsity identifies and skips unimportant
weights at inference time based on the sparsity of
the intermediate activations. This allows the model
to selectively omit computations based on the in-
put, making activation sparsity a more flexible and
adaptive approach for inference acceleration.

Previous work on activation sparsity has primar-
ily focused on older ReLU-based large language
models such as OPT (Zhang et al., 2022), where the
inherent sparsity of the ReLU function naturally
leads to highly sparse activations. This property
can be effectively leveraged to accelerate inference.
However, modern LLMs have largely transitioned
to GLU-based activation functions (Shazeer, 2020),
such as SwiGLU (Chowdhery et al., 2023), which
no longer exhibit this natural sparsity. To reintro-
duce sparsity into these models, some approaches
(Mirzadeh et al., 2023; Song et al., 2024) have
replaced the activation functions with ReLU and
performed continued pre-training, incurring signif-
icant computational costs. More recently, several
studies (Liu et al., 2024; Lee et al., 2024) have
observed that even without additional pre-training,
modern models can still exhibit activation patterns
that resemble sparsity, suggesting the potential for
training-free sparsification techniques. However,
these methods face two major limitations. Firstly,
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Figure 1: (a) Comparison of weight pruning and activation sparsity, where the latter one is dynamic and input-
dependent. (b) Sensitivity analysis of transformer blocks under different sparsity configurations. We divide the
transformer into four contiguous block groups (8 blocks each) and evaluate perplexity when sparsifying one group
to 60% while others remain at 80%.

they determine the sparsification threshold solely
based on the magnitude of the activations, with-
out accounting for the role of the corresponding
weights in the sparsification process. Secondly,
they apply a uniform sparsity rate across all blocks,
neglecting the fact that blocks at different depths
in the model contribute differently to its overall
performance.

To address the two aforementioned aspects, we
propose a novel activation sparsity framework,
termed as WAS. Firstly, we analyze the coupling
effect of weights and activations on the sparsifi-
cation error and reveal that both activation values
and weights play equally important roles. Based
on this insight, we propose a new thresholding
strategy that jointly considers the magnitudes of
both activations and weights to determine whether
a value should be sparsified. In addition, as shown
in Figure 1b, we observe that blocks at different
depths exhibit varying sensitivities to sparsity and
we introduce a constrained Bayesian optimization
approach to assign block-wise sparsity rates, in-
stead of applying a uniform sparsity rate across
all blocks. Finally, we design an optimized GPU
kernel that directly integrates weight-aware spar-
sity logic into the computation pipeline, enabling
efficient, structure-sensitive inference acceleration
with minimal overhead.

Our key contributions can be summarized as:

• A novel activation sparsity framework called
WAS is proposed, which incorporates weight
information into the thresholding decision by
analyzing the mathematical formulation of the
error introduced during sparsification.

• We introduce a constrained Bayesian opti-
mization algorithm that dynamically allo-

cates sparsity rates across different blocks,
motivated by empirical observation (Fig-
ure 1b). Without additional training, our
method achieves up to 1.52× inference ac-
celeration with acceptable performance degra-
dation in 60% sparsity level, and significantly
outperforms the baselines in 75% sparsity.

• Furthermore, we develop a custom GPU ker-
nel that integrates weight information into the
computation pipeline, supports non-uniform
sparsity and enables structure-specific thresh-
olding across blocks. Our kernel is compati-
ble with general Transformer architecture and
supports practical inference deployment.

2 Related Work

Activation sparsity can be broadly categorized into
training-based and training-free approaches. We
briefly review both lines of research below.

2.1 Training-based Activation Sparsity

Several training-based methods have been pro-
posed to induce activation sparsity in neural net-
works. (Kurtz et al., 2020) first identified the natu-
ral sparsity phenomenon caused by ReLU activa-
tions in CNNs, and further enhanced this sparsity
through regularization-based training, ultimately
enabling faster convolution by exploiting the sparse
structure of activations. DejaVu (Liu et al., 2023)
observed that, due to residual connections in deep
neural networks, token embeddings across adja-
cent layers change slowly, and neurons with larger
activation norms dominate the forward computa-
tion. To take advantage of this, DejaVu trains a
lightweight two-layer MLP to predict neurons with
smaller activation norms and selectively prunes
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Figure 2: An overview of our WAS. WAS assigns inter-block sparsity using constrained Bayesian optimization, and
intra-block sparsity by greedy search, while incorporating weight information into the sparsification process.

them, achieving significant inference acceleration.
While earlier work largely focused on ReLU-based
models, ReLUfication (Mirzadeh et al., 2023) and
ProSparse (Song et al., 2024) aim to recover similar
sparsity in modern LLMs by replacing the origi-
nal activation functions with ReLU and performing
continued pre-training to restore ReLU-like behav-
ior. (Zhang et al., 2024) further explores the design
space of activation functions by retraining small
models with ReLU2 activation, which has been
shown to induce even higher activation sparsity
than standard ReLU.

While effective, these approaches typically re-
quire additional training or modification to the
model architecture, which limits their applicability
in deployment scenarios where retraining is not
feasible or desirable.

2.2 Training-free Activation Sparsity

To circumvent the limitations of training-based
methods, several studies have proposed training-
free activation sparsity techniques. By applying a
top-k sparsification to the MLP layers in T5 (Raffel
et al., 2020a) and ViT (Dosovitskiy et al., 2020),
(Li et al., 2022) achieves notable performance im-
provements. Griffin (Dong et al., 2024) identifies
a flocking effect, where different tokens within
the same sentence tend to activate similar neurons,
while different sentences activate distinct sets of
neurons. Based on this observation, they use the
activations from prompt tokens to predict which
neurons will be activated in the remainder of the
sentence, thereby enabling inference acceleration.
Similarly, (Ma et al., 2024) leverages the activa-
tions from the prefill phase to generate sparsity
masks used during the generation phase, improv-
ing efficiency without modifying the model. CATS

(Lee et al., 2024) proposes a relative magnitude-
based sparsification technique by analyzing the dis-
tribution of gate activations in MLP layers on a cal-
ibration set to determine cutoff thresholds. This en-
ables selective computation of Wup and Wdown, re-
ducing the cost of MLP inference. However, CATS
only sparsify gate outputs, limiting its impact to a
subset of the MLP computation. In contrast, TEAL
(Liu et al., 2024) applies sparsification to the in-
puts of all components in the model, achieving
model-level activation sparsity and significantly
improving overall computational efficiency.

Nevertheless, most of these methods are still in
their infancy, relying on straightforward heuristics
without deeper modeling or optimization.

3 Method

In this section, we provide a detailed overview of
WAS, as illustrated in Figure 2. We first introduce
the preliminaries and motivation in Section 3.1.
Next, we introduce our sparsification method in
Section 3.2, describe the sparsity allocation strate-
gies across and within transformer blocks in Sec-
tions 3.3 and 3.4, and detail our custom GPU kernel
for efficient inference acceleration in Section 3.5.

3.1 Preliminaries and Motivation

The core idea of activation sparsity lies in iden-
tifying and zeroing out the activations that have
minimal impact on model performance, and infer-
ence acceleration can be achieved by skipping the
loading of weight columns that would be multi-
plied with sparsified activations. This is typically
achieved through threshold-based methods, which

1088



Figure 3: Distributions of activations (after being scaled by the corresponding weight norm) in Blocks 8, 16, and 24
of LLaMA-3-8B exhibit symmetric and unimodal around zero. This property enables reliable threshold selection
for a given sparsity level.

can be formally expressed as:

sp(xi) =

{
0 if |xi| < τ

xi otherwise
, (1)

where x = [x1, x2, . . . , xm] is the input. sp(·)
is the sparse operation, and τ denotes the cutoff
threshold. The error of the sparsification process
can be expressed as:

L = ||xWT − x
′
WT ||, (2)

x
′
= sp(x), (3)

where W ∈ Rn×m is the model weight. According
to Equation 2, we observe that weights also play
a significant role in the process of model sparsity.
An intuitive idea is to incorporate weights into the
decision-making process of whether an activation
value should be set to zero.

Secondly, Transformer-based LLMs exhibit
varying degrees of sensitivity to sparsity across dif-
ferent blocks. Formally, for a LLM with L blocks,
the model sparsity is defined as a weighted average
across all blocks in the model:

S =
1

L

L∑

l=1

pl (4)

where pl is the sparsity ratio of the l-th block.
Typically, information flows hierarchically from
shallow to deep blocks, where shallow blocks pri-
marily capture fundamental token-level semantics,
serving as the foundation for subsequent high-level
feature extraction and propagation. Intuitively,
these shallower blocks, being critical to the over-
all architecture, are more sensitive to sparsity and
thus require lower sparsity levels. Previous weight

pruning approaches have addressed similar con-
siderations: LLM_Pruner (Ma et al., 2023) se-
lectively prunes intermediate transformer blocks,
while OWL (Yin et al., 2023) dynamically adjusts
sparsity ratios based on feature outliers. Motivated
by these insights, we explore the necessity of as-
signing block-wise activation sparsity ratios, in-
stead of applying a uniform sparsity rate across all
blocks as in prior work (Liu et al., 2024).

3.2 Weight-aware Activation Sparsification

Inspired by WANDA (Sun et al., 2023), we in-
tegrate weight information into our sparsification
framework, with a key distinction being our focus
on activation pruning rather than weight pruning.
Specifically, by employing the L1 norm, Equation
2 can be extended as follows:

L =
n∑

j=1

|
m∑

i=1

(xi − x
′
i)wi,j |

≤
m∑

i=1

|xi − x
′
i| ×

n∑

j=1

|wi,j |

=

m∑

i=1

|xi − x
′
i| × ∥WT

i,:∥1,

(5)

where wi,j denote the element at the i-th row and
j-th column of WT . Assume we select one of the
two activation values xp and xq, which are close
to each other numerically, for sparsification. Ac-
cording to Equation 5, the corresponding sparsifica-
tion errors are |xp| × ∥WT

p,:∥1 and |xq| × ∥WT
q,:∥1.

To minimize the sparsification loss, the decision
should be determined by the relative magnitudes of
∥WT

p,:∥1 and ∥WT
q,:∥1. Consequently, the sparsifi-

cation process depends not only on activation but
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also incorporates weight norm, as mathematically
formulated below:

mask(xi,W) =

{
0, if |xi| × ∥WT

i,:∥1 < τ

1, otherwise
,

(6)

x
′
= x⊙ mask(x,W). (7)

Notably, the column-wise L1 norm of weights can
be precomputed prior to sparsification as an m-
dimensional vector, introducing negligible compu-
tational overhead.

In determining the sparsity threshold τ , existing
approaches generally fall into two categories: (1)
online computation via top-k selection of activation
values, which introduces additional runtime over-
head, and (2) offline estimation through cumulative
distribution function (CDF) modeling of activa-
tions using calibration data, which requires precise
distribution modeling to guarantee target sparsity
rates. Building upon the foundational observation
by (Liu et al., 2024) that LLM activations typically
follow zero-mean Gaussian or Laplacian distribu-
tions, our analysis in Figure 3 demonstrates that
this statistical property remains remarkably con-
sistent when activations are modulated by weight
information across different layers and model archi-
tectures. This statistical regularity enables thresh-
old selection based on the distribution of activa-
tions scaled by weight norms. Formally, given a
target sparsity ratio p ∈ [0, 1], the threshold τp is
determined by:

1

m

m∑

i=1

P
(
|xi| × ∥WT

i,:∥1 ≤ τp
)
= p (8)

3.3 Inter-Block Sparsity Allocation

Determining appropriate sparsity ratios across
blocks is critical for optimizing overall model per-
formance. As discussed in Section 3.1, transformer
blocks exhibit varying sensitivity to sparsity, par-
ticularly under high global sparsity. Figure 1b illus-
trates this positional sensitivity: reducing sparsity
in shallow blocks yields substantial performance
gains, while reducing sparsity in deeper blocks has
limited effect. This trend reveals a monotonic de-
crease in sparsity sensitivity from shallow to deep
layers. Motivated by this observation, we propose
a constrained Bayesian optimization framework for
inter-block sparsity allocation.

Specifically, we utilize a variant of Bayesian
optimization, the Tree-structured Parzen Estima-
tor (TPE) (Bergstra et al., 2011), to search for the
optimal sparsity ratios. Traditional Bayesian op-
timization typically relies on Gaussian processes
to model the objective function which struggles to
scale in high-dimensional spaces. TPE employs
kernel density estimation for modeling, which not
only reduces computational complexity but also
exhibits better performance in high-dimensional
optimization tasks.

Algorithm 1 Constrained Bayesian Optimization
Input:

ModelM with L blocks, validation dataset Dval, target
sparsity level r, iteration counts Ntrials, greedy lookup
table T with L blocks

Output:
Optimal sparsity ratios s ∈ RL for all blocks

1: Initialize Optuna study with TPESampler
2: for t← 1 to Ntrials do
3: s1 ← TPESampler(r − 0.05, r) ▷ Initialize sparsity

for the first block
4: for i← 2 to L do
5: si ← TPESampler(si−1, r + 0.05)
6: end for
7: if | 1

L

∑L
i=1 si − r| > ϵ then

8: continue ▷ Resample
9: end if

10: ApplySparsity(M, {si}Li=1, T )
11: ppl← Evaluate(M,Dval)
12: UpdateResult({si}Li=1, ppl)
13: end for
14: return s

As detailed in Algorithm 1, for each trial, we
uniformly sample the sparsity ratio within a nar-
row range for the first block, while imposing a
constraint on the subsequent blocks, using the sam-
pled value from the previous block as the lower
bound for the current block. This constraint not
only aligns with our empirical observations but
also effectively reduces the search space. We will
discuss the impact of applying constraints on the
final results in detail in Section 4.5. For each trial,
we use the model’s perplexity on the WikiText2
(Merity et al., 2016) as the evaluation metric.

3.4 Intra-Block Sparsity Allocation

Given the overall sparsity ratio of a block, we fur-
ther optimize the sparsity ratios for its internal com-
ponents (e.g., Q/K/V matrices) to achieve the best
performance. Due to the non-differentiable nature
of threshold-based methods, we initially employed
straight-through gradient estimator (STE) (Bengio
et al., 2013) to optimize component-wise sparsity
allocation within each block. However, we identi-
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Dataset Sparsity Methods / Models LLaMA-2 LLaMA-3 LLaMA-3.1 Mistral

7B 13B 70B 8B 70B 8B 70B 7B

WikiText2

0% Baseline 5.47 4.88 3.32 6.14 2.85 6.27 2.83 3.12

40%
CATS 46.87 48.63 54.22 502.19 71.84 162.33 66.95 4.6e4

WANDA 6.07 5.38 3.74 7.49 4.38 7.59 4.44 5.68
TEAL 5.74 5.02 3.47 6.60 3.48 6.61 3.41 5.40
WAS 5.68 4.99 3.47 6.52 3.39 6.61 3.38 5.40

60%
WANDA 10.84 8.49 5.27 26.40 9.54 25.54 8.18 11.44

TEAL 6.80 5.66 4.09 10.04 5.70 8.21 5.74 6.10
WAS 6.56 5.54 4.09 8.30 5.60 8.14 5.59 6.09

75% TEAL 42.15 12.17 6.37 87.48 10.42 27.73 9.49 13.02
WAS 12.76 8.16 6.19 28.33 9.91 26.61 9.27 10.34

C4

0% Baseline 7.26 6.73 5.71 9.44 7.16 9.53 7.10 3.12

40%

CATS 43.96 51.10 55.73 325.24 102.20 136.29 95.64 4.4e4
WANDA 8.12 7.40 6.03 11.91 8.32 12.00 8.27 8.91

TEAL 7.55 6.90 5.82 10.45 7.56 10.29 7.47 8.57
WAS 7.52 6.88 5.82 10.18 7.52 10.26 7.44 8.57

60%
WANDA 14.09 11.79 7.81 39.71 16.03 39.20 12.98 16.25

TEAL 9.03 7.80 6.34 15.93 9.47 13.17 9.43 9.50
WAS 8.78 7.68 6.34 13.45 9.35 13.07 9.25 9.47

75% TEAL 51.34 16.38 8.54 86.68 15.73 47.99 14.49 17.65
WAS 15.56 11.10 8.38 43.54 14.93 41.29 13.99 14.03

Table 1: Comparative analysis of perplexity performance(lower is better) across LLaMA and Mistral model families
at 40%, 60% and 75% sparsity levels. We omit WANDA 75% as it degenerates seriously.

fied critical gradient backpropagation failures to the
sparsity parameters. While alternative approaches
like Bayesian optimization were explored, they ex-
hibited prohibitively slow convergence and suscep-
tibility to local optima. We ultimately follow (Liu
et al., 2024) to determine the optimal sparsity con-
figuration for intra-block components by greedy
search. The detailed procedure is provided in Al-
gorithm 2 at Appendix D.

3.5 Hardware Acceleration

We implement a custom Triton kernel (Tillet et al.,
2019) specifically tailored to the sparsity patterns
produced by WAS, aiming to achieve practical in-
ference acceleration. Building upon DejaVu (Liu
et al., 2023), our kernel integrates the mask gener-
ation process for activation sparsification directly
into the computation pipeline. It performs FP16
accumulation along the external SplitK dimension
to reduce memory overhead, and employs a cache-
aware scheduling strategy that prioritizes activa-
tions reused across thread blocks while deprioritiz-
ing block-specific weights. On top of this founda-
tion, we introduce several key enhancements: (1)
We incorporate weight norms, as described in Sec-
tion 3.2, directly into the mask generation process;
(2) We extend the kernel to support non-uniform
sparsity, allowing different sparsity rates across
transformer blocks; (3) We generalize the thresh-

olding mechanism to support distinct thresholds
for different substructures (e.g., Q, K, V), enabling
more fine-grained mask generation under varying
sparsity levels.

4 Experiments

4.1 Experimental Settings

Models and Datasets. We conduct comprehen-
sive evaluations of WAS on several leading open-
source LLMs, including the META’s LLaMA-2
(Touvron et al., 2023), LLaMA-3, LLaMA-3.1
(Grattafiori et al., 2024) and Mistral (Jiang et al.,
2023) families. We assess the generative capabil-
ities of the sparsified models on the WikiText2
(Merity et al., 2016) and C4 (Raffel et al., 2020b)
datasets. For reasoning performance, we evalu-
ate all models on five zero-shot tasks, including
ARC-Easy, ARC-Challenge (Clark et al., 2018),
HellaSwag (Zellers et al., 2019), PIQA(Bisk et al.,
2020), and Winogrande (Sakaguchi et al., 2021).
Furthermore, we conduct evaluations on the 5-
shot MMLU (Hendrycks et al., 2020) and GSM8K
(Cobbe et al., 2021) tasks. All evaluations are per-
formed using the lm-evaluation-harness (Gao et al.,
2024) framework.

Baseline and Implement Details. Given the
relatively limited research on training-free model
sparsification, we primarily compare our method
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Models Sparsity Methods ARC-C ARC-E HellaSwag PIQA Winogrande GSM8K MMLU AVG

LLaMA-2-7B

0% Baseline 43.43 76.35 57.14 78.07 69.14 13.57 45.87 54.80

60%
WANDA 30.80 64.94 43.51 71.49 65.75 2.43 28.07 43.86

TEAL 38.73 72.60 52.63 75.24 63.22 6.14 36.12 49.24
WAS 39.59 73.11 54.42 77.20 66.54 7.43 38.93 51.03

75% TEAL 27.05 57.79 35.22 68.17 54.78 0.0 26.19 38.46
WAS 32.85 63.09 44.86 70.35 60.62 1.36 28.14 43.04

LLaMA-2-13B

0% Baseline 48.46 79.42 60.03 79.16 72.22 23.05 55.20 59.65

60%
WANDA 37.29 69.23 48.30 75.08 68.90 4.17 35.42 48.34

TEAL 46.08 77.19 57.83 77.26 67.01 15.31 47.79 55.50
WAS 47.35 78.24 59.11 78.24 69.38 16.83 49.29 56.92

75% TEAL 32.59 67.30 42.66 71.27 59.75 0.99 26.54 43.01
WAS 39.08 71.17 52.23 73.56 62.67 4.25 38.04 48.71

LLaMA-3-8B

0% Baseline 50.43 80.09 60.17 79.71 72.85 50.04 65.34 65.52

60%
WANDA 26.71 59.51 36.38 67.08 58.80 1.97 27.92 39.77

TEAL 38.91 71.34 52.45 75.63 64.17 11.83 47.56 51.70
WAS 43.69 74.33 54.07 75.95 67.48 21.61 53.81 55.85

75% TEAL 24.66 45.16 36.16 64.25 54.54 0.0 23.98 35.54
WAS 30.80 58.92 39.83 67.41 59.43 1.44 27.25 40.73

LLaMA-3.1-8B

0% Baseline 51.37 81.44 60.04 80.25 73.40 49.43 65.20 65.88

60%
WANDA 25.43 57.83 36.87 67.90 58.56 2.20 29.16 39.71

TEAL 41.89 74.92 53.95 77.26 66.14 22.44 53.31 55.70
WAS 43.17 74.71 54.55 77.75 68.59 23.43 55.00 56.74

75% TEAL 29.01 61.66 37.84 68.93 55.88 1.36 27.39 40.30
WAS 33.11 60.10 40.97 69.48 58.41 2.43 28.08 41.80

Mistral-7B

0% Baseline 50.34 80.85 61.20 80.58 73.80 38.44 62.63 63.98

60%
WANDA 32.25 66.96 44.33 71.76 65.27 4.55 38.56 46.24

TEAL 46.50 78.20 58.97 78.89 69.61 25.93 55.65 59.11
WAS 46.33 77.95 59.14 78.56 70.32 26.54 56.49 59.33

75% TEAL 36.18 71.72 49.05 74.54 62.90 1.82 33.16 47.05
WAS 39.85 71.55 51.97 74.81 64.96 4.02 39.34 49.50

Table 2: Comparative analysis of zero-shot and few-shot performance(higher is better) across LLaMA and Mistral
model families at 60% and 75% sparsity levels.

with TEAL, the current state-of-the-art in this cate-
gory. We additionally include CATS as a baseline,
which achieves up to 40% sparsity. To broaden the
comparison, we also evaluate against WANDA. We
randomly select ten 2,048-token sequences from
the Alpaca (Taori et al., 2023) training set to profile
activation value distributions for threshold determi-
nation as detailed in Equation 8. The intra-block
sparsity ratios were optimized through a greedy
algorithm minimizing MSE loss between original
and sparsified models, while the inter-block spar-
sity allocation was systematically determined via
50 trials of TPE-based Bayesian optimization using
WikiText2 perplexity as the optimization objective.

4.2 Experiments on Language Generation
Tasks

The fundamental competency of large language
models resides in their generative performance. To
evaluate the generative capability of the sparsified
models, we conducted comprehensive perplexity
experiments across different sparsity levels, primar-

ily focusing on 40%, 60% and 75% sparsity.

As demonstrated in Table 1, CATS suffers from
significant performance degradation at 40% spar-
sity. This is because it only sparsifies the output of
the Wgate layer in the MLP, requiring an extremely
high sparsity (up to 90%) within the MLP itself to
achieve 40% overall sparsity. In contrast, at both
40% and 60% sparsity levels, WAS achieves com-
parable or superior performance to TEAL on both
WikiText2 and C4 tasks. The results also show
that both WAS and TEAL outperform WANDA,
demonstrating the superiority of dynamic activa-
tion sparsity over static weight pruning. Most no-
tably, under an extreme 75% sparsity level, our
method achieves significant improvements, reduc-
ing perplexity by 29.39 and 35.78 on LLaMA-2-7B
for WikiText2 and C4, respectively. These results
underscore the effectiveness of weight-aware spar-
sification and constrained bayesian optimization
in determining optimal sparsity ratios for different
blocks, particularly in high-sparsity settings.
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4.3 Experiments on Reasoning Benchmarks

While perplexity reflects generative capability, rea-
soning and knowledge tasks offer a complementary
lens into model understanding. Zero- and few-shot
evaluations assess whether sparsified models re-
tain knowledge and in-context learning ability. We
evaluate model performance under 60% and 75%
sparsity to examine this capability. The results
under the 40% sparsity setting can be found in Ap-
pendix C.

As evidenced in Table 2, both WAS and TEAL
consistently outperform WANDA across all eval-
uated models at 60% sparsity in reasoning tasks,
with WAS achieving the best results. Most notably,
under the challenging 75% sparsity condition, WAS
achieves substantial improvements ranging from
1.50% to 5.70% absolute gains over TEAL. These
results not only validate the efficacy of WAS but
also establish new state-of-the-art performance in
the training-free sparsification domain.
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Figure 4: End-to-end single-batch inference speed (to-
kens per second).

4.4 Experiments on Hardware Acceleration

We benchmark the end-to-end, single-batch decod-
ing speed of WAS on the A800 GPU. Following
the standard inference benchmarking setup in (Py-
Torch, 2024), we report the averaged speedup re-
sults over five input sentences. Our experiments pri-
marily focus on LLaMA-2 (7B, 13B) and LLaMA-
3 (8B, 70B) models across 40%, 60%, and 75%
sparsity levels, with Tensor Parallelism (TP2) en-
abled for LLaMA-3-70B. As shown in Figure 4,
WAS achieves up to 1.52× and 1.68× speedups at
60% and 75% sparsity, respectively. These results
demonstrate the practical effectiveness of WAS in
accelerating LLM inference.

Greedy Weight
Norm TPE Wiki-2 C4

✓ 42.15 51.34
✓ ✓ 21.13 24.80
✓ ✓ 19.21 21.24
✓ ✓ ✓ 12.76 15.56

Table 3: Ablation results of LLaMA-2-7B at 75% spar-
sity levels.

Model Method Wiki-2 C4

LLaMA-2-7B w/o constraint 13.79 17.28
constraint 12.76 15.56

LLaMA-2-13B w/o constraint 8.57 11.60
constraint 8.16 11.10

Table 4: Results with and without constrained optimiza-
tion at 75% sparsity levels for LLaMA-2 (7B, 13B).

4.5 Ablation Experiments

To comprehensively validate our proposed Weight-
Aware Activation Sparsity and the constrained TPE
optimization for inter-block sparsity allocation, we
conduct ablation studies on LLaMA2-7B at 75%
sparsity levels and results are presented in Table 3.
The first row of the table replicates TEAL’s ap-
proach, employing a uniform sparsity distribution
with greedy intra-block optimization. The results in
the second and third rows demonstrate the benefits
of our proposed enhancements: using constrained
TPE for inter-block sparsity alone reduces perplex-
ity by 21.02 and 26.54 on WikiText2 and C4, re-
spectively, while applying WAS under uniform
sparsity achieves reductions of 22.94 and 30.10.
These findings highlight the individual advantages
of each point. Notably, the combined approach,
integrating both techniques, yields the most sub-
stantial improvement, underscoring the necessity
of hierarchical sparsity allocation and reaffirming
the importance of weight information in the sparsi-
fication process.

Furthermore, we conducted experiments to val-
idate the effectiveness of our constrained TPE ap-
proach. As shown in Table 4, at 75% sparsity
level, we compared unconstrained TPE (allowing
arbitrary sparsity distribution across blocks) with
our constrained version on both LLaMA-2-7B and
LLaMA-2-13B. While unconstrained TPE theoreti-
cally offers greater optimization potential, empir-
ical results demonstrate our constrained method
achieves superior performance. This phenomenon
may stem from the inherent limitations of Bayesian
optimization in high-dimensional search spaces,
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where the algorithm becomes increasingly prone to
convergence at local optima rather than the global
optimum as the dimensionality expands. Crucially,
the unconstrained TPE significantly slows conver-
gence due to difficulty maintaining target sparsity -
LLaMA-2-13B required over 100 trials versus just
50 for the constrained version. This improvement
suggests our constraints effectively reduce opti-
mization dimensionality, addressing Bayesian opti-
mization’s instability in high-dimensional spaces
while simultaneously accelerating convergence and
enhancing final performance.

5 Conclusion

In this paper, we propose WAS, a novel training-
free activation sparsity framework. WAS in-
troduces a new sparsification strategy that in-
corporates weight importance into the thresh-
olding decision, addressing a key limitation of
prior magnitude-only approaches. To further im-
prove sparsity allocation, we employ a constrained
Bayesian optimization method that assigns block-
wise sparsity rates in a monotonically increasing
fashion. Finally, we design a custom GPU kernel
to realize end-to-end inference acceleration under
the WAS sparsity patterns. Experimental results
demonstrate that WAS achieves performance com-
parable to strong baselines at sparsity levels below
60%, and establishes new state-of-the-art results
under the more challenging 75% sparsity setting.

Limitations

While WAS incorporates weight information into
the activation sparsification process and leverages
constrained Bayesian optimization to assign block-
wise sparsity rates, our current design primarily
targets LLMs whose activation distributions are
symmetric and unimodal around zero. In future
work, we plan to extend our method to a broader
range of model architectures. Additionally, due to
limited hardware resources, our focus has been on
training-free scenarios. Incorporating training into
the WAS framework remains a promising direction
for further improving performance.

Ethics Statement

This paper presents a training-free activation spar-
sity framework designed to improve the inference
efficiency of LLMs, with the broader aim of en-
abling more accessible and sustainable deployment

of LLMs in real-world settings. We are aware of on-
going ethical discussions surrounding LLMs, par-
ticularly regarding fairness, bias amplification, and
environmental impact. Our proposed method fo-
cuses solely on sparsifying activation patterns dur-
ing inference without modifying model weights or
introducing new training data. As such, we believe
that WAS does not exacerbate existing biases nor
introduce additional ethical risks.
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Appendix

A Sensitivity Across Transformer Blocks
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Figure 5: We divide the transformer into four contiguous
block groups (8 blocks each) and evaluate perplexity
when sparsifying one group to 80% while others remain
at 60% .

We partition the transformer into four contiguous
block groups (8 blocks each) and evaluate perplex-
ity by setting one group’s sparsity to 80% while
keeping the remaining groups at 60%. As shown
in Figure 5, the trend in perplexity changes is op-
posite to that observed when sparsifying one group
to 60% with others at 80%. Specifically, increas-
ing sparsity in shallow blocks substantially dete-
riorates performance, whereas increasing sparsity
in deeper blocks has a limited effect. This further
confirms that transformer blocks at different posi-
tions exhibit varying sensitivities to sparsity, with
shallower blocks being notably more sensitive.

B Effect of Weight Norm on Activation
Distributions

We visualize the activation distributions of addi-
tional models after incorporating weight norm. As
shown in Figures 6, 7 and 8, we observe that the
distribution shape of activations remains largely un-
changed after being scaled by weight norms. This
may be due to the weight norm applying only a
scale transformation without altering the distribu-
tion’s shape. This stability facilitates threshold
determination at a given sparsity level.

C Extended Results at 40% Sparsity

As demonstrated in Table 5, both WAS and TEAL
surpass WANDA at 40% sparsity level, reconfirm-
ing the superiority of activation sparsity over con-
ventional weight pruning. The marginal improve-

ment of WAS over TEAL at this sparsity level sug-
gests the model’s intrinsic low-sparsity property
may inherently limit the optimization headroom. It
is worth noting that we omit the results of CATS
under 40% sparsity, as its performance has com-
pletely degraded at this level.

Models Methods ARC-C ARC-E HellaSwag PIQA Winogrande GSM8K MMLU AVG

LLaMA-2-7B
WANDA 42.66 75.59 55.59 77.26 69.93 8.34 38.16 52.50

TEAL 43.00 75.63 56.40 77.69 68.59 12.05 43.79 53.87
WAS 43.69 75.84 56.92 77.75 67.64 12.36 44.50 54.10

LLaMA-2-13B
WANDA 46.59 78.54 59.27 78.45 72.22 18.35 50.90 57.76

TEAL 47.95 78.62 60.02 78.45 71.67 20.55 54.25 58.79
WAS 48.81 78.58 60.25 79.22 72.06 22.52 54.18 59.37

LLaMA-3-8B
WANDA 48.16 75.93 56.53 77.80 73.09 31.31 59.03 60.26

TEAL 48.89 79.17 59.08 79.87 72.30 43.82 63.03 63.74
WAS 49.66 78.41 59.04 78.89 71.59 44.20 62.98 63.54

LLaMA-3.1-8B
WANDA 48.04 77.90 56.81 77.80 72.45 32.15 60.52 60.81

TEAL 49.83 79.88 59.00 79.38 71.98 43.82 63.59 63.93
WAS 48.72 80.60 59.16 79.00 71.35 45.56 63.79 64.03

Mistral-7B
WANDA 46.76 78.24 59.10 79.76 72.53 26.61 58.78 60.25

TEAL 49.15 79.59 61.20 79.98 72.85 36.85 61.57 63.03
WAS 49.74 80.39 61.22 79.98 73.56 35.41 61.37 63.10

Table 5: Comparative analysis of zero-shot and few-
shot performance(higher is better) across LLaMA and
Mistral model families at 40% sparsity levels.

D Intra-Block Sparsity Allocation By
Greedy Search

Algorithm 2 Layer-wise Greedy Sparsity Assign-
ment
Input: Block B, sparsity increment α, input X ∈ RB×seq×d

with n matrices, target sparsity t
1: for i = 1 to n do
2: fi ← size(Wi)
3: end for
4: F ←∑n

i=1 fi
5: p← 0n, P ← 0 ▷ Initialize sparsity settings
6: Ytarget ← B(X)
7: while P < t do
8: for i = 1 to n do
9: ∆i ← α ·

(
F
fi

)

10: p′ ← p
11: p′i ← pi +∆i

12: Ŷi ← B(X,p′)

13: Ei ← ∥Ytarget − Ŷi∥2
14: end for

▷ Update sparsity for the least-error matrix
15: j ← argmini Ei

16: pj ← pj +∆j

17: P ←∑n
i=1 (pi · fi) /F ▷ Record sparsity

configuration
18: end while

As shown in Algorithm 2, our greedy algorithm for
intra-block sparsity optimization operates through
three key phases: (1) Initialization with component-
wise parameter ratios relative to the block, (2) Iter-
ative sparsity increment by step size α, where each
step allocates sparsity to the component yielding
minimal MSE degradation, and (3) Convergence
to the target sparsity with optimal component-level
distribution.
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Figure 6: Distributions of activations (after being scaled by the corresponding weight norm) in Blocks 8, 16, and 24
of LLaMA-3.1-8B exhibit symmetric and unimodal around zero.

Figure 7: Distributions of activations (after being scaled by the corresponding weight norm) in Blocks 8, 16, and 24
of LLaMA-2-7B exhibit symmetric and unimodal around zero.

Figure 8: Distributions of activations (after being scaled by the corresponding weight norm) in Blocks 8, 16, and 24
of Mistral-7B exhibit symmetric and unimodal around zero.
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