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Abstract

Multilingual speech translation (ST) and ma-
chine translation (MT) in the medical domain
enhances patient care by enabling efficient com-
munication across language barriers, alleviat-
ing specialized workforce shortages, and fa-
cilitating improved diagnosis and treatment,
particularly during pandemics. In this work,
we present the first systematic study on med-
ical ST, to our best knowledge, by releasing
t.) MultiMed-ST , a large-scale ST dataset
for the medical domain, spanning all transla-
tion directions in five languages: Vietnamese,
English, German, French, and Simplified/Tra-
ditional Chinese, together with the models.
With 290,000 samples, this is the largest med-
ical MT dataset and the largest many-to-
many multilingual ST among all domains.
Secondly, we present the most comprehen-
sive ST analysis in the field’s history, to our
best knowledge, including: empirical baselines,
bilingual-multilingual comparative study, end-
to-end vs. cascaded comparative study, task-
specific vs. multi-task sequence-to-sequence
comparative study, code-switch analysis, and
quantitative-qualitative error analysis. All code,
data, and models are available online:
https://github.com/leduckhai/MultiMed-ST.

1 Introduction

Effective communication between healthcare
providers and patients is a foundation of quality

“Equal contribution
(P Equal advising
(DDone partly while at Johns Hopkins University

medical care. However, linguistic barriers often
hinder this communication, especially in multicul-
tural and multilingual settings. These barriers can
lead to misdiagnoses, improper treatment, and di-
minished patient satisfaction, ultimately compro-
mising the overall quality of care (Al Shamsi et al.,
2020; Woloshin et al., 1995; Cohen et al., 2005;
Zhang and Gao, 2024).

Medical Speech Translation (ST), also known as
ST in the medical domain, is a solution aimed at
bridging these linguistic divides, by enabling (near)
real-time communication between speakers of dif-
ferent languages. The demand for medical ST has
grown significantly with the increasing globaliza-
tion of healthcare (Karwacka, 2015; Khoong and
Rodriguez, 2022). Whether addressing the needs
of immigrant populations, international patients
seeking specialized treatments, or global health
crises requiring cross-border collaboration, these
technologies have the potential to transform how
medical professionals deliver care (Dempere, 2023;
Swaminathan et al., 2023; Zhang et al., 2021b). Ad-
ditionally, medical ST aligns with broader efforts
to promote health equity and accessibility, ensuring
that language differences do not impede the right to
quality healthcare (Nurminen and Koponen, 2020;
Dahal and Aoun, 2023).

Since the advent of large-scale pre-trained mod-
els adaptable to domain-specific tasks (Radford
et al., 2022; Chu et al., 2023; Touvron et al., 2023),
medical ST research has gained attention. How-
ever, the scarcity of such publicly available datasets
and models, driven by privacy concerns, hinders
real-world deployment. Existing publicly available
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Figure 1: An overview of [ %) MultiMed-ST — A large-scale, many-to-many multilingual medical speech translation
framework and dataset for facilitating cross-lingual communication in healthcare settings.

medical Machine Translation (MT)' datasets are
text-only, small, and crawled from the Internet (
see Appendix Table 12). For medical ST, previ-
ous works simply introduced the development of
translation software without publishing datasets,
models, or key findings, lacking a systematic and
rigorous scientific approach (Bouillon et al., 2008;
Marais et al., 2020; Xu et al., 2024).

To address the aforementioned issues, we intro-
duce a large-scale high-quality, diverse dataset for
many-to-many multilingual medical ST, support-
ing 5 languages: Vietnamese, English, German,
French, and Mandarin Chinese. Our key contribu-
tions are:

* We present the first systematic medical ST
study, to the best of our knowledge, by releas-
ing %) MultiMed-ST - a large-scale many-
to-many multilingual medical ST dataset for
5 languages, along with fine-tuned mod-
els. Built upon MultiMed Automatic Speech
Recognition (ASR) dataset, our translation
annotation is the largest medical MT dataset
and the largest many-to-many multilingual ST

"By definition, MT encompasses both text-to-text transla-
tion (text-only MT) and speech-to-text translation (ST). As
such, ST is considered a subset of MT.

among all domains (' see Section 2.3).

* We present the most extensive analysis ever
conducted in ST research to date, only en-
abled by the large-scale, many-to-many na-
ture of MultiMed-ST fine-tuning. It
includes: (i) empirical baselines, (ii) task-
specific vs. multi-task sequence-to-sequence
(seq2seq) comparative study, (iii) end-to-
end vs. cascaded comparative study, (iv)
bilingual-multilingual comparative study, (v)
code-switch analysis, and (vi) quantitative-
qualitative error analysis. Our comprehensive
analysis reveals guideline on how to build an
effective many-to-many multilingual medical
ST model from a task-centric, model-centric,
data-centric, and linguistic-centric perspec-
tive (' see Section 7 for the five key findings

).
All code, data and models are published online.

2 Data

2.1 Data Collection

Speech data were sourced from the medical ASR
dataset provided by Le-Duc et al. (2024), under
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the scientific research license. This dataset com-
prises manually transcribed recordings of real-
world multi-speaker medical conversations across
five languages: Vietnamese, English, German,
French, and Mandarin Chinese. As pointed out
by the authors, it represents the largest and most
diverse medical ASR resource, based on total dura-
tion (150 hours), number of recording conditions
(10), number of accents (16), number of speaking
roles (6), number of unique medical terms, and
inclusion of all ICD-10 codes (' see Table 11 in
Appendix Section C).

2.2 Annotation Process and Data Quality
Control

The data were initially translated from the source
language into target languages (many-to-many) us-
ing the Gemini Large Language Model (LLM).
Following the annotation process by Zheng et al.
(2023), the LLM-generated translated transcripts
were treated as outputs from a real human anno-
tator. In the data quality process of the test set,
five human annotators manually corrected and then
cross-verified all these translations based on the
context of the whole conversation. To remove
bias from LLLM-generated translations, only tran-
scripts that received consensus approval from mul-
tiple annotators were retained, resulting in an inter-
annotator agreement of 100%. Roughly 90% of
LLM translations need correction by our annota-
tors. The estimated? labor cost for the entire data
quality process is 29k ~ 58k USD.

All human annotators possessed a professional
language proficiency of C1 or higher (or HSKS
for Chinese) in their respective working languages.
Additionally, each annotator had completed ba-
sic medical training and demonstrated substantial
knowledge of medical terminology in their selected
language. Furthermore, they were either currently
pursuing or had completed undergraduate or gradu-
ate studies in countries where their chosen language
is predominantly spoken.

The dataset was subsequently uploaded to the
Hugging Face platform.

2.3 Data Statistics

The statistics of our data are described in Table 1.
Our dataset has a total number of 290k samples for
all directions.

*Based on the publicly available price provided by profes-

sional translation services like VerboLabs or GTE Localize.
We are not permitted to provide the true amount.

vi—»X en—X de—X fr—»X zh—X
Train | 4k5 25k5 1k4 1k4 1k2
Dev 1k1 2k8 300 40 90

Language

#Samples | pot | 34 4k8 Ikl 300 200
All okl 33kl 2k8  1k8  1k6
Svi | 70 140 180 160 250
sen | 90 150 160 150 250
Med. length | —»de | 110 170 180 180 300
Sfe | 100 160 200 140 290
Szh | 30 50 50 40 80

Table 1: Statistics of our .= MultiMed-ST dataset.
In total, our dataset has 290k samples (utterances) for
all directions of 5 languages: Vietnamese (vi), English
(en), German (de), French (fr), and both traditional and
simplified Chinese (zh).

Median text length is calculated based on the number of
characters.

Dataset #Samples | Lang. Direction
Neves (2017) 46k 2 one-to-one
ParaMed (Liu and Huang, 2021) 200k 2 one-to-one
Khresmoi (Pecina et al., 2017) 12k 8 many-to-many
WMT Biomed. (Bawden et al., 2020) 160k 9 one-to-one
YuQ (Yu et al., 2020) 130k 2 one-to-one
Bérard et al. (2020) 1k5 2 one-to-one
MedEV (Vo et al., 2024) 36k 2 one-to-one
£ MultiMed-ST (ours) 290k 5 many-to-many

Table 2: Dataset comparison with literature. All
publicly available datasets listed here are fext-only med-
ical MT. Our % MultiMed-ST is the first medical
ST dataset, and is the largest medical MT dataset.

Full details are shown in Table 12 in Appendix Sec-
tion C.

To the best of our knowledge, .| MultiMed-ST
is the largest medical MT dataset when compared
to existing medical MT datasets, as shown in Table
2, although speech data is much more difficult to
collect and annotate.

Besides, in comparison with other large-scale
ST datasets reported in the literature, the size of

%) MultiMed-ST is comparable (' see Table 13
in Appendix Section C). However, .| MultiMed-
ST is the largest many-to-many multilingual ST
among all domains.

3 Problem Formulation

Informal definition: An ST model aims to con-
vert an audio signal to a translated language se-
quence. A cascaded ST approach first transcribes
speech to text (ASR) and then translates it using a
separate MT model, while end-to-end ST directly
converts speech in one language to text in another
without intermediate transcription.

Formal definition: Given an audio signal 27 :=
x1,Z2, ..., 7 of T audio frames, a source language
sequence fil of J words, and a target language se-
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quence el of I words, the maximization of the pos-

terior probability p of the target language sequence

given the speech input is described as:
End-to-end approach:

o] = éf(a]) = argmaxp(eflzf) (1)

€1

where é{ of length I words is the best target lan-
guage sequence, and — is a mapping.
Cascaded approach:

w1 = f(@1) = argmaxp(fflz1) @
W1

= el(fl) = argmaxp(eil f{) @)
1
where Equation 2 is an ASR model that transcribes
the speech signal into the best source language
sequence fi] , while Equation 3 is an MT model
that generates the best target language sequence
given the predicted source language sequence.
Further details of problem formulation are
shown in Appendix Section B.

4 Experimental Setup

We first establish empirical baselines, then derive
key insights from task (task-specific vs. multi-task),
model (end-to-end vs. cascaded), data (bilingual
vs. multilingual training), and linguistic (code-
switching analysis) perspectives.

4.1 Training Setup

Training system: We employed two standard
training systems, cascaded (ASR—MT) and end-
to-end.

ASR models: We employed the 2 most state-
of-the-art (SOTA) ASR architectures with varying
model sizes.

¢ Attention Encoder Decoder (AED):

— Whisper models (Radford et al., 2023):
Whisper-small®, Whisper-large-v2*

— Deepgram®

¢ Recurrent Neural Network Transducer (RNN-
T): AssemblyAI®

3https://huggingface.co/openai/whisper-small
“https://huggingface.co/openai/whisper-large-v2
>https://deepgram.com/
®https://www.assemblyai.com/

MT models: We employed various SOTA
open-source/closed-source, task-specific/multitask
seq2seq architectures and data representations.

* Multilingual pre-trained models:

— Encoder-decoder: mBART-large-50’
(Tang et al., 2020), M2M100-418M3
(Fan et al., 2020), Marian® (Tiedemann
and Thottingal, 2020)

— Decoder: Llama-3.1-8B!? (Dubey et al.,
2024), Qwen-2.5-7B'! (Yang et al.,
2024a), Mistral-v0.3-7B'? (Jiang et al.,
2023)

— Commercial tool: Google Translate'

* Bilingual pre-trained models: VinAl Trans-
late'* (Nguyen et al., 2022), EnViT5" (Ngo
et al., 2022)

End-to-end ST models: For direct speech-
to-text translation, we employed Whisper,
SeamlessM4T-large-v2!® (Communication et al.,
2023b,a), Qwen2-Audio-7B-Instruct'” (Chu et al.,
2024, 2023).

All ASR and MT models are general-domain
since [ %] MultiMed-ST is the first attempt to fine-
tune medical domain ST. Full details of the
training setup are shown in Appendix Section D.

4.2 Evaluation Metrics

Advantage/disadvantage discussion of auto-
matic metrics is described in Appendix Section
E.1.

Automatic MT metrics: To evaluate MT qual-
ity, two standard categories of evaluation met-
rics were utilized: n-gram overlap metrics (e.g.,
BLEU (Papineni et al., 2002), TER (Snover
et al., 2006), METEOR (Banerjee and Lavie,
2005), ChrF (Popovié, 2015), ROUGE (Lin, 2004))
and embedding-based metrics (e.g., BERTScore
(Zhang et al.)).

https://huggingface.co/facebook/mbart-large-50
8https://huggingface.co/facebook/m2m100_418M
thtps ://huggingface.co/docs/transformers/
model_doc/marian
https://huggingface.co/meta-llama/Llama-3.1-8B
"https://huggingface.co/Qwen/Qwen2.5-7B
Phttps://huggingface.co/mistralai/Mistral-7B-v0.3
Bhttps://cloud.google.com/translate/docs
“https://huggingface.co/vinai/vinai-translate-vi2en
https://huggingface.co/vinai/vinai-translate-en2vi
Bhttps://huggingface.co/VietAl/envit5-base
https://huggingface.co/facebook/seamless-m4t-v2-large
"https://huggingface.co/Qwen/Qwen2-Audio-7B-Instruct
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MT Metrics | en-vi en-fr en-zh en-de | vi-en vi-fr vi-zh vi-de | fr-en fr-vi fr-zh fr-de |de-en de-vi de-fr de-zh|zh-en zh-vi zh-fr zh-de

Decoder
Llama BLEU |53.44 4824 37.50 40.49 (23.16 15.57 16.09 11.61|50.18 39.63 29.25 27.46|49.44 40.01 33.45 31.16|28.21 23.49 18.87 13.07
-3.1-8B | BERTSc| 090 0.89 083 0.87 [ 092 079 0.74 0.77 | 095 0.86 079 0.81 | 095 0.87 0.84 0.81 | 091 079 077 074
Qwen BLEU |54.50 49.63 28.61 38.75|26.21 19.25 29.06 14.44|49.69 40.67 20.97 33.91|52.10 43.73 40.72 23.26 | 35.63 32.95 24.05 16.95
-2.5-7B |BERTSc| 090 090 081 0.87 [ 093 081 0.8l 0.79 |095 0.86 078 0.84 | 096 0.88 0.88 0.79 | 095 0.85 0.84 0.83
Mistral |BLEU [24.77 51.71 26.38 43.99 [24.56 16.00 25.04 13.38|34.95 14.47 19.92 33.73|36.39 15.68 40.77 21.28 |27.68 10.67 18.46 11.40

-v0.3-7B | BERTSc| 0.82 0.89 0.81 0.88 [ 092 0.79 0.78 0.78 [ 091 079 0.78 0.85 | 092 0.79 0.86 0.78 | 093 0.75 080 0.76
Encoder-decoder
mBart BLEU |59.73 56.23 44.77 46.48 |16.48 12.61 22.97 10.43|39.58 36.17 24.63 28.73|41.45 41.12 40.48 30.43|15.03 14.26 15.70 10.67
-large-50 | BERTSc| 0.92 092 086 0.89 [ 0.89 080 0.78 0.75| 093 0.86 077 0.83 | 094 0.87 0.87 0.80 | 090 0.82 079 0.77
M2M100 | BLEU |[62.31 57.49 46.38 49.36(23.01 21.10 24.95 16.72|43.73 35.04 29.41 34.72|44.76 43.83 43.53 30.42|21.65 27.69 21.88 15.17

-418M  |BERTSc| 0.97 095 093 094 [ 082 081 080 0.79 |0.88 082 082 0.83|0.83 085 0.88 075|076 0.85 0.82 0.82

Marian BLEU |58.22 53.84 38.67 45.81|17.63 15.97 15.56 12.84|39.97 33.41 17.13 32.62|42.74 38.26 39.59 18.11|11.44 16.14 1133 6.24

BERTSc| 091 091 085 0.89 | 080 0.79 0.78 0.77 | 0.87 0.86 0.78 0.85 | 0.88 0.87 0.87 0.78 | 0.78 0.79 0.77 0.75
Commercial tool

Google |BLEU [59.50 59.28 57.13 49.1228.62 25.25 31.24 19.00|47.47 39.28 39.38 38.89|53.35 42.47 43.67 40.54|39.34 44.41 29.48 24.77

Translate | BERTSc| 0.91 091 090 0.89 [ 0.84 0.83 0.83 0.81 | 0.88 086 0.85 086|090 0.88 088 086|088 087 0.85 0.85

Table 3: Ground-truth MT baselines. All MT models were fine-tuned monolingually (on each respective language
pair separately) except Google Translate being recognized directly on test set. en-vi denotes translation from en to
vi. Only BLEU (n-gram overlap metric) and BERTScore (embedding-based metric) were reported in this table.
™ Google Translate leads overall, with Encoder-decoder MT models often surpassing LLMs on many language
pairs.

Full results for all evaluation metrics (including other n-gram overlap metrics) are shown in Table 19 (English to
X)), Table 20 (Vietnamese to X), Table 21 (French to X), Table 22 (German to X), and Table 23 (Chinese to X) in
Appendix Section F.2.

Red highlight: best result. Blue highlight: second-best result (Encoder-decoder models outperform Decoder-only)

ASR metrics: In the context of ST, ASR per- . dev test
formance influences translation quality; therefore, Vi en vh de frjvi em ch de [
ASR was additionally assessed using Word Error
Rate (WER) and Character Error Rate (CER).

Human evaluation: Human evaluators directly
assess MT outputs by grading scores (0 to 10) based
on three key criteria: adequacy, fluency, and com-
prehensibility (- see Appendix Section E.2).

LLM-as-a-judge: Unlike automated metrics,
which rely on surface-level matching of n-grams,
LLM-as-a-judge (Zheng et al., 2023) can assess

‘Whisper-small-mono 212 244 259 175 35.8(29.6 33.8 31.3 26.3 45.7
+ SpecAugment 19.8 235 433 179 44.1[31.7 369 469 24.1 45.6
Whisper-small-multi 257 46.1 739 222 50.6|33.4 40.9 89.8 19.6 55.3
Whisper-large-v2-mono | 57.7 26.9 39.0 23.7 52.9|62.6 255 37.3 242 41.7
Assembly 51.9 31.7 49.8 27.9 49.4|65.5 30.6 45.2 289 42.1
Deepgram 35.8 33.9 404 27.8 50.7[40.0 32.1 46.7 284 40.3

Table 4: ASR baseline results. Chinese (zh) is evalu-
ated by CER (%), while other languages are evaluated
by WER (%). Whisper is fine-tuned monolingually
(each language separately) or multilingually (all lan-

translations based on deeper semantic understand-
ing, contextual appropriateness, and syntactic cor-
rectness (* see Appendix Section E.3 and Figure
32).

S Experimental Results

5.1 Automatic Speech Recognition Baselines

What are trade-offs among model sizes, fine-
tuning strategies, and performance of ASR mod-
els? As shown in Table 4, the fine-tuned Whisper-
small model achieved superior performance to
larger pre-trained models, consistently outperform-
ing all models across languages on the dev set.
On test set, Whisper-small achieved the best WER
for Vietnamese (29.60%) and CER for Chinese
(31.3%), while Whisper-large-v2 excelled in En-
glish (WER 25.5%) and Chinese (CER 37.3%),
and Deepgram outperformed others in French with

guages simultaneously). SpecAugment (Park et al.,
2019) is tested on Whisper-small-mono as data augmen-
tation. Commercial models like Assembly and Deep-
gram only allows direct recognition.

I*2 Monolingual Whisper-small leads overall, while
larger models excel in high-resource languages.

a WER of 40.3%, highlighting the advantage of
larger models for high-resource languages.

Also, results showed that monolingual fine-
tuning consistently outperforms multilingual fine-
tuning on both dev and test sets. Besides, SpecAug-
ment (Park et al., 2019) does not help accuracy
improvement.

5.2 Ground-truth Translation Baselines

Task-specific models outperform multi-task
models on ground-truth transcript: The exper-
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fr-en fr-vi fr-zh fr-de

de-en de-vi de-fr de-zh|

zh-en zh-vi zh-fr zh-de

39.5836.1724.63 28.73
0.93 0.86 0.77 0.83

41.4541.1240.48 30.43
0.94 0.87 0.87 0.80

15.03 14.26 15.70 10.67
090 0.82 0.79 0.77

43.7335.0429.4134.72
0.88 0.82 0.82 0.83

44.76 43.83 43.53 30.42
0.83 0.85 0.88 0.75

21.6527.6921.88 15.17
0.76 0.85 0.82 0.82

23.8222.8616.46 17.39
0.90 0.80 0.72 0.77

31.9532.6231.96 25.07
092 0.84 0.84 0.77

11.88 18.40 12.30 9.64
0.89 0.79 0.76 0.75

25.6521.8818.44 19.98
0.81 0.76 0.75 0.76

33.66 34.70 34.67 24.31
0.77 0.81 0.85 0.72

16.6521.83 16.94 13.06
0.76 0.83 0.79 0.78

25.5325.3419.1519.26
091 0.81 0.73 0.78

34.6 35.2 34.4527.19
0.93 0.85 0.85 0.78

12.39 184 11.5 9.31
0.89 0.78 0.75 0.74

27.9724.8422.9922.97
0.82 0.77 0.77 0.76

37.2537.2637.61 27.20
0.79 0.81 0.85 0.74

14.64 21.3515.37 11.89
0.74 0.85 0.78 0,76

29.4728.0120.6321.39
092 0.82 0.74 0.79

35.2935.96 34.56 28.81
0.93 0.85 0.85 0.79

7.41 12.39 9.51 5.90
0.81 0.61 0.74 0.71

32.1929.8425.5225.25
0.84 0.79 0.79 0.79

37.90 38.51 37.72 28.69
0.81 0.83 0.86 0.74

18.71 24.20 16.83 13.66
0.78 0.85 0.78 0.78

29.0026.5218.77 19.84
091 0.82 0.74 0.79

33.84 34.64 32.76 28.42
0.93 0.85 0.85 0.79

4.90 10.21 7.79 4.97
0.76 0.60 0.73 0.72

31.2027.1222.8422.93
0.83 0.78 0.77 0.76

35.8937.1535.8330.17
0.77 0.81 0.86 0.77

14.9019.7913.11 10.23
0.77 0.83 0.78 0.77

28.9527.3918.8220.52
091 0.82 0.73 0.79

33.99 35.3733.49 27.90
0.93 0.85 0.85 0.79

490 7.79 07.03 3.31
0.80 0.60 0.71 0.69

ASR MT Metrics |en-vi en-fr en-zh en-de|vi-en vi-fr vi-zh vi-de
mBart- |BLEU |59.73 56.23 44.77 46.48|16.48 12.61 22.97 10.43
Ground |large-50 |BERTSc|0.92 0.92 0.86 0.89|0.89 0.80 0.78 0.75
<wuth  [M2MI00[BLEU [62.3157.49 46.38 49.36/23.01 21.10 24.95 16.72
418M |BERTSc|0.97 0.95 0.93 0.94|0.82 0.81 0.80 0.79
Whisper B4 [BLEU 480043203570 35.07/10.17 1280 1677 7.23
anapy. | large-S0 |BERTSc| 0.87 0.86 081 0.84|0.88 076 073 0.72
M2MI100BLEU |48.2143.16 36.94 36.55|15.64 13.95 16.99 11.10
MOMO | 418M  |BERTS¢|0.95 092 0.92 092|078 0.77 0.74 0.75
Whisper B4 [BLEU [47.0943.2236.02 349310.16 1218 1695 6.58
oy large-50 |BERTSc| 0.87 0.86 081 0.84|0.88 076 073 0.72
i [M2MIOOBLEU |48.1 42.9836.94 36.28/14.76 13.1 17171038
-418M |BERTSc|0.95 0.92 092 091|0.78 0.77 0.74 0.75
Whisper | PB4 [BLEU [534347.6040.8239.19/ 671 867 11.30 4.19
large. [ 212e-50 [BERTSC 0.89 0.8 0.84 0.86|086 072 0.65 0.68
M2MI00|BLEU |53.4247.96 42.05 40.52|10.85 9.68 11.45 7.76
MOMO | 418M  |BERTSc|0.96 0.93 0.92 093|073 0.72 0.70 0.71
mBart- |BLEU |51.2345.45 40.51 37.37] 8.37 11.03 14.55 4.74
Assembly [2¢-30 [BERTSC| 0.88 0.88 083 086|087 075 071 070
M2MI100BLEU [51.3045.85 41.91 38.38|13.60 12.56 13.95 9.71
-418M |BERTSc|0.95 0.93 092 0.92|0.77 0.76 0.69 0.75
mBart- |BLEU [50.93 45.37 39.93 37.30] 9.44 12.05 15.48 5.88
Deepgram 2230 BERTSC 0.8 0.85 0.83 0.85|088 0.67 0.65 0.70
M2M100BLEU [51.0145.34 41.18 38.42|15.60 14.20 16.24 11.10
-418M |BERTSc|0.95 0.93 0.92 092|076 0.76 0.73 0.74

31.0228.3824.04 22.75
0.82 0.77 0.78 0.74

36.02 37.5536.45 28.78
0.79 0.82 0.86 0.75

13.4716.50 12.40 9.57
0.76 0.82 0.76 0.76

Table 5: Cascaded ST baseline results. The effect of ASR models on MT quality is compared with MT on ground-

truth text. Monolingual translation fine-tuning refers to fine-tuning MT models on each language pair separately,

while multilingual translation fine-tuning refers to fine-tuning MT models on all language pairs simutaneously.

™2 Whisper-large-v2 with M2M100-418M achieved the best overall ST performance, except for Vietnamese where

Whisper-small-mono was superior.
Extra results for all evaluation metrics and models are shown in Table 24 (English to X), Table 25 (Vietnamese

to X), Table 26 (French to X), Table 27 (German to X), and Table 28 (Chinese to X) in Appendix Section F.3.

imental results for MT on ground-truth transcript
are presented in Table 3. Overall, translations from
Google Translate achieved the highest results and
outperformed other models across most language
pairs in both settings. Encoder-decoder models,
particularly those with English as the source lan-
guage, generally outperformed the decoder mod-
els (LLMs). Notably, the M2M100-418M model
recorded higher BLEU scores than the LLMs on
many language pairs. This demonstrates the effec-
tiveness of models trained for specific MT tasks
compared to multi-task models like LLMs.

5.3 Cascaded Speech Translation Baselines

Multi-task models are on par with task-
specific models in the ST setting. We evaluated
the impact of ASR models on text-to-text MT mod-
els, as shown in Table 5.

Specifically, Whisper-large-v2 - M2M100-418M
achieved the highest performance on most language
pairs (16/20), except for the language pair with
Vietnamese as the source language, where Whisper-
small-mono - M2M100-418M achieved the best
performance. This outcome stems from two fac-

tors: Whisper-large-v2’s size and generalization en-
able more accurate transcripts for most languages,
aiding MT model, while Whisper-small-mono out-
performs it for Vietnamese.

ASR model performance differences reveal how
ASR transcript quality impacts MT, with minor er-
rors notably affecting complex languages like Viet-
namese. Despite M2M100-418M’s robustness on
ground-truth text, it is sensitive to ASR transcript
quality. Also, M2M100-418M and mBart-large-50
do not significantly outperform LLMSs in the cas-
caded ST setting, as shown in Table 6. Therefore,
multi-task models (LLMs) still perform as well as
task-specific models trained for MT task.

5.4 End-to-end and Cascaded Comparison

MT accuracy is dropped on speech: Table
3 and Table 6 show a significant decline in both
BLEU and BERT scores due to the non-standard
input text across all models, with the largest drop
observed in the French-to-English from 50.18 to
30.15 with the LLama-3.1-8B model. This indi-
cates that the ASR model’s poor performance for
French significantly reduced translation accuracy.
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Model [Metrics [en-vi_en-fr_en-zh en-de] vi-en vi-fr vi-zh vi-de[fr-en fr-vi fr-zh fr-de[de-en de-vi de-fr de-zh[zh-en zh-vi zh-fr zh-de
Cascaded

Llama BLEU 43.32 37.92 30.78 31.36|14.55 10.29 11.56 7.71 [30.15 25.36 20.28 16.38 [ 40.63 33.63 26.97 26.31|19.01 17.65 13.84 11.13
-3.1-8B BERTSc| 0.85 0.84 08 083|078 0.75 073 0.73 [ 082 0.80 075 0.74 | 0.86 0.84 080 0.79 [ 0.79 0.85 0.76 0.74
Qwen BLEU 4337 37.34 2346 28.5 |13.97 11.66 20.27 8.75 [30.35 25.59 15.33 20.38 [ 40.52 34.24 31.45 19.87 2536 2631 17.84 12.61
-2.5-7B BERTSc| 0.85 0.85 08 082078 0.76 0.78 0.75 | 081 0.80 076 0.78 | 0.86 0.84 084 0.79 [ 0.82 090 0.80 0.78
Mistral BLEU 17.72 36.58 20.27 299 [15.86 10.92 17.92 9.03 [29.35 9.20 13.94 18.65|28.33 12.38 31.15 17.82(20.17 8.01 1258 7.14
-v0.3-7B BERTSc | 0.77 0.83 0.77 081 | 0.78 0.75 077 075|079 0.74 076 0.78 | 0.78 0.77 0.83 0.78 | 0.81 0.86 0.78 0.72
mBart BLEU 48.00 43.20 35.70 35.07|10.17 12.80 16.77 7.23 [23.82 22.86 16.46 17.39(31.95 32.62 31.96 25.07|11.88 18.40 12.30 9.64
-large-50 BERTSc | 0.87 0.86 0.81 084 | 088 0.76 073 0.72 [ 090 0.80 0.72 0.77 | 092 0.84 084 0.77 | 0.89 0.79 0.76 0.75
M2M100 BLEU 4821 43.16 36.94 36.55|15.64 13.95 16.99 11.10(25.65 21.88 18.44 19.98 [ 33.66 34.70 34.67 24.31|16.65 21.83 16.94 13.06
-418M BERTSc| 095 092 092 092|078 0.77 074 0.75 081 0.76 0.75 0.76 | 0.77 0.81 085 0.72 [ 0.76 0.83 0.79 0.78
Marian BLEU 45.07 40.54 31.17 3390|1295 11.23 12.09 09.08 [24.03 22.20 11.27 19.14 [ 34.09 29.72 30.48 14.79| 8.50 13.37 839 5.76

BERTSc| 0.87 0.86 0.82 084 | 0.77 0.76 0.75 0.74 [ 0.81 0.80 0.74 0.79 | 0.85 0.83 084 0.76 | 0.75 0.77 0.74 0.73
Google BLEU 46.21 44.77 4474 36.29|18.79 1642 21.63 12.54|27.82 24.18 24.49 22.38|40.74 32.69 33.15 31.89|27.74 30.70 20.71 19.11
Translate BERTSc| 0.86 0.86 0.85 084 | 0.78 0.78 0.78 0.76 | 0.81 0.80 0.79 0.79 | 0.86 0.85 0.84 0.83 | 0.83 0.82 0.80 0.81

End-to-end

ScamlessMAT | BLEU | 24,59 2568 2043 20,19] 144 10,10 1149 7.4 [29.23 17.49 1137 1594]25.09 15,07 1288 1145|1422 1139 683 416
-large-v2 BERTSc| 0,81 0,82 0,76 0.8 | 0,77 0,75 0,74 0,72 (0,82 0,78 0,72 0,77 | 0,82 0,77 0,75 0,73 | 0.79 0,74 0,73 0,70
QwenAudio-2 | BLEU | 24,46 30,16 23,3 22,69| 1,66 1,17 236 1,13 |23,63 11,49 15,37 14,51 (23,29 11,07 14,88 16,04 | 19,63 15,72 13,52 10.37
-7B-Instruct | BERTSc| 0,8 0,82 0,76 0,79 | 0,66 0,65 0,65 066|079 074 071 074 | 08 073 0,76 0,72 | 0,8 0,78 0,77 0,77
Whisper BLEU 8.18 26.06 37.32 16.54

BERTSc 0.75 0.81 0.85 0.79

Table 6: End-to-end and cascaded comparison. All cascaded models use Whispers,,q11—mono @8 ASR model
(Whisper ASR is fine-tuned monolingually - on each source language separately), then MT models translate into
target languages. End-to-end Whisper for ST is fine-tuned bilingually - on each language pair separately. End-to-end
Whisper ST only supports X to English, thus no results for other translation directions were reported.

M Cascaded models significantly outperform end- to-end models.

Model [Metrics [en-vi en-fr en-zh en-de[ vi-en vi-fr vi-zh vi-de [ fr-en fr-vi fr-zh fr-de [ de-en de-vi de-fr de-zh [ zh-en zh-vi zh-fr zh-de
Multilingual MT fine-tuning
Llama [BLEU |41.79 36.14 32.71 28.19|15.41 10.71 19.55 8.33 [27.47 21.63 18.05 17.40|36.47 27.5 27.06 25.05|20.48 21.52 15.37 10.64
-3.1-8B |BERTSc| 0.85 0.84 0.82 082 |0.78 0.76 0.78 0.74 | 0.81 0.79 0.77 0.78 | 0.85 0.82 0.83 0.80 | 0.80 0.79 0.77 0.77
Qwen BLEU [41.71 36.39 3278 27.89|15.11 10.55 19.58 7.80 [27.56 22.09 19.06 17.69 |36.05 26.27 27.36 25.11|20.62 21.37 15.51 10.47
-2.5-7B |BERTSc| 0.85 0.84 082 0.82 | 0.78 0.76 0.78 0.74| 081 0.79 0.77 0.78 | 0.85 0.82 0.83 0.80 | 0.80 0.79 0.78 0.76
Mistral |BLEU |19.09 35.89 20.22 2883 | 154 10.7 16.83 8.61 |27.95 9.83 13.59 16.18|37.82 11.42 21.13 15.37(21.07 9.21 13.02 9.14
-v0.3-7B | BERTSc| 0.8 0.84 0.79 0.83 | 0.78 0.75 0.77 0.74] 082 0.75 0.76 0.78 | 0.86 0.77 0.81 0.72 | 0.81 0.73 0.76 0.76
Bilingual MT fine-tuning
Llama [BLEU |43.32 37.92 30.78 31.36|14.55 1029 11.56 7.71 [30.15 25.36 20.28 16.38|40.63 33.63 26.97 26.31|19.01 17.65 13.84 11.13
-3.1-8B | BERTSc| 0.85 0.84 0.8 0.83 078 075 073 0.73]082 080 0.75 0.74 | 0.86 0.84 0.80 0.79 [ 0.79 0.85 0.76 0.74
Qwen BLEU (4337 37.34 2346 285 |13.97 11.66 20.27 8.75 [30.35 25.59 15.33 20.38 (40.52 34.24 31.45 19.87|2536 26.31 17.84 12.61
-2.5-7B |BERTSc| 0.85 0.85 0.8 0.82 0.78 076 078 0.75] 081 080 0.76 0.78 | 0.86 0.84 0.84 0.79 | 0.82 090 0.80 0.78
Mistral [BLEU |17.72 36.58 20.27 299 [15.86 10.92 17.92 9.03 [29.35 9.20 13.94 18.65|28.33 12.38 31.15 17.82|20.17 8.01 12.58 7.14
-v0.3-7B | BERTSc | 0.77 0.83 0.77 0.81 | 0.78 0.75 0.77 0.75]0.79 0.74 0.76 0.78 | 0.78 0.77 0.83 0.78 | 0.81 086 0.78 0.72

Table 7: Bilingual-multilingual fine-tuning comparison. All ST results are from cascaded ST models with ASR
transcript generated by Whisper Small fine-tuned monolingually on source language.
™2 Overall, Bilingual fine-tuning outperforms multilingual MT fine-tuning.

A similar trend was also observed in in-context
learning experiments (. see Appendix Section
F.1).

Cascaded models significantly outperform
end-to-end models: Table 6 compares cascaded
models with end-to-end models. The results show
a significant performance gap, with most cas-
caded models significantly outperforming end-to-
end models. For a fair comparison with general-
domain ST in the literature, our findings align with
prior insights that end-to-end models require exten-
sive data (probably thousands of hours) and numer-
ous parameters to match the accuracy of cascaded
models (Sperber and Paulik, 2020; Sperber et al.,
2019; Xue et al., 2022).

5.5 Bilingual-Multilingual Fine-tuning
Comparison

Bilingual fine-tuning outperforms multilin-
gual MT fine-tuning: As shown in Table 7, fine-
tuning MT models on all language pairs simulta-
neously resulted in a degradation of performance
for most language pairs compared to fine-tuning on
each language pair separately. When fine-tuning on
multiple language pairs simultaneously, the shared
parameters of the model must allocate their rep-
resentational capacity across all pairs. This leads
to interference between language pairs, especially
when their linguistic structures or vocabularies
differ significantly, as also observed in general-
domain MT (Dabre et al., 2020; Blackwood et al.,
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MT Metrics Gro_u nd-tl‘flth .ASR z MT Metrics Ground-truth ASR
en-vi vi-en en-vi vi-en en-vi en-fr en-zh en-de| en-vi en-fr en-zh en-de
Bilingual pre-trained MT Decoder
. BLEU 65.85 28.55 50.79 15.46 Llama BLEU |[51.92 51.12 39.42 39.96|41.68 38.21 33.02 30.49
VinAl BERTSc | 0.93 0.84 0.88 077 3.1-8B |BERTSc| 0.90 090 083 087 | 085 085 080 0.82
R BLEU 20.72 23.46 17.26 15.16 Qwen BLEU |51.60 50.00 29.62 37.39|41.81 36.13 24.18 27.18
EnViT5 BERTSc 0.83 0.82 0.80 0.78 -2.5-7B |BERTSc| 0.90 090 0.82 0.87 | 0.85 0.85 0.80 0.82
Multilingual pre-trained MT Mistral |BLEU |26.31 52.74 2548 44.75(18.51 37.80 19.11 30.99
-v0.3-7B |BERTSc | 0.83 0.90 0.81 0.88 [ 0.78 0.85 0.76 0.82
mBart BLEU 59.73 16.48 48.00 10.17
-large-50 | BERTSc | 092  0.89 0.87 0.88 LEnelgeilzaritt
MOMI00 | BLEU 31 2301 | 4821 564 mBart |BLEU |[60.69 56.47 49.20 45.67[46.20 40.91 38.02 33.78
_418M BERTSc 0.97 0.82 0.95 0.78 -large-50 | BERTSc | 0.92 0.92 0.88 0.89 | 0.87 0.86 0.84 0.84
M2M100 | BLEU |61.11 57.07 52.06 48.75|46.26 41.91 39.70 35.95
Table 8: Bilingual-multilingual pre-training -418M BERTSc| 0.92 092 0.88 090 | 087 086 0.84 0.85
Marian BLEU |[56.70 53.20 43.00 43.86|43.54 38.59 33.42 3248

comparison. All ST results are from cascaded ST
models with ASR transcript generated by Whisper
Small fine-tuned monolingually on source language.
I Multilingual MT models perform on par with
bilingual ones.

2018).

5.6 Bilingual-Multilingual Pre-training
Comparison

Multilingual pre-trained MT models match
bilingual accuracy without needing multiple
language-pair variants: As shown in Table 8,
the VinAl model achieved the highest BLEU
score (50.79) for English-to-Vietnamese, while
the M2M100-418M model excelled in BERTScore
(0.95 vs. 0.88 for VinAl). For Vietnamese-to-
English, M2M100-418M slightly outperformed
VinAl with BLEU scores of 15.64 and 15.46, re-
spectively. The EnViT5 model performed poorly
for both translation directions.

These results show that bilingual pre-trained MT
models do not consistently outperform multilingual
ones. This findings underscores the advantage of
multilingual ones in leveraging diverse language
pairs to achieve acceptable overall performance
across metrics without requiring multiple variants
for each language pair, as also observed in general-
domain MT (Dabre et al., 2020; Team et al., 2024;
Maillard et al., 2023).

5.7 Code-Switch Analysis

In the medical domain, it is common for English
terms or keywords to be retained in their original
form when translated into other languages, a phe-
nomenon referred to as code-switching. In Table 9,
this study filtered code-switched sentences for Viet-
namese, German, French, and Chinese, evaluating
model performance with BLEU and BERTScore
metrics for each language pair.

Multilingual pre-trained MT models could

BERTSc | 091 091 0.86 0.89 | 087 086 082 0.84

Table 9: Code-switch analysis. All ST results are from
cascaded ST models with ASR transcript generated
by Whisper Small fine-tuned monolingually on source
language. The original dataset shows code-switching
percentages of 11.2%, 7%, 7.9%, and 12.8% for Viet-
namese, French, Chinese, and German, respectively.

handle orthographic differences in code-switch
ST: Generally, results from code-switching in Ta-
ble 9 are not consistently lower or higher than
ground-truth baselines (Table 3) and cascaded
monolingual fine-tuning ST baselines (Table 5).
The results show that multilingual pre-trained
MT models can process multiple languages si-
multaneously within a single context, even with
large orthographic differences like English-Chinese
or smaller orthographic differences like English-
Vietnamese/German.

6 Error Analysis

6.1 Quantitative Error Analysis

Strong correlation between n-gram overlap,
contextual-embedding and subjective evalua-
tion: As shown in Table 10, for most language pairs
and MT models, there was a strong correlation be-
tween n-gram overlap metric and embedding-based
metric and the evaluation outcomes obtained from
both subjective LLM-as-a-judge and subjective hu-
man evaluations in ST quality. This alignment
suggests that traditional automatic metrics remain
reliable indicators of ST quality, even as evalua-
tion methodologies evolve. The consistency across
these metrics reinforces their validity in assessing
adequacy, fluency and comprehensibility of med-
ical ST - the phenomenon is sometimes seen in
general-domain MT (Zheng et al., 2023; Zhang
et al.; Bavaresco et al., 2024). LLLM-as-a-judge is
a newly explored research trend, thus we found no
reference for ST, to our best knowledge.

11834



Model |Metrics en-vi en-fr en-zh en-de|vi-en vi-fr vi-zh vi-de|fr-en fr-vi fr-zh fr-de |de-en de-vi de-fr de-zh|zh-en zh-vi zh-fr zh-de
BLEU 41.79 36.14 32.71 28.19(15.41 10.71 19.55 8.33 |27.47 21.63 18.05 17.40|36.47 27.50 27.06 25.05(20.48 21.52 15.37 10.64
Llama |BERTSc 0.85 0.84 0.82 0.82]0.78 0.76 0.78 0.74|0.81 0.79 0.77 0.78 | 0.85 0.82 0.83 0.80 [ 0.80 0.79 0.77 0.77
-3.1-8B |LLM-judge| 5.14 4.64 4.45 4.63 |3.88 3.49 3.15 341|438 4.01 343 344|581 539 452 406|388 3.61 378 3.69
Human 6.85 647 431 853|654 564 412 724|519 545 4.04 642 |6.15 8.05 6.64 4.14[4.08 3.58 564 6.54
BLEU 41.71 36.39 32.78 27.89(15.11 10.55 19.58 7.80 [27.56 22.09 19.06 17.69|36.05 26.27 27.36 25.11{20.62 21.37 15.51 10.47
Qwen |BERTSc 0.85 0.84 0.82 0.82]0.78 0.76 0.78 0.74|0.81 0.79 0.77 0.78 | 0.85 0.82 0.83 0.80 [ 0.80 0.79 0.78 0.76
-2.5-7B |LLM-judge| 4.93 491 3.46 4.52|4.04 391 4.05 348|439 4.10 3.62 396 |6.17 551 552 399|497 450 4.67 4.36
Human 797 656 441 855|672 573 417 742|750 551 4.06 739|830 7.71 6.57 422(7.69 509 586 7.58
BLEU 19.09 35.89 20.22 28.83(15.40 10.70 16.83 8.61 [27.95 9.83 13.59 16.18|37.82 11.42 21.13 15.37|21.07 9.21 13.02 9.14
Mistral |BERTSc 0.80 0.84 0.79 0.83|0.78 0.75 0.77 0.74|0.82 0.75 0.76 0.78 | 0.86 0.77 0.81 0.72 [ 0.81 0.73 0.76 0.76
-v0.3-7B|LLM-judge| 2.40 4.54 320 4.50|3.57 3.18 3.41 3.09[449 230 3.56 386|491 273 502 353|446 2.0 397 294
Human 6.36 6.52 343 6.19|6.00 573 5.08 4.74|7.55 551 3.69 4.64|7.78 4.07 6.57 391|733 253 6.14 520

Table 10: LLM-as-a-judge and human evaluation results. All ST results are from cascaded ST models with
ASR transcript generated by Whisper Small fine-tuned monolingually on source language. A BERTScore of > 0.8
is often seen as good translation quality. while > 0.9 is excellent translation quality.

I Automatic metrics (BLEU, BERTScore) strongly correlate with both LLM-as-a-judge and human evaluations

across most language pairs.

6.2 Qualitative Error Analysis

We analyzed recurring translation errors in medi-
cal content across English, Vietnamese, German,
Chinese, and French, identifying key areas for im-
provement.

With English as the source, common issues in-
cluded sentence fragmentation (notably in Chinese
and Vietnamese), literal idiom translation, incon-
sistent medical terminology, and errors in proper
noun handling. Vietnamese source texts led to
grammatical errors in word order, verb tense, and
articles, along with imprecise word choice, omis-
sions, and register inconsistencies. German sources
showed frequent word order errors, literal idiom
translations, and issues with case, gender, and verb
conjugation, especially in French and Vietnamese.
Chinese texts often resulted in unnatural word-
for-word translations, tense inaccuracies, missing
grammatical elements, and misused measure words.
French exhibited similar challenges to English, in-
cluding sentence fragmentation, literal idiom trans-
lation, inconsistent terminology, and Vietnamese
grammar errors in word order and verb conjuga-
tion.

More qualitative results are shown in Ap-
pendix Section F.4.

7 Conclusion

In this work, we aim to remove language barriers in
healthcare by presenting the first systematic study
on medical ST, to our best knowledge. Specifically,
we release %] MultiMed-ST , a large-scale ST
dataset in the medical domain, covering all trans-
lation directions in five languages: Vietnamese,
English, German, French, Simplified/Traditional

Chinese, together with the models. With 290,000
samples, our dataset is the world’s largest medical
MT dataset and the largest many-to-many multilin-
gual ST among all domains.

Our key findings are: (1) Although task-
specific models surpass multi-task models when
evaluated on ground-truth transcripts, both exhibit
comparable performance in the medical ST setting.
(2) Cascaded models still significantly outperform
end-to-end models. (3) In the medical cascaded
ST, multilingual pre-trained MT models should be
selected for bilingual fine-tuning on each language
pair for two primary reasons: first, multilingual
pre-trained MT models achieve bilingual accuracy
without the need for multiple separate language-
pair variants; second, bilingual fine-tuning has been
shown to outperform multilingual MT fine-tuning.
(4) Multilingual pre-trained MT models are capa-
ble of handling orthographic differences in code-
switching with comparable effectiveness to non-
code-switching in medical ST. (5) In medical ST,
n-gram overlap evaluation exhibits a strong corre-
lation with both contextual embedding-based eval-
uation and subjective assessment.

8 Limitations

Science and religion always go hand in hand.
Carelessness in science can lead to serious conse-
quences - not to mention the karmic repercussions
researchers may face under the law of karma in
Buddhism. Despite our best efforts to minimize
human errors, mistakes in data, experiments, and
processes are inevitable and often beyond our un-
derstanding or control.

Medical research is a matter of great importance,
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as it can have direct negative impacts on human
health. Given the critical nature of medical tran-
scription (see Appendix Section G.3), errors in
ASR and ST outputs and annotation can lead to
serious implications, potentially affecting patient
diagnoses and treatment decisions (Adane et al.,
2019). Therefore, we earnestly urge readers to
independently verify our hypotheses and experi-
mental results using their own medical data. We
also strongly recommend conducting pilot tests in
a simulated doctor-patient environment before full-
scale deploying them in real-world applications.

Further limitations are extensively discussed
in each Appendix Section.
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A Related Works

A.1 Neural Machine Translation

Neural Machine Translation (NMT) has experi-
enced substantial advancements with the develop-
ment of Transformer-based models, such as the
Transformer architecture (Vaswani et al., 2017).
The Transformer represents the first seq2seq model
solely reliant on the attention mechanism, wherein
the recurrent layers of traditional models are re-
placed by multi-headed self-attention within the
encoder-decoder framework. This architectural
innovation has significantly accelerated training
speeds in comparison to Recurrent Neural Network
(RNN) and Convolution Neural Network (CNN),
resulting in superior performance. BERT (Devlin
et al., 2019), a pre-trained model designed to ad-
dress the unidirectional constraints of earlier lan-
guage models (such as the left-to-right process-
ing in Transformers), incorporates a masked lan-
guage model (MLM) to enable bidirectional repre-
sentation, thereby enhancing machine translation
tasks. Building on BERT and other pre-training
paradigms, BART (Lewis et al., 2019) generalizes
these techniques, achieving competitive results in
various NMT applications.

The GPT series, which demonstrates the effi-
cacy of generative pre-training followed by fine-
tuning for the MT task in GPT-1 (Radford and
Narasimhan, 2018), exhibits remarkable perfor-
mance in text generation and zero-shot tasks. GPT-
2 (Radford et al., 2019) and GPT-3 (Brown et al.,
2020) further scale the model’s size and training
data, facilitating state-of-the-art performance in
few-shot and zero-shot tasks, including translation.
GPT-4 (OpenAl et al., 2024) further improves ca-
pabilities in multilingual and domain-specific MT
tasks.

Several NMT frameworks, such as OpenNMT
(Klein et al., 2017), have been developed to facili-
tate the integration of custom deep learning models
for translation tasks. These frameworks provide
tools that optimize the efficiency of training, infer-
ence, and deployment in NMT systems. Marian-
NMT (Junczys-Dowmunt et al., 2018) emphasizes
speed and scalability, enabling the implementa-
tion of state-of-the-art NMT models with minimal
computational overhead. OpenSeq2Seq (Kuchaiev
et al., 2018) offers reference implementations de-
signed for efficient distributed and mixed-precision
training. Tensor2Tensor (Vaswani et al., 2018) and
Sockeye (Hieber et al., 2018) prioritize the secu-

rity, reliability, and production-level performance
of their software components. Fairseq (Ott et al.,
2019) is a fast, extensible toolkit for sequence mod-
eling that offers scalability and is versatile across
numerous applications.

A.2 Cascaded Speech Translation

ST traditionally contains two components: ASR
(to convert audio into text) and NMT (to translate
text-to-text). The success in the ASR technology
starts with HTK (Young et al., 2000) - a toolkit for
manipulating Hidden Markov Models (HMM) pro-
vides comprehensive facilities for speech analysis,
training, and recognition. Later success includes
Julius (Lee et al., 2001) - an open-source, high-
performance, two-pass large vocabulary continuous
speech recognition (LVCSR) decoder; Sphinx-4
(Walker et al., 2004) - a flexible, modular, and plug-
gable framework for ASR written entirely in Java;
RWTH ASR (Rybach et al., 2011) - an open-source
ASR decoding system which includes state-of-the-
art ASR capabilities. Furthermore, Kaldi model
(Povey et al., 2011) provides a hybrid ASR sys-
tem based on finite-state transducers. Recent state-
of-the-art framework was wav2vec 2.0 (Baevski
et al., 2020) - a framework for self-supervised learn-
ing of speech representations which masks latent
representations of the raw waveform and solves a
contrastive task over quantized speech representa-
tions; and Whisper model (Radford et al., 2022) -
which suggests that scaling weakly supervised pre-
training has been underestimated in ASR research.
Other novel frameworks are from Facebook AI’s
end-to-end ASR research, including wave2letter++
(Pratap et al., 2019) - the fastest open-source deep
learning ASR framework, and Fairseq S2T (Wang
et al., 2022) - which bypassed traditional transcrip-
tion steps, improving both latency and accuracy.

A.3 End-to-end Speech Translation

The development of end-to-end ST models, which
eliminate intermediary stages like ASR outputs and
lattices, has significantly reduced error propagation
(Chen et al., 2024b). Research shows end-to-end
ST models achieve performance comparable to cas-
caded models (Sperber et al., 2019; Ansari et al.,
2020; Bentivogli et al., 2021). Moreover, these
models offer benefits like reduced latency and ap-
plicability to unwritten languages. (Bérard et al.,
2016).

Some researchers have modified the multi-task
encoder-decoder architecture (Weiss et al., 2017)
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by splitting the decoder into two components (Liu
et al., 2020b; Anastasopoulos and Chiang, 2018):
one used to transcribe and the other one used to
translate. Parallel research initiatives have likewise
separated the encoder (Liu et al., 2020c; Cheng
et al., 2023), with subsequent studies demonstrat-
ing that a shared encoder can be independently
segmented to optimize the utilization of ASR data
(Tang et al., 2021; Xu et al., 2023a). Furthermore,
non-autoregressive (NAR) modeling has been in-
vestigated as a method to reduce latency (Inaguma
et al., 2021; Chuang et al., 2021).

Recent advancements have notably explored
multitasking within the framework of large-scale
training, yielding remarkable performance on ST
benchmarks, like Whisper (Radford et al., 2022),
SeamlessM4T (Communication et al., 2023a). An-
other predominant approach involves the integra-
tion of an LLM at the backend with a speech en-
coder at the frontend, like LauraGPT (Chen et al.,
2024b), Qwen-Audio (Chu et al., 2023).

A.4 Medical Machine Translation

The translation of medical texts poses distinct chal-
lenges owing to the use of specialized terminology,
frequent abbreviations, and the imperative require-
ment for precision (Neergard, 2003; Flores et al.,
2003). Early methodologies predominantly utilized
Rule-Based Machine Translation (RBMT) and Sta-
tistical Machine Translation (SMT), both of which
were tailored to medical language corpora (Eck
et al., 2004). RBMT utilizes predefined rules and
lexical databases to translate texts by analyzing
their grammatical and lexical structures. It is partic-
ularly adept at managing medical terminology, pro-
vided that the dictionaries are up-to-date and com-
prehensive. However, RBMT has limitations, in-
cluding an inability to resolve ambiguity, interpret
idiomatic expressions, and account for variations
in language use. Additionally, RBMT requires sub-
stantial human effort for the creation and ongoing
maintenance of the rules and dictionaries specific
to each language pair(S, 2017). SMT, in contrast,
depends on large parallel corpora-collections of
aligned texts in two languages - to estimate the
probability of translation equivalents (Brown et al.,
1993). In contrast to rule-based or dictionary-based
systems, SMT relies on data-driven algorithms to
produce translations. This characteristic enables
SMT to be highly adaptable across different do-
mains and genres, including specialized fields such
as medical texts, by utilizing domain-specific cor-

pora customized for both the source and target lan-
guages, as well as their respective contexts. How-
ever, SMT is not without limitations. It often en-
counters challenges in generating fluent or gram-
matically accurate translations, particularly when
dealing with low-resource languages or rare termi-
nology, resulting in outputs that may be unnatural
or imprecise.(Koehn and Knowles, 2017). The oc-
currence of NMT allowed for vast improvements,
particularly with encoder-decoder architectures en-
hanced by attention mechanisms (Bahdanau et al.,
2016). Recent studies have demonstrated that do-
main adaptation techniques, such as fine-tuning
LLMs on domain-specific datasets, can enhance
the performance of medical tasks, including trans-
lation. (Bao et al., 2023; Yang et al., 2024b).

A.5 Domain Adaptation for Machine
Translation

Medical MT for low-resource languages continues
to present a significant challenge, primarily due
to the absence of multilingual medical databases.
Strategies such as data augmentation, which in-
volves generating synthetic data to expand existing
datasets (Fadaee et al., 2017; Xia et al., 2019), back-
translation, where target-to-source translations are
utilized to create additional source-to-target pairs
(Sennrich et al., 2016), and transfer learning (Zoph
et al., 2016; Nguyen and Chiang, 2017; Gu et al.,
2018), which capitalizes on knowledge from high-
resource languages to enhance performance in low-
resource languages, have been proposed to address
this issue.

Multilingual NMT models such as mBART (Liu
et al., 2020a), XLM-R (Conneau et al., 2020),
M2M-100 (Fan et al., 2020), and mT5 (Xue et al.,
2021) have demonstrated significant potential in
overcoming the challenges associated with low-
resource or domain-specific settings. This is
achieved through the use of cross-lingual trans-
fer learning, which allows the model to leverage
shared linguistic representations across multiple
languages. Consequently, this approach markedly
improves the model’s ability to generalize, even in
the presence of limited training data in the target
language.

Ethical considerations are also an essential prob-
lem in the context of medical MT, given its poten-
tial implications for patient care (Harishbhai Tilala
et al., 2024).

Future research is further centered on the inte-
gration of multimodal data, such as the combina-
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tion of textual and audio-visual inputs, to improve
translation accuracy within medical contexts (Huh
et al., 2023; Li et al., 2023). Furthermore, fine-
tuning pre-trained models on multilingual medical
datasets, such as the Unified Medical Language
System (UMLS), has shown promise in enhancing
model performance while addressing the unique
challenges associated with medical domains. How-
ever, these research directions lie beyond the scope
of the our present study.

A.6 Multilingual Machine Translation

Recent research has increasingly focused on multi-
lingual translation. For instance, studies by Luong
and Manning (2015) and Freitag and Al-Onaizan
(2016) have demonstrated that pre-training mod-
els on a diverse dataset, followed by fine-tuning
on a smaller target dataset, yields effective results.
Liu et al. (2020a) extended the BART model with
mBART and showed that multilingual denoising
pre-training leads to significant performance im-
provements across a variety of MT benchmarks.
Additionally, Verma et al. (2022) highlighted the
effectiveness of multilingual pre-training in domain
adaptation scenarios. Research by Johnson et al.
(2017) further indicated that a trained multilingual
NMT system could perform zero-shot translation
between previously unseen language pairs with-
out direct supervision, provided that both source
and target languages were included in the training
process. (Arivazhagan et al., 2019) observed that
the cosine similarity between the pooled encoder
outputs of sentence pairs decreased during mul-
tilingual training. Meanwhile, Sun et al. (2022)
addressed domain adaptation by constructing bilin-
gual phrase-level databases and retrieving contex-
tually relevant prompts, which improved transla-
tion quality in unseen domains. On a different
note, (Wu et al., 2024) proposed an approach that
fine-tuned models with a minimal amount of multi-
parallel data, finding that a small, randomly sam-
pled set of fine-tuning directions was sufficient for
achieving comparable improvements.
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B Theoretical Formulation

B.1 Mel-Frequency Cepstral Coefficients
(MFCCs)

MFCC serves as a compact representation of the
audio signal’s spectral properties. The computa-
tion of MFCCs begins by dividing the input signal
x{ = x1, X2, ..., o7 into overlapping frames, as
visualized in Figure 2'8.

Pre-emphasis: The audio signal, sampled at 16
kHz with a step size of 10 ms, is processed by ex-
tracting 160 consecutive samples from the Pulse
Code Modulation (PCM) waveform for each frame.
These 10 ms frames are non-overlapping, ensuring
that stacking adjacent vectors avoids discontinu-
ities. The 16-bit quantized samples, which span the
integer range from —2'° to +2'°, must be normal-
ized to a numerically stable range. This normaliza-
tion is achieved by applying mean and variance nor-
malization, either globally across the entire training
dataset or on a per-utterance basis. A commonly
employed processing technique, known as high-
frequency pre-emphasis, can be implemented by
computing the differences between adjacent sam-
ples, as illustrated below:

.rg =x;—x;_1 €R %)

A sequence of 16kHz x 10ms = 160 pre-
emphasized waveform samples can then be con-
sidered a feature vector:

- 1t 160
T =x' 16041 € R &)

Amplitude spectrum - Fast Fourier Trans-
form (FFT): The Short-Time Fourier Transform
(STFT) is applied to overlapping windows with
a duration of 25ms. Given a sampling rate of
16 kHz, this window length corresponds to 25 ms X
16 kHz = 400 samples. To facilitate computation
using the FFT, the sample count is zero-padded to
the next power of two, resulting in 27 = 512.

5 € R512
t t t
Ti 40041 Tt—a0042 --- x  0...0
zero-padding
(6)

The extended sample vector is weighted using a
Hann window, which exhibits smaller side lobes in

8Golik (2020)’s Dissertation at RWTH Aachen University
described MFCC more comprehensively.
MECC visualization image is retrieved from Pytorch library.

the amplitude spectrum compared to a rectangular
window:

2r(n —1)

M =05-05 = -

w cos P12 1 , o
1<n<512

ot = 5 ™ )

While the discrete STFT could be done directly
by evaluating the sum

) 512—1 " o
S = Z Iy - exXp <—J512Fn), ©)
n=0
1 <F <512

the complexity can be reduced from O(N?) to
O(N log N) by applying the fast Fourier trans-
form.

The 512-FFT results in a 257-dimensional vector
because of the symmetry of the amplitude spectrum
of a real-valued signal. The phase spectrum is
removed.

&= |18 |18
c R512/2+1

ST

MFCC: The MFCC feature extraction is based
on the STFT of the pre-emphasized speech signal
(Davis and Mermelstein, 1980). It considers the
nonlinear sensitivity of human auditory perception
to variations in frequency. This is evidenced that
the filter bank used to integrate the magnitude spec-
trum |cS’t(F) | consists of I filters equidistantly spaced
on the mel scale. The mel scale is a logarithmically
scaled frequency axis. The k-th frequency bin of
the FFT centered around F;, Hz is then mapped to
I?k on the mel scale:

k
Fr=—"F 11
k 512 ) ( )
= k
F.=2 -1 1 12

The filter center I@’((;i) of the i-th triangular filter
is then placed at ¢ - F,, where the bandwidth F,
corresponds to I~F512 /1. With these parameters, the
coefficients of the i-th triangular filter can be calcu-
lated explicitly as a piecewise linear function and
stored in a weight vector v; € RV/2+1,
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Figure 2: Mel-Frequency Cepstral Coefficients (MFCC) visualization. The computation of MFCCs begins by
dividing the original waveform into overlapping 20ms frames.

By applying discrete cosine transform (DCT),
the MFCC features are extracted from the loga-
rithm filter outputs:

512
X = logyg (Z lé’fF)IvEF)) (13)
F=0

I-1 )
e =3 e (15)
=0
= [e§°’e§” ...Gfl_l)} R (16)

B.2 Attention Encoder Decoder (AED)

As for AED models, Whisper architecture is shown
in Figure 3, and Deepgram architecture is shown
in Figure 4.

An ASR model is used to transcribe speech
into text by mapping an audio signal x7 :=
1, T3, ..., x7 of length T to the most likely word
sequence wl' of length N. The word sequence
probability is described as:

N
p(wilz) = ] plwalwi™" 21).

n=1

A7)

In the ASR encoder-decoder architecture, given
D as the feature dimension size, the input audio sig-
nal matrix could be described as #7 € RT*Dinput,

When simplified, downsampling before or inside
the encoder - conducted by a fixed factor, such as
striding in a CNN - is removed. Thus, the encoder
output sequence is as follows:

hl = Encoder(xt) € RT*Pencoder - (18)

Using a stack of Transformer (7) blocks
(Vaswani et al., 2017), the encoder output sequence
is described as function composition:

T

h{ - 7_0 0..0 TNEncLaye'rs (xl ) (19)

In the decoder, the probability for each single
word is defined as:

p(wn|w?_1, x{) = p(wn\w’f_l, hr{(l’{))

. (20)
= p(wn‘wl la hclr)

Based on Equation 17, the word sequence proba-
bility given the output of encoder is described as:

N
pwl|2]) = [] p(wnlw?™", 1T).

n=1

21

Then, decoder hidden state is formulated as:

gn = g(gn—la Wn—1, Cn) S RDga (22)

where F is neural network; D, is hidden state
dimension; and c,, is context vector, e.g. weighted
sum of encoder outputs via attention mechanism.
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Figure 3: OpenAI’s Whisper architecture. Whisper is a Transformer-based AED architecture, using MFCC

features as input.

The attention mechanism in the decoder is de-
scribed via 3 components: context vector ¢y, atten-
tion weights o, ¢, and attention energy e,, +:

T

e = Z Oén,tht c RDencoder’
t=1

exp(ent)
Zgzl eXp(en,t’)

= Softmaxr(exp(ens)) € R,
Ent = Align(gn—la ht) eR

= Wy - tanh(W7 - [gn—1, ht]),

Qpt =

(23)

where n is decoder step; ¢ is encoder frame; o €
RT*N s attention weight matrix; o, € R” is nor-
malized probability distribution over ¢; Softmazr
is Softmax function over spatial dimension 7’, not
feature dimension; W; € R(Pg+Dencoder) D key ;
Wy € RD’“W.

In the decoding, the output probability distribu-

tion over vocabulary is defined as:
-1

= Softmaz(MLP(wy_1,gn, cn)) € RY,
(24)

where M L P is Multi-layer Perceptron.
To train an AED model, sequence-level frame-
wise cross-entropy loss is employed:

Lapp=— Y logp(w

(5171 W3 )

= Z Zlogp (wp |w]™ )

(5131 W3 Myn

N\ T
1 ]71)

(25)

During beam search, the auxilary quantity for
each unknown partial string (tree of partial hypothe-
ses) wy" is defined as:

Q(n; wy) prn|w0 1)
n/_
= plwaluwy ™ 2T) - Qn— 1),

(26)
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Figure 4: Deepgram’s Nova-2 architecture. To our best understanding of Deepgram’s documentation, Deepgram’s
Nova-2 is a Transformer-based AED architecture, using raw waveform as input instead of MFCC like Whisper.
Feature extraction from raw waveform is probably conducted by a learnable feature encoder, e.g. a block of
CNNs like wav2vec 2.0. Between encoder-decoder space, (unknown) acoustic embeddings are probably added as

cross-attention.

After discarding the less likely hypotheses in
the beam search, the word sequence probability is
calculated by the best hypothesis:

p(wi'|z) = Q(N;wy). 27)

B.3 SpecAugment

SpecAugment (Park et al., 2019) is a data augmen-
tation technique for ASR that manipulates spectro-
grams to improve model robustness by randomly
applying masking in consecutive frames in the time
axis as well as consecutive dimensions in the fea-
ture axis. It performs three main transformations!:
time warping, frequency masking, and time mask-
ing.

Figure 5 shows examples of the individual aug-
mentations applied to a single input.

Time Masking: Given an audio signal 27 :=
1, T2, ..., x7 of length T'. Time masking is mask-
ing of g successive time steps [t, ¢ + 7), where we
set:

(.’L’t, NN ,.’L'H_Z) =0 (28)

where g is the masking window selected from a
uniform distribution from 0 to the maximum time
mask parameter TM. The time position ¢ is picked
from another uniform distribution over [0, T") such
that the maximum sequence length 7" is not ex-
ceeded (i.e. ift +g > T, we setitto T)).
Frequency Masking: Frequency masking is ap-
plied such that ¢ consecutive frequency channels
“Bahar et al. (2019) analyzed deeply in end-to-end ST.

Park et al. (2019) stated that time warping is the most expen-
sive and the least influential, we do not include it here

[f, f + ¢) are masked, where ¢ is selected from a
uniform distribution from 0 to the frequency mask
parameter FM, and f is chosen from [0, /), where
v is the input feature dimension, e.g. the number
of MFCC channels. For raw waveform as input,
v = 1. Similar to time masking, if f + ¢ > v, we
setitto f = v.

Figure 5: SpecAugment visualization. From top to
bottom, the figures show the spectrogram of the input
audio with no data augmentation, time masking, fre-
quency masking and both masking applied.

11855



C Dataset Comparison with Literature

Dataset Dur. Language Nature #Rec. Cond. #Spk #Acc #Roles
VietMed (Le-Duc, 2024) 16h Vietnamese Real-world 8 61 6 6
PriMock57? (Korfiatis et al., 2022) 9h English Simulated 1 64 4 2
Fareez et al. (2022)3 55h English Simulated 1 N/A 1 2
AfriSpeech-200? (Olatunji et al., 2023) | ~123h  African English Read speech 1 N/A N/A 1
myMediCon® (Htun et al., 2024) 11h Burmese Read speech 1 12 5 2

*.) MultiMed-ST ! (ours) 150h Multiling. Real-world 10 198 16 6

Table 11: Dataset comparison with literature: A list of all publicly available medical ASR datasets.

Our %) MultiMed-ST is the largest and most diverse medical ASR dataset.

From left to right: Total duration in hours (h), language, nature of speech, number of recording conditions, number
of speakers, number of accents, speaking roles.

'In our dataset, only the number of recording conditions, speakers, accents and speaking roles for Vietnamese and
English are identified because of technical and privacy issues. Therefore, the exact number of speakers and accents
must be much larger than the currently reported number. 10 recording conditions include: Documentary, Interview,
Lecture, News, Podcast, Webinar, Speech, Talk, Vlog, Workshop. 10 English accents include: Main US, Southern
US, UK, Australian, Indian, Mexican, European, Japanese, Uzbekistan, Russian. 6 Vietnamese accents include:
North, South Central Coast, South East, South West, Central Highland, North Central Coast.

2Speech collected by simulated medical conversations between 2 speaking roles - clinicians and actors/actresses. 4
English accents include: British English, European, other English, and other non-English.

3Speech was recorded as patient-physician interviews (counted as 1 recording condition and 2 speaking roles) by
West England speakers (counted as 1 accent)

4 AfriSpeech-200 dataset is a mix of general-domain and medical-domain speech. To our best understanding of the
paper, we estimate the total duration of medical-domain speech to be around 123 hours. Recordings were collected
by crowd-sourced workers to read aloud the medical transcripts (also known as read speech), thus both the number
of recording conditions and speaking roles are counted as 1.

SmyMediCon dataset hired speakers to read aloud the translated medical transcripts from English corpus (thus
known as read speech). 5 speakers’ accents include: Native Burmese, Pa’O, Kachin, Dawei, and Mon. 2 speaking
roles are patients and doctors.
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Dataset Size Domain Language Direction
Neves (2017)! 23k pairs = 46k samples clinical trials en-pt one-to-one
ParaMed? (Liu and Huang, 2021) 100k pairs = 200k samples | medical documents en-zh one-to-one
Khresmoi® (Pecina et al., 2017) 1kS5 pairs = 12k samples medical documents | 8 EU lang. | many-to-many
WMT Biomedical Task? (Bawden et al., 2020) 160k samples medical documents 9 lang. one-to-one
YuQ?® (Yu et al., 2020) 65k pairs = 130k samples medical articles en-ug one-to-one
Bérard et al. (2020)% 1500 samples COVID-19 en-kr one-to-one
MedEV7 (Vo et al., 2024) 18k pairs = 36k samples medical documents en-vi one-to-one
£ MultiMed-ST (ours) 48k pairs = 290k samples | medical conversations 5 lang. many-to-many

Table 12: Dataset comparison with literature: A list of all publicly available medical MT datasets.

Our % MultiMed-ST is the first medical ST dataset, and is the largest medical MT dataset, to the best of our
knowledge, given the fact that speech data is much more difficult to collect compared to medical text data.

! Text-only medical MT dataset for English - Portuguese

2 Text-only medical MT dataset for English - Chinese crawled from the New England Journal of Medicine, thus
leading to low diversity

3 Text-only medical MT dataset for 8 European languages: Czech, English, French, German, Hungarian, Polish,
Spanish, and Swedish. The dataset requires users’ costly payment.

4 Text-only medical MT dataset for 9 European languages: English, Basque, Chinese, French, German, Italian,
Portuguese, Spanish, Russian

5 Text-only medical MT dataset for Chinese-Uyghur, covering seven clinical disciplines and five sense organs
science

6 Text-only medical MT test set for Korean-English, collected from official COVID-19 guidelines and recent papers
7 Text-only medical MT dataset for English - Vietnamese, containing 18k high-quality sentence pairs as dev and test
set. The rest training data was not quality-controlled by human annotators.
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Dataset Size Domain Language Direction
BhasaAnuvaad® (Jain et al., 2024) 47k samples | general-domain, spontaneuous | en-13 Indic lang. one-to-many
Europarl-ST? (Iranzo-Sanchez et al., 2020) | 200k samples parliamentary debates 6 EU lang. many-to-many
MaSS? (Boito et al., 2020) 8k samples bible 8 lang. many-to-many
Fisher & Callhome* (Post et al., 2013) 170k samples telephone, spontaneuous en-es one-to-one
BSTC® (Zhang et al., 2021a) 40k samples various TED-like domains en-zh one-to-one
t. | MultiMed-ST (ours) 290k samples medical conversations 5 lang. many-to-many

Table 13: Dataset comparison with literature: A list of some of the largest publicly available medical ST
datasets.

Although medical ST data is widely known to be very difficult to collect, our [+ MultiMed-ST is as large as
popular large-scale general-domain ST datasets. Although ours is not the largest among all existing ST datasets,
our [ % MultiMed-ST is the largest many-to-many multilingual ST datasets.

! Bidirectional ST dataset from English into 13 Indian languages, known as the largest Indic language ST dataset
2 Many-to-many multilingual ST dataset, covering English, German, French, Spanish, Italian and Portuguese. The
domain is about parliamentary debates, thus leading to low diversity

3 Clean ST dataset extracted from the Bible, covering English, Spanish, Basque, Finnish, French, Hungarian,
Romanian, and Russian

4 Crowd-sourced Spanish-English ST dataset derived from two costly ASR datasets Fisher (Cieri et al., 2004) and
Callhome

5 The first large-scale Chinese-English ST dataset, containing 68 hours of mandarin speeches from three TED-like
content producers
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D Details of Experimental Setup

D.1 Training Setup: Whisper

Whisper, a Transformer-based AED (see Appendix
Section B.2), is an end-to-end multitask ASR and
ST model pre-trained on 680k hours of labeled
data. Approximately 65% of the data (equivalent to
438,000 hours) consists of English-language audio
paired with English transcripts. Around 18% (or
126,000 hours) comprises non-English audio with
English transcripts, while the remaining 17% (or
117,000 hours) includes non-English audio along
with their corresponding transcripts. The non-
English data encompasses 98 distinct languages.

For ASR, we performed a full fine-tuning (both
encoder and decoder) monolingually (each lan-
guage separately) and multilingually (all languages
simultaneously). For ST, we performed a full fine-
tuning bilingually (each language pair separately)
and multilingually (all language pairs simultane-
ously).

Whisper variants: We employed 2 variants of
Whisper models: Whisper-small?® (244M parame-
ters) and Whisper-large-v22!' (1550M parameters).
Figure 6 and Figure 7 show the fine-tuning configu-
ration of Whisper-small model and Whisper-large-
v2 model respectively.

MODEL_NAME="openai/whisper-small"
SAMPLING_RATE=16000

. NUM_PROC=2

. TRAIN_STRATEGY="steps"
LEARNING_RATE=1e-5

. WARMUP=500

. TRAIN_BATCHSIZE=8

. EVAL_BATCHSIZE=8

. NUM_STEPS=5000

O 00 J o U b W N

Figure 6: Fine-tuning configuration of Whisper-small
model

Pre-processing setup: To preprocess data for
the Whisper models, you must prepare audio files
and their corresponding text transcriptions in a for-
mat suitable for training or fine-tuning. Begin by
converting audio files to a consistent format (e.g.,
16 kHz, mono-channel WAV files) to ensure com-
patibility. Use libraries like ffmpeg®? or librosa??
for this purpose. Normalize and clean the tran-

Dhttps://huggingface.co/openai/whisper-small

' https://huggingface.co/openai/whisper-large-v2
Zhttps://www.ffmpeg.org/

Bhttps://librosa.org/

. MODEL NAME="openai/whisper-large-v2"
. SAMPLING RATE=16000

. NUM_PROC=2

. TRAIN STRATEGY="steps"

LEARNING RATE=le-5

. WARMUP=500

. TRAIN BATCHSIZE=8

. EVAL BATCHSIZE=8

. NUM_STEPS=4000

CoNOOULR, WN

Figure 7: Fine-tuning configuration of Whisper-large-
v2 model

scriptions by removing extraneous characters, cor-
recting spelling, and aligning timestamps with the
audio. Tokenize the text using Whisper’s tokenizer,
ensuring it matches the pre-trained model’s vocab-
ulary. Additionally, segment long audio files into
smaller chunks with overlapping windows to fit the
model’s input length constraints while preserving
context. Finally, package the processed audio-text
pairs into a dataset format such as JSON, which
includes metadata like file paths, transcription text,
and optional timestamps for alignment.
Training setup:

* Whisper-small: As shown in Figure
6, the training configuration for the
openai/whisper-small model is detailed
as follows. The model was trained using a
sampling rate of 16,000 Hz (SAMPLING_RATE)
to process audio data effectively. The training
utilized 2 processors (NUM_PROC) to paral-
lelize computations. A step-based training
strategy (TRAIN_STRATEGY="steps") was
adopted, where the model was trained for
5,000 steps (NUM_STEPS). The learning rate
was set to 1 x 107° (LEARNING_RATE), with
a warmup period of 500 steps (WARMUP) to
stabilize training. Both the training and
evaluation batch sizes were configured as
8 (TRAIN_BATCHSIZE and EVAL_BATCHSIZE,
respectively) to ensure efficient memory
usage while maintaining model performance.

* Whisper-large-v2:  As shown in Fig-
ure 7, the training setup for fine-tuning
the  Whisper model leverages the
openai/whisper-large-v2  architecture.
The audio inputs are resampled to a sampling
rate of 16,000 Hz (SAMPLING_RATE=16000)
for consistency with the model’s requirements.
Training is distributed across two processing
units (NUM_PROC=2) using a step-based train-
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AUDIO_URL = {
"url":

}

"https://static.deepgram.com/examples/Bueller-Life-moves-pretty-fast.wav"

## STEP 1 Create a Deepgram client using the API key from environment variables

deepgram: DeepgramClient = DeepgramClient("",

ClientOptionsFromeEnv())

## STEP 2 Call the transcribe_url method on the prerecorded class
options: PrerecordedOptions = PrerecordedOptions(

model="nova-2",
smart_format=True,

)

response = deepgram. listen.rest.v("1").transcribe_ur1(AUDIO_URL, options)

print(f"response: {response}\n\n")

Figure 8: Deepgram API call. The model employed in our experiments is Nova-2 version. We used the API to

directly recognize the audio files instead of fine-tuning.

ing strategy (TRAIN_STRATEGY="steps").
The learning rate is set to a modest value
of 1 x 107 (LEARNING_RATE=1e-5) with
a warm-up phase spanning 500 steps
(WARMUP=500) to stabilize the optimiza-
tion process. The training batch size
and evaluation batch size are both con-
figured to 8 (TRAIN_BATCHSIZE=8 and
EVAL_BATCHSIZE=8, respectively), balancing
computational efficiency with memory
constraints. The total number of training
steps is capped at 4,000 (NUM_STEPS=4000),
ensuring effective model convergence without
overfitting.

D.2 Training Setup: Deepgram

Deepgram?* is also a Transformer-based AED
architecture. We employed the Nova-2 version,
which supports over 30 languages. Since this is
a commercial API, we could only employ direct
recognition on audio files instead of fine-tuning, as
shown in Figure 8.

D.3 Training Setup: AssemblyAl

AssemblyAI? is a Conformer-based RNN-T archi-
tecture. We used Universal-2 with 600M parame-
ters, pre-trained on from 150,000 hours to 300,000
hours of supervised multilingual data.

Special Tokenization’®: RNN-T demonstrates a
constrained capacity to generate consecutive iden-
tical tokens. Previous studies (Ghodsi et al., 2020;
Xu et al., 2023b) have indicated that RNN-T pos-

Zhttps://deepgram.com/
*https://www.assemblyai.com/
https://www.assemblyai.com/research/universal-2

sesses a pronounced inductive bias that inhibits
the prediction of identical tokens in succession.
Therefore, Universal-2 incorporates a unique <re-
peat_token> within its tokenization scheme, which
is inserted between repeated tokens in the target
sequences of the training data. This modification
eliminates the need for the RNN-T model to pre-
dict the same token multiple times consecutively.
Consequently, it enables accurate recognition of
repeated tokens without deletions, addressing a
limitation of the RNN-T architecture. During infer-
ence, the <repeat_token> is removed from the final
ASR output.

RNN-T: The RNN-T encoder was pre-trained
on 12.5 million hours of diverse, multilingual audio
data. Following the pre-training phase, the encoder
was integrated with a randomly initialized decoder,
and the complete model underwent fine-tuning uti-
lizing a combination of the aforementioned super-
vised dataset and a pseudo-labeled dataset.

Text Formating: The Text Formatting module
processes raw transcripts into well-structured text
by incorporating Punctuation Restoration, Truecas-
ing, and Inverse Text Normalization (ITN), ensur-
ing the final output is both highly readable and
adaptable for diverse applications, as shown in Fig-
ure 9.

Text Formatting Architecture: Figure 10
shows the visualization of Universal-2 Text For-
matting Architecture. The architecture is described
as below:

» Token-based Truecasing: Universal-1 em-
ployed a character-based model for Truecas-
ing, which exhibited susceptibility to hallu-
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before winning her council seat in 1975, to which she was reelected in 1970, 919 80, 319 80, 719 908, 119 95 and 1999, coming in first each time

and we will return at 07:26 p.m. 54321. Happy holidays. The history

That's Denver YmCa.org Slash University Dash hills dash redevelopment. It's going to be a major project

Donna wins both the showcases. Sixty five thousand, $661 worth. Prizes today for Donna. Not bad.

what are you gonna bid? Two thousand dollars. Two thousand dollars. Mark, 2250 dollars. Two thousand 250 dollars. Robin? Two thousand 200 fifty, one
dollars. Two thousand 200 fifty, one dollars. Donna? Dollar. One dollar. Dollar one. Donna bids a dollar.

Bottom trawling and bottom gill nets a year ago in regulation no. Nineteen 50 four, 2000 three.

or www. Dot stopbribes.org or www. Dot preventcorruption dot org.

Fifteen thousand dollars. Twenty 121 thousand dollars. Twenty 1000 dollars. Yeah. No, no, no, no, no, wait. No, I mean, three, 308 dollars. Twenty

one thousand, 300 dollars. Twenty one thousand, 300 dollars.

How much should I pay? Twelve dollars 75 cents, please. Thanks a lot. Here's 15 dollars.
before winning her council seat in 1975, to which she was reelected in 1979, 1983, 1987, 1991, 1995 and 1999, coming in first each time

and we will return at 7:26pm 5, 4, 3, 2, 1. Happy Holidays. The history

That's Denver ymca.org/university-hills-redevelopment It's going to be a major project
Donna wins both the showcases. $65,661 worth prizes today for Donna. Not bad.
what are you gonna bid? $2,000. $2,000. Mark. $2,250. $2,250. Robin. $2,251. $2,251. Donna. $1. $. $1. Donna bids a dollar.

Bottom trawling and bottom gill nets a year ago in Regulation No. 1954, 20@3.

or www.stopbribes.org or www,PreventCorruption.org.

$15,000. 21. $21,000. $21,000? Yeah. No, no, no, no, no. Wait. No, I mean three. $300. $21,300. $21,300.

How much should I pay? $12.75, please. Thanks a lot. Here's $15.

Figure 9: An example of text formating in AssemblyAI’s Universal-2. Green text is the final ASR output and red
text is the ASR output before it is processed by text formatting module.

cination errors and incurred increased com-
putational overhead. Universal-2 switched to
token-based modeling resulting in more accu-
rate Truecasing with reduced computational
demands.

* seq2seq Modeling for ITN: Universal-2 em-
ploys a seq2seq model, which more effectively
captures contextual information for ITN com-
pared to a rule-based approach.

» Multi-objective tagging model: The model
comprises a shared Transformer encoder, fol-
lowed by three distinct classification heads
designed to perform specific tasks: (1) post-
punctuation prediction, (2) token-level true-
casing to address all-uppercase, all-lowercase,
word capitalization, and mixed-case word
identification, and (3) textual span detection
for ITN processing.

» Text span conversion model: The seq2seq
model employs a Transformer-based encoder-
decoder architecture and is utilized to process
normalized mixed-case and ITN spans iden-
tified by the multi-objective tagging model,
generating their corresponding formatted rep-
resentations.

D.4 Training Setup: mBART

mBART-50 (Tang et al., 2020) is a multilingual
seq2seq model designed to demonstrate the feasi-
bility of creating multilingual MT models through
multilingual fine-tuning. Rather than fine-tuning
the model for a single translation direction, it is

fine-tuned across multiple translation directions si-
multaneously. The mBART-50 model extends the
original mBART framework by incorporating 25
additional languages, enabling support for multi-
lingual MT across 50 languages. The pre-trained
model, mBART-large-50, is primarily optimized
for fine-tuning on MT but can also be adapted for
other multilingual seq2seq applications.

Pre-processing setup: Due to the multilingual
nature of the model, it requires input sequences
to adhere to a specific format. A unique language
identifier token is employed as a prefix in both
the source and target texts. The format for the
text is [lang_code] X [eos|, where X represents the
source or target text, and lang_code corresponds
to the source language code for the source text and
the target language code for the target text. The
beginning-of-sequence (bos) token is not utilized.
Once the examples are formatted in this manner,
the model can be trained as a standard seq2seq
model. Pre-processing might also involve cleaning
data (removing noise, handling encoding issues),
truncating or padding sentences to the maximum
sequence length supported by the model, and batch-
ing data for efficient processing.

Training setup: As shown Figure 11, the train-
ing setup for the mBART-large-50 model is de-
signed to optimize performance with a range of
hyperparameters. The learning rate is set to a
relatively low value of 1e-5, ensuring fine-tuning
without overshooting optimal solutions. The learn-
ing rate schedule follows a cosine annealing with
restarts strategy, allowing for periodic adjustments
to prevent overfitting as training progresses. A
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Figure 10: AssemblyAI’s Universal-2 Text Formatting Architecture.

batch size of 32 for both training and evaluation
is chosen to balance computational efficiency and
model convergence. Regularization is applied with
a weight decay of 0.03, and label smoothing of 0.1

1. learning_rate=le-5, . .

2. 1r s chegﬁleritypef' cosine with restarts", is used to help the model generalize better by soft-
3. per_device_train batch size=32, ening the target labels. Training runs for 10 epochs,
4. per device eval batch size=32, < g .

5. weight decay=0.03, providing ample opportunity for the model to adapt
6. label_smoothing_factor=6.1, to the dataset. A warmup phase with 225 steps is
7. num_train epochs=10, . .

8. warmup steps=225, included to gradually ramp up the learning rate and
9. max_input length=256 avoid instability at the start of training. The maxi-

mum input sequence length is capped at 256 tokens,
Figure 11: Fine—tuning conﬁguration of mBART-large- Optlmlzmg memory usage while accommodating
50 model most text sequences.
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learning rate=2e-5,

lr scheduler type="cosine with restarts",
per device train batch size=32,

per device eval batch size=32,

weight decay=0.03,

label smoothing factor=0.1,

num_train epochs=10,

warmup steps=225,

max_input length=256

Co~NoOOUT WN -

Figure 12: Fine-tuning configuration of M2M100-
148M model

D.5 Training Setup: M2M100

M2M100-418M is a multilingual encoder-decoder
model designed for many-to-many multilingual
MT. This model is capable of directly translating
across 9,900 translation directions involving 100
languages.

Preprocessing setup: To translate into a
target language, the target language identifier
(id) is designated as the first generated to-
ken. This can be achieved by specifying the
forced_bos_token_id parameter in the generate
method. The M2M100Tokenizer relies on Senten-
cePiece?’ (SPM). All datasets must undergo deto-
kenization prior to the application of SPM during
the data pre-processing phase. Following the down-
load of raw data, it is necessary to post-process the
data, apply SPM, and then binarize the dataset.

Training setup: As shown in Figure 12,
the learning rate was set to 2 x 107°, with a
cosine_with_restarts learning rate scheduler
employed to dynamically adjust the learning rate
during training. A per-device batch size of 32
was used for both training and evaluation to bal-
ance computational efficiency and memory usage.
Weight decay was applied with a factor of 0.03 to
regularize the model and prevent overfitting. To fur-
ther enhance generalization, a label smoothing fac-
tor of 0.1 was introduced. The model was trained
for 10 epochs, with the first 225 steps dedicated to
warmup to allow a gradual ramp-up of the learn-
ing rate. Additionally, the maximum input length
for sequences was capped at 256 tokens to ensure
efficient processing of data. This training configu-
ration was chosen to achieve optimal performance
on multilingual MT tasks.

D.6 Training Setup: Marian

Marian is an encoder-decoder fine-tuned on one-
to-one translation task, which is built upon BART

Yhttps://pypi.org/project/sentencepiece/

architecture. The original Marian is a highly ef-
ficient and open-source NMT framework, imple-
mented in pure C++ with minimal external depen-
dencies. Its development is primarily led by the Mi-
crosoft Translator team. All models are transformer
encoder-decoders with 6 layers in each component.

learning rate=2e-5,

1r scheduler type="cosine with restarts",
per device train batch size=32,

per device eval batch size=32,

weight decay=0.03,

label smoothing factor=0.1,

num_train epochs=10,

warmup steps=225,

max_input length=256

OCoNOOUA WN =

Figure 13: Fine-tuning configuration of Marian model

We employed the Python Hugging Face version
for training instead of C++ version, as shown in
Figure 14.

Training setup: As shown in Figure 13,
the learning rate was set to 2 x 1075, and a
cosine learning rate scheduler with restarts
(cosine_with_restarts) was utilized to
adjust the learning rate dynamically during
training.  The batch size for both training
and evaluation was fixed at 32 samples per
device (per_device_train_batch_size and
per_device_eval_batch_size). A weight decay
value of 0.03 was applied to mitigate overfitting,
and label smoothing with a factor of 0.1 was
incorporated to improve model generalization.
The model was trained for a total of 10 epochs
(num_train_epochs), with 225 warmup steps
(warmup_steps) to stabilize the optimization
process.  Additionally, the maximum input
sequence length was restricted to 256 tokens
(max_input_length) to efficiently handle the
computational requirements.

D.7 Training Setup: Llama

The Meta Llama 3.1 series comprises a collection
of multilingual LL.Ms designed for text-based input
and output. These pre-trained and instruction-tuned
generative models, specifically the 8B parameter
variant, are optimized for multilingual dialogue ap-
plications. The Llama 3.1 instruction-tuned mod-
els demonstrate superior performance compared to
numerous open-source and proprietary conversa-
tional models across standard industry benchmarks.
In our experiments, we employed Llama-3.1-8B
model.
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from transformers import AutoTokenizer, AutoModelForSeq2SeqlM

tokenizer = AutoTokenizer.from_pretrained("Helsinki-NLP/opus-mt-en-de")

model = AutoModelForSeq2SeqlLM.from_pretrained("Helsinki-NLP/opus-mt-en-de")

Figure 14: Python Hugging Face version. Marian C++ version is much more efficient for training but it is more
difficult to train and deploy. Thus in the scope of our experiments, we only used Hugging Face implementation.

Model architecture: Llama-3.1-8B is an autore-
gressive language model (decoder-only model) de-
signed with an optimized transformer architecture.
The fine-tuned variants employ Supervised Fine-
tuning (SFT) and reinforcement learning with hu-
man feedback (RLHF) to enhance alignment with
human preferences for both helpfulness and safety.

Training setup: As shown in Figure 16, the
training setup for the Llama-3.1-8B model was
configured with a per-device training batch size
of 4 and a gradient accumulation of 4 steps to ef-
fectively utilize hardware resources. The training
process involved a warmup phase consisting of 1
step, followed by a single training epoch. The max-
imum number of training steps was set to 200, with
an extended English configuration allowing up to
300 steps. A learning rate of 2 x 10~* was used,
alongside mixed-precision training, where FP16
was enabled if BF16 support was unavailable. Con-
versely, BF16 was activated on supported devices.
The AdamW optimizer in its 8-bit variant was em-
ployed, with a weight decay of 0.01 to mitigate
overfitting. A linear learning rate scheduler was
adopted, and logging was performed at every step
to ensure detailed progress tracking throughout the
training process.

D.8 Training Setup: Qwen

The Qwen2.5 LLMs have been pre-trained on a
newly developed large-scale dataset comprising
up to 18 trillion tokens, representing a substantial
expansion compared to Qwen2. This enhanced
pre-training has endowed Qwen2.5 with signifi-
cantly improved capabilities, including advanced
instruction-following, the ability to generate ex-
tended texts exceeding 8,000 tokens, improved
comprehension of structured data (e.g., tables), and
enhanced generation of structured outputs, particu-
larly in JSON format. Qwen2.5 supports a context
length of up to 128,000 tokens and can produce out-

puts of up to 8,000 tokens. Additionally, these mod-
els maintain multilingual functionality, encompass-
ing more than 29 languages, such as Chinese, En-
glish, French, Spanish, Portuguese, German, Ital-
ian, Russian, Japanese, Korean, and Vietnamese.

We employed Qwen-2.5-7B version. Its model
card is shown in Figure 17 and its Hugging Face
implementation is shown in Figure 18. Qwen-2.5-
7B could also be run locally via Ollama?® service.
However, in the scope of our experiments, we only
used Hugging Face for training.

Training setup: As shown in Figure 16, the
training setup for the Qwen-2.5-7B model was con-
figured with a per-device training batch size of 4
and a gradient accumulation of 4 steps to effec-
tively utilize hardware resources. The training pro-
cess involved a warmup phase consisting of 1 step,
followed by a single training epoch. The maxi-
mum number of training steps was set to 200, with
an extended English configuration allowing up to
300 steps. A learning rate of 2 x 10~* was used,
alongside mixed-precision training, where FP16
was enabled if BF16 support was unavailable. Con-
versely, BF16 was activated on supported devices.
The AdamW optimizer in its 8-bit variant was em-
ployed, with a weight decay of 0.01 to mitigate
overfitting. A linear learning rate scheduler was
adopted, and logging was performed at every step
to ensure detailed progress tracking throughout the
training process.

D.9 Training Setup: Mistral

Mistral 7B is an LLM consisting of 7 billion pa-
rameters, developed and released by Mistral Al.
This model has been meticulously engineered to of-
fer a balance of computational efficiency and high
performance, making it suitable for practical appli-
cations. Upon its release, Mistral 7B demonstrated

Zhttps://github.com/ollama/ollama
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Training Data Params Input
modalities
Llama A new mix of 8B Multilingual
3.1 (text publicly available Text
only) online data.
70B Multilingual
Text
405B Multilingual
Text

Out put Context GQA Token Knowledge
modalities length count cutoff
Multilingual 128k Yes 15T+ December
Text and 2023

code

Multilingual 128k Yes

Text and

code

Multilingual 128k Yes

Text and

code

Figure 15: Model card of Llama 3.1 family. The Llama 3.1 family of models was pre-trained on approximately 15
trillion tokens sourced from publicly available datasets, with token counts reflecting pre-training data exclusively.
All versions of Llama 3.1 utilize Grouped Query Attention (GQA) to enhance inference scalability. Fine-tuning was
conducted using a combination of publicly available instruction datasets and over 25 million synthetically generated
examples. The pre-training dataset has a cutoff date of December 2023.

per device train batch size
gradient accumulation steps
warmup steps = 1,
num_train_epochs = 1,
max_steps = 200 , (with english max steps=300)
learning rate = 2e-4,

fplé = not is bfloatl6é supported(),

bfl6 = is bfloatl6 supported(),

logging steps =1,

10. optim = "adamw 8bit",

11. weight decay = 0.01,

12. 1r scheduler type = "linear"

OCoONOUTEA WN

Figure 16: Fine-tuning configuration of LLM model

superior performance across all evaluated bench-
marks, surpassing the leading open-source 13B-
parameter model, Llama 2. We employed Mistral-
v0.3-7B?’ version.

Model architecture: The model incorporates
attention mechanisms such as

* GQA: which enhances inference speed and
reduces memory usage during decoding

¢ Sliding Window Attention (SWA) (Child et al.,
2019; Beltagy et al., 2020): enabling the
processing of sequences of arbitrary length
while minimizing inference cost, in which
each layer attends to the previous 4,096 hid-
den states. The primary advancement, and

“https://huggingface.co/mistralai/Mistral-7B-v0.3

the primary motivation for the initial inves-
tigation, is the linear computational cost of
O(sliding_window.seq_len).

Sliding window attention leverages the hi-
erarchical structure of transformer layers to
extend the receptive field beyond the fixed
window size. Specifically, a token ¢ at layer
k attends to the tokens in the range [i —
sliding_window, 7] at layer £ — 1. These at-
tended tokens, in turn, have attended to tokens
in the range [i — 2 x sliding_window, i| at
layer £ — 2. As a result, higher layers are able
to access information from tokens further in
the past than what the local attention pattern
of the current layer suggests.

Finally, a constrained attention span allows
for the limitation of the cache size to that of
a sliding window of tokens, facilitated by the
use of rotating buffers. This approach reduces
the cache memory requirement by 50% for in-
ference on sequences of length 8192, without
compromising model performance.

FlashAttention (Dao et al., 2022; Dao, 2024)
and xFormers (Lefaudeux et al., 2022): In
practice, changes made to FlashAttention and
xFormers yield a 2x speed improvement for
sequence length of 16k with a window of 4k.
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Models # Paroms (B) # Non-Emb Params (B) # Layers

Qwen2.5-0.5B 0.49 0.36 24 14/2

Qwen2.5-1.58 1.5 1.3 28 12/2

Qwen2,5-3B 31 28 36 16/2

Qwen2.5-78 7.6 é.5 28 28/4

Qwen2.5-14B . 131 48 40/8

Qwen2.5-328B 31.0 64 40/8

Qwen2.5-72B 70.0 80 64/8

Qwen2.5-Coder

5s 13 28

12/2

Qwen2.5-Coder

7B 6.5 28

28/4
Qwen2.5-Math-

1.58 1.3 28

12/2
Qwen2.5-Math-

78 6.5 28

28/4
Qwen2.5-Math-

728 80 84/8

# Head (@ / KV)

# Tie Embedding Context Length Generation Length License

Yes 32K 14 Apache 2.0
32K 8K Apache 2.0
32K 8K Qwen Research
:1.4 Apache 2.0
:14 Apache 2.0
8K Apache 2.0
8K Qwen

2K Apache 2.0

2K Apache 2.0

2K Apache 2.0

2K Apache 2.0

2K Qwen

Figure 17: Model card of Qwen2.5 family.The training setup for Qwen-2.5-7B features a causal language model
architecture. This model employs transformers with various advanced components, including RoPE (Rotary
Positional Embeddings), SwiGLU activation functions, RMSNorm normalization, and Attention QKV bias. With
a total of 7.61 billion parameters, the Qwen2.5 model has 6.53 billion parameters dedicated to non-embedding
components. The model consists of 28 layers, with attention heads configured as 28 for the Query (Q) and 4
for Key-Value (KV). The model is designed for a context length of 131,072 tokens, allowing for processing of
long-range dependencies in text sequences during pre-training.

Training setup: As shown in Figure 16, the
training setup for the Mistral-v0.3-7B model was
configured with a per-device training batch size
of 4 and a gradient accumulation of 4 steps to ef-
fectively utilize hardware resources. The training
process involved a warmup phase consisting of 1
step, followed by a single training epoch. The max-
imum number of training steps was set to 200, with
an extended English configuration allowing up to
300 steps. A learning rate of 2 x 10~ was used,
alongside mixed-precision training, where FP16
was enabled if BF16 support was unavailable. Con-
versely, BF16 was activated on supported devices.
The AdamW optimizer in its 8-bit variant was em-
ployed, with a weight decay of 0.01 to mitigate
overfitting. A linear learning rate scheduler was
adopted, and logging was performed at every step
to ensure detailed progress tracking throughout the
training process.

D.10 Training Setup: Google Translate

Using Google Translate as a MT model in a cas-
caded ST system can provide a powerful and scal-
able solution for real-time multilingual communica-

tion. In a cascaded ST setup, the process typically
involves two stages: first, ASR module converts
audio into text, and then an MT model like Google
Translate is used to render that text into the desired
language.

By leveraging Google Translate, which is backed
by advanced NMT techniques, the system can pro-
vide high-quality, context-aware translations. The
integration of Google Translate into the ST sys-
tem offers several benefits, including the ability to
handle a wide range of language pairs, rapid up-
dates, and continuous improvements due to the vast
data the system processes. Additionally, Google
Translate has been trained on massive multilingual
corpora, which helps it deal with diverse linguistic
nuances and idiomatic expressions.

However, this approach also comes with chal-
lenges. One potential issue is that the quality of
the ASR output plays a critical role in the over-
all effectiveness of the MT. If the ASR system
produces too many errors or misinterprets the au-
dio, Google Translate will likely propagate these
errors, leading to inaccuracies in the final trans-
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model name = "Qwen/Qwen2.5-7B-Instruct"

model = AutoModelForCausallLM.from pretrained(
model name,
torch dtype="auto",
device map="auto"

OooO~NOU A WNE

)

10. tokenizer = AutoTokenizer.from pretrained(model name)

from transformers import AutoModelForCausallLM, AutoTokenizer

12. prompt = "Give me a short introduction to large language model."

13. messages = [

14. {"role": "system", "content": "You are Qwen, created by Alibaba Cloud. You are a helpful assistant."},
15. {"role": "user", "content": prompt}

16. 1]

17. text = tokenizer.apply chat template(

18. messages,

19. tokenize=False,

20. add generation prompt=True

21. )

22. model_inputs = tokenizer([text], return_tensors="pt").to(model.device)

23.

24. generated ids = model.generate(

25. **model inputs,

26. max_new tokens=512

27. )

28. generated ids = [

29. output ids[len(input ids):] for input ids, output ids in zip(model inputs.input ids, generated ids)
30. ]

31.

32. response = tokenizer.batch decode(generated ids, skip special tokens=True)[0]

Figure 18: Hugging Face implementation of Qwen-2.5-7B model. The implementation for Qwen-2.5-7B is also
conducted via Ollama to run locally. We can also access the Ollama service via its OpenAl-compatible API.
However, in the scope of our experiments, we only used Hugging Face for training.

lated output. Furthermore, Google Translate may
struggle with medical-domain language or highly
medical content, which may require fine-tuning or
customization to ensure higher MT accuracy.
Despite these challenges, using Google Trans-
late in a cascaded ST system remains a viable and
practical solution for multilingual communication,
especially when quick deployment and ease of in-
tegration are paramount. It is also an ideal solu-
tion when working with a wide array of languages,
as Google Translate supports over 100 languages,
making it adaptable to diverse linguistic needs.

D.11 Training Setup: VinAlI Translate

The pre-trained VinAl Translate models represent
state-of-the-art systems for Vietnamese-to-English
and English-to-Vietnamese text translation. The
platform features a user-friendly, interactive inter-
face and incorporates advanced models for ASR,
MT, and text-to-speech (TTS). Experimental re-
sults demonstrate that the system achieves state-
of-the-art performance, surpassing Google Trans-
late in both automated and human evaluations on
publicly available Vietnamese-English translation
benchmarks.

In our experiments, we only leveraged the
MT module of VinAl Translate for our bilingual
Vietnamese-English cascaded ST systems.

1. {

2. "_name_or_path": "vinai/vinai-translate-en2vi",
3. "activation function": "gelu",

4. "add bias logits": false,

5. "add_final layer norm": true,

6. "architectures": [

7. "MBartForConditionalGeneration"
8. 1,

9. "d _model": 1024,
10. "decoder_attention heads": 16,
11. "decoder_ffn dim": 4096,
12. "decoder layers": 12,
13. "encoder_attention heads": 16,
14. "encoder_ffn dim": 4096,

15. "encoder layers": 12,

16. "is encoder decoder": true,

17. "max_length": 1024,

18. "max_position embeddings": 1024,
19. "model type": "mbart",
20. "normalize before": true,
21. "normalize embedding": true,
22. "num_beams": 5,
23. "num_hidden_layers": 12,
24. "output past": true,
25. "pad token id": 1,
26. "static_position embeddings": false,
27. "vocab size": 91408
28. }

Figure 19: Fine-tuning configuration of VinAlI Trans-
late model

The pre-trained MT component: The pre-
trained seq2seq model mBART is first fine-tuned
using 3M high-quality English-Vietnamese sen-
tence pairs from the PhoMT dataset (Doan et al.,
2021) for English-to-Vietnamese translation. Sub-
sequently, the fine-tuned model is employed to
translate English sentences from "noisy" datasets
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into Vietnamese. Sentence pairs with BLEU scores
in the range of 0.15 to 0.95 are selected, result-
ing in an additional 6M pairs. Combining these
with the initial 3M pairs yields a total of 9M high-
quality sentence pairs. To simulate ASR output,
this dataset is augmented for each translation di-
rection (English-to-Vietnamese and Vietnamese-
to-English) by applying lowercase conversion and
punctuation removal to the source sentences while
keeping the target sentences unchanged. This aug-
mentation adds another 9M sentence pairs for each
direction, resulting in 18M sentence pairs per di-
rection. The mBART model is then fine-tuned for
each translation direction using the full 18M sen-
tence pairs to develop the machine translation MT
component.

Training setup: As shown in Figure 19, we
adopted pre-trained MT model from VinAl Trans-
late to fine-tune on our own dataset. The model
utilizes the MBartForConditionalGeneration
framework with a transformer-based encoder-
decoder structure. The encoder and decoder each
consist of 12 layers, with 16 attention heads per
layer, and a Feed-Forward Network (FFW) dimen-
sion of 4096. The hidden layer size is set to 1024,
with a maximum sequence length and position em-
beddings capped at 1024. The activation function
employed is gelu, and both embedding and layer
normalization are applied before each layer. The
model includes a vocabulary size of 91,408 tokens
and does not use static position embeddings. Dur-
ing generation, the beam search decoding strategy
is employed with 5 beams. Additional features in-
clude the use of a pad token ID of 1, final layer
normalization, and bias-free logits.

D.12 Training Setup: EnViT5

The EnViT5 model is a Text-to-Text Transformer
based on the encoder-decoder architecture intro-
duced within the T5 framework proposed by Raffel
et al. (2020). For pre-training, the model utilizes
the CC100 dataset, a monolingual dataset derived
from web crawl data, as described by Wenzek et al.
(2020). This corpus comprises monolingual data
for over 100 languages. Subsequently, the model
is fine-tuned using MTet, the largest publicly avail-
able parallel corpus for English-Vietnamese transla-
tion. MTet, as published along with EnViT5 model,
contains 4.2 million high-quality training sentence
pairs and includes a multi-domain test set curated
by the Vietnamese research community.

Training setup: As shown in Figure 20, the

1. {

2. "architectures": [

3. "T5ForConditionalGeneration"

4. 1,

5. "d_ff": 2048,

6. "d kv": 64,

7. "d model": 768,

8. "is encoder decoder": true,

9. "layer _norm_epsilon": le-06,

10. "model type": "t5",

11. "num _decoder layers": 12,

12. "num_heads": 12,

13. "num_layers": 12,

14. "relative attention max distance": 128,
15. "relative attention num buckets": 32,
16. "tie word embeddings": false,

17. "vocab size": 50048

18. }

Figure 20: Fine-tuning configuration of EnViT5 model

training setup utilizes a model architecture based
on the T5ForConditionalGeneration class,
designed for tasks requiring a Transformer-based
encoder-decoder structure. The model configura-
tion includes a hidden dimensionality (d_model)
of 768, with FFW sublayers of size 2048 (d_ff)
and key-value dimensionality (d_kv) of 64. It
consists of 12 encoder layers and 12 decoder
layers (num_layers and num_decoder_layers),
each employing 12 attention heads (num_heads).
Relative position embeddings are implemented
with a maximum attention distance of 128
(relative_attention_max_distance) and 32
buckets (relative_attention_num_buckets).
Layer normalization is applied with an ep-
silon value of 1075 (layer_norm_epsilon).
The model does not tie word embeddings
(tie_word_embeddings = false) and supports a
vocabulary size of 50,048 tokens (vocab_size).

D.13 Training Setup: SeamlessM4T

SeamlessM4T is a foundational, all-in-one mas-
sively multilingual and multimodal MT model
designed to provide high-quality translations for
both speech and text across nearly 100 languages.
The SeamlessM4T framework supports the follow-
ing tasks: Speech-to-speech translation (S2ST),
Speech-to-text translation (S2TT), Text-to-speech
translation (T2ST), Text-to-text translation (T2TT),
ASR.

Key language support capabilities include: 101
languages for speech input, 96 languages for text
input and output, 35 languages for speech output.
As the first model of its kind, SeamlessM4T en-
ables simultaneous S2ST and S2ST for multiple
source and target languages.
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1. {

2. "activation function": "relu",

3. "adaptor _kernel size": 8,

4, "adaptor stride": 8,

5. "add_adapter": true,

6. "architectures": [

7. "SeamlessM4Tv2Model"

8. I,

9. "char_vocab size": 10943,

10. "conv_depthwise kernel size": 31,

11. "decoder attention heads": 16,

12. "decoder_ ffn dim": 8192,

13. "decoder layerdrop": 0.05,

14. "decoder layers": 24,

15. "decoder start token id": 3,

16. "encoder attention heads": 16,

17. "encoder_ffn_dim": 8192,

18. "encoder layerdrop": 0.05,

19. "encoder layers": 24,

20. "feature projection input dim": 160,
21. "hidden size": 1024,

22. "is encoder decoder": true,

23. "lang_embed dim": 256,

24. "layer norm eps": le-05,

25. "max_position_embeddings": 4096,

26. "num_adapter layers": 1,

27. "num _attention heads": 16,

28. "num_hidden_layers": 24,

29. "position embeddings type": "relative key",
30. "sampling rate": 16000,
31. "speech encoder attention heads": 16,
32. "speech _encoder chunk size": 20000,
33. "speech encoder hidden act": "swish",
34. "speech encoder intermediate size": 4096,
35. "speech _encoder layers": 24,
36. "spkr_embed_dim": 256,
37. "vocab size": 256102,
38. }

Figure 21: Fine-tuning configuration of SeamlessM4T-
large-v2 model

The latest version of SeamlessM4T incorporates
multitask-UnitY?2, featuring a non-autoregressive
unit decoder and hierarchical upsampling to en-
hance data efficiency in predicting translation units.
Additionally, the model includes the w2v-BERT
2.0 speech encoder, pre-trained on 4.5 million
hours of unlabeled audio data. The multitask model
has been fine-tuned with increased supervision us-
ing automatically aligned data pairs to improve per-
formance, particularly for low-resource languages.

SeamlessM4T leverages the Efficient Monotonic
Multihead Attention (EMMA) mechanism (Ma
et al., 2023), allowing for low-latency generation
of target translations without requiring complete
source utterances, thereby enabling real-time MT
capabilities.

Training setup: As shown in Figure 21, the
SeamlessM4T-large-v2 model is designed to lever-
age a robust architecture with an encoder-decoder
framework, incorporating 24 encoder and 24 de-
coder layers. The encoder and decoder use 16
attention heads, a hidden size of 1024, and FFW
network dimensions of 8192. The activation func-
tion is set to ReLU, with layer_norm_eps config-

ured at 1075, The maximum position embeddings
extend up to 4096, utilizing a relative key-based
position embedding type. The system integrates a
speech encoder with 24 layers, 16 attention heads,
an intermediate size of 4096, and a swish activa-
tion function, operating on a sampling rate of 16
kHz and a chunk size of 20,000. Adapter layers
are added with one adapter per layer, featuring a
kernel size of 8, a stride of 8, and a depthwise con-
volution kernel size of 31. The model, based on
the SeamlessM4Tv2Model architecture, supports a
vocabulary size of 256,102 for text and 10,943 for
characters. Additional features include speaker
embeddings and language embeddings, both of di-
mension 256. To ensure stability, a dropout rate of
0.05 is applied to both encoder and decoder layers.

D.14 Training Setup: Qwen-Audio

1. {

2. "architectures": [

3. "Qwen2AudioForConditionalGeneration"
4. 1,

5. "audio config": {

6. "model type": "qwen2 audio encoder",
7. "num_mel bins": 128,

8. "encoder layers": 32,

9. "encoder attention heads": 20,
10. "encoder ffn dim": 5120,

11. "d model": 1280,

12. "activation function": "gelu",
13. "scale embedding": false,

14. },
15. "audio token index": 151646,
16. "model type": "qwen2 audio",
17. "text config": {
18. "intermediate size": 11008,
19. "max_position embeddings": 8192,
20. "model type": "qwen2",
21. "rope theta": 10000,
22. "rms_norm_eps": le-5,
23. "sliding window": 32768,
24, "vocab size": 156032
25. },
26. "vocab size": 156032
27. }

Figure 22: Fine-tuning configuration of Qwen2-Audio-
7B-Instruct model

The Qwen2-Audio series represents the latest
advancements in the Qwen large audio-language
model framework. This model is designed to pro-
cess diverse audio signal inputs, enabling com-
prehensive audio analysis and generating direct
textual responses based on spoken instructions.
Qwen2-Audio supports over eight languages and
dialects, including but not limited to Chinese, En-
glish, Cantonese, French, Italian, Spanish, German,
and Japanese.

The Qwen language model and an audio encoder
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serve as the foundational models. Multi-task pre-
training is subsequently applied to achieve audio-
language alignment, followed by supervised fine-
tuning and direct preference optimization (DPO).
These steps are designed to enhance the model’s
performance on downstream tasks and align with
human preferences.

Training setup: As shown in Figure 22, we
fine-tuned Qwen2-Audio-7B-Instruct in an end-
to-end ST manner. The training setup leverages
the Qwen2AudioForConditionalGeneration ar-
chitecture, which combines an advanced audio en-
coder and a text-based generative model. The audio
encoder configuration (qwen2_audio_encoder) in-
cludes 128 mel bins for the MFCC, 32 encoder
layers, 20 attention heads per layer, a FFW dimen-
sion of 5120, and a model dimension (d_model)
of 1280. The encoder employs the GELU activa-
tion function and does not scale embeddings. For
token-level alignment, the audio token index is set
to 151646. The text model (gwen2) features an in-
termediate size of 11008, supports a maximum of
8192 positional embeddings, and uses rotary posi-
tion encoding with a scaling factor (rope_theta)
of 10000. Additionally, the sliding window size is
32768 to handle long-context text processing. Both
the audio and text models share a vocabulary size
of 156032.
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D.15 In-context Learning Prompt

We present our prompt templates used in in-context learning experiments.

Prompt template for SFT on the entire dataset is shown in Figure 23 for Llama-3.1-8B, Figure 26 for
Qwen-2.5-7B, and Figure 29 for Mistral-v0.3-7B.

Prompt template for few-shot learning is shown in Figure 24 for Llama-3.1-8B, Figure 27 for Qwen-
2.5-7B, and Figure 30 for Mistral-v(.3-7B.

Prompt template for zero-shot learning is shown in Figure 25 for Llama-3.1-8B, Figure 28 for Qwen-
2.5-7B, and Figure 31 for Mistral-v0.3-7B.

You are Llama-3.1-8B, a useful assistant by Meta.

Below is an instruction that describes a task, paired with an input that provides further
context. Write a response that appropriately completes the request.

### Instruction: Translate the following sentence from English to Vietnamese:

### Input: As already said, I'm a wife, a mother, and a full-time finance professional with a
daily three-hour round-trip commute. I'm an ME/CFS patient and | am one of the lucky ones.

### Response: Toi la mot ngu’c‘gi ve, mot ngudi me \{é mc}‘t chuyén gia té‘i chinh toan thoi
gian, voi quang dwong di chuyén hang ngay la ba tiéng dong ho di va ve. Tai la bénh nhan
ME/CFS va t6i la mét trong nhirng ngwdi may man.

Figure 23: Prompt template for SFT on the entire dataset using Llama-3.1-8B model. This prompt is used for
cascaded ST system.
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£ “You are Llama-3.1-8B, a useful assistant by Meta. a1
Translate the following sentence from English to Vietnamese:
Example 1:

##Input: | get a few, | get a, | get a couple of different lasers | get to do, but, um, uh, they,
they do a lot more. So shout out those retina doctors with their lasers, their fancy lasers.

###Response: T6i st dung mét vai loai laser khac nhau, t6i c6 thé st dung mét s6 trong s6
chiing, nhwng ching lam dwoc nhieu hon thé. Vi vay, hdy danh mét 1oi cdm on dén cac bac
si vdng mac v&i laser cla ho, nhirng laser tuyét voi cla ho.

|
|
|
|
|
|
|
|
|
|
Now, translate this text: |
|

###Input: is activated, it also generates heat. And so this is also being used. But while these |
. studies have been really interesting and intriguing in humans, in the end, if you really want to /

##H Response:

Figure 24: Prompt template for few-shot learning using Llama-3.1-8B model. This prompt is used for cascaded
ST system.
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" You are Llama-3.1-8B, a useful assistant by Meta.
Translate the following sentence from English to Vietnamese:

#HtInput: is activated, it also generates heat. And so this is also being used. But while these
studies have been really interesting and intriguing in humans, in the end, if you really want to

### Response:

Figure 25: Prompt template for zero-shot learning using Llama-3.1-8B model. This prompt is used for cascaded
ST system.
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You are Qwen-2.5-7B, a useful assistant by Alibaba.

Below is an instruction that describes a task, paired with an input that provides further
context. Write a response that appropriately completes the request.

### Instruction: Translate the following sentence from English to Vietnamese:

### Input: As already said, I'm a wife, a mother, and a full-time finance professional with a
daily three-hour round-trip commute. I'm an ME/CFS patient and | am one of the lucky ones.

### Response: T6i la mot ngu’Q’i ve, mOt ngudi me \{é m(f)‘t chuyén gia t@i chinh toan thoi
gian, voi quang duong di chuyén hang ngay la ba tieng dong ho di va vé. T6i la bénh nhan
ME/CFS va t6i la mét trong nhirng nguwdi may man.

Figure 26: Prompt template for SFT on the entire dataset using Qwen-2.5-7B model. This prompt is used for
cascaded ST system.
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£ "You are Qwen-2.5-7B, a useful assistant by Alibaba. "\.
Translate the following sentence from English to Viethamese:
Example 1:

###Input: | get a few, | get a, | get a couple of different lasers | get to do, but, um, uh, they,
they do a lot more. So shout out those retina doctors with their lasers, their fancy lasers.

###Response: Toi st dung mot vai loai laser khac nhau, t6i c6 thé st dung mét s6 trong s6
chuing, nhwng ching lam dwoc nhiéu hon thé. Vi vay, hdy danh moét I&i cdm on dén cac bac
sT vong mac v&i laser cta ho, nhirng laser tuyét voi cla ho.

|
|
|
|
|
|
|
|
|
|
Now, translate this text: |
|

. ##H#Input: is activated, it also generates heat. And so this is also being used. But while these |
+ studies have been really interesting and intriguing in humans, in the end, if you really want to /

#### Response:

Figure 27: Prompt template for few-shot learning using Qwen-2.5-7B model. This prompt is used for cascaded ST
system.
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You are Qwen-2.5-7B, a useful assistant by Alibaba.
Translate the following sentence from English to Vietnamese:

###Input: is activated, it also generates heat. And so this is also being used. But while these
studies have been really interesting and intriguing in humans, in the end, if you really want to

### Response:

Figure 28: Prompt template for zero-shot learning using Qwen-2.5-7B model. This prompt is used for cascaded
ST system.
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You are Mistral-v0.3-7B, a useful assistant by Mistral Al.

Below is an instruction that describes a task, paired with an input that provides further
context. Write a response that appropriately completes the request.

### Instruction: Translate the following sentence from English to Vietnamese:

### Input: As already said, I'm a wife, a mother, and a full-time finance professional with a
daily three-hour round-trip commute. I'm an ME/CFS patient and | am one of the lucky ones. '

"

### Response: T6i la mot ngu’Q’i v, mOt ngudi me \{é mcf)‘t chuyén gia té‘\i chinh toan thoi
gian, voi quang duong di chuyén hang ngay la ba tieng dong ho di va vé. T6i la bénh nhan
ME/CFS va t6i la mét trong nhirng ngudi may man.

i

Figure 29: Prompt template for SFT on the entire dataset using Mistral-v0.3-7B model. This prompt is used for
cascaded ST system.
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¥ "You are Mistral-v0.3-7B, a useful assistant by Mistral Al. al
Translate the following sentence from English to Vietnamese:
Example 1:
###Input: | get a few, | get a, | get a couple of different lasers | get to do, but, um, uh, they,
they do a lot more. So shout out those retina doctors with their lasers, their fancy lasers.
chung, nhwng ching lam dwoc nhiéu hon thé. Vi vay, hay danh mét 161 cdm on dén cac bac
si vong mac v&i laser clia ho, nhirng laser tuyét voi clia ho.

|
|
|
|
|
|
###Response: Toi st dung mot vai loai laser khac nhau, t6i co thé st dung mét sb trong s :
|
|
Now, translate this text: |

|

. ###Input: is activated, it also generates heat. And so this is also being used. But while these |
., studies have been really interesting and intriguing in humans, in the end, if you really want to /

### Response:

Figure 30: Prompt template for few-shot learning using Mistral-v0.3-7B model. This prompt is used for cascaded
ST system.
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You are Mistral-v0.3-7B, a useful assistant by Mistral Al.
Translate the following sentence from English to Vietnamese:

###Input: is activated, it also generates heat. And so this is also being used. But while these
studies have been really interesting and intriguing in humans, in the end, if you really want to

### Response:

Figure 31: Prompt template for zero-shot learning using Mistral-v0.3-7B model. This prompt is used for cascaded
ST system.
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E Details of Evaluation Metrics

E.1 Discussion about Automatic Evaluation
Metrics

In this section, we discuss the advantages and dis-
advantages of two types of automatic evaluation
metrics in MT: n-gram overlap metrics (e.g. BLEU,
METEOR, etc.) and embeddings-based metrics
(e.g. BERTScore)

N-gram overlap metrics:

* Advantages:

— Simplicity and widespread use: N-gram
overlap metrics are widely used in MT,
especially BLEU, making them a stan-
dard for benchmarking models and en-
abling easy comparison across studies.

— Efficient computation: N-gram overlap
metrics are computationally efficient and
works well for quick assessments of
translation quality.

— Word n-gram matching: By focusing on
n-gram overlaps, these metrics capture
the degree of lexical similarity between
the hypothesis and reference translations.

* Disadvantages:

— Insensitive to semantics: N-gram overlap
metrics rely solely on surface-level word
matches, failing to account for semantic
similarity or paraphrasing.

— Context ignorance: N-gram overlap met-
rics do not account for context, which is
crucial in capturing the nuances of MT.

— Reliance on references: The quality of n-
gram overlap metrics heavily depends on
the availability of high-quality reference
translations, limiting its reliability in low-
resource scenarios.

— Bias towards short phrases: N-gram over-
lap metrics may over-penalize longer,
valid translations due to brevity penal-
ties or under-represented n-grams.

Embeddings-based metrics:

* Advantages:

— Semantic sensitivity: By leveraging
contextual embeddings from models
like BERT (Devlin et al., 2019) for
BERTScore, embeddings-based metrics

capture semantic similarity and accounts
for paraphrasing better than n-gram over-
lap metrics.

— Robust to variations: Embeddings-based
metrics are more robust to word order
and phrasing differences, making it suit-
able for languages with flexible syntactic
structures.

— Handles low-resource scenarios:
Embeddings-based metrics perform well
even with a limited number of reference
translations by emphasizing meaning
over exact matches.

* Disadvantages:

— Higher computational cost: Calculating
embeddings-based metrics requires the
use of pre-trained transformer models,
making it more resource-intensive.

— Dependency on pre-trained models: The
quality of embeddings-based metrics de-
pends on the pre-trained embeddings,
which might not always align well with
the target language or domain.

— Less established: Embeddings-based
metrics are relatively newer and less stan-
dardized, which may hinder direct com-
parisons across different studies.

— Overemphasis on semantic similarity:
While beneficial, embeddings-based met-
rics may overlook syntactic errors or
stylistic mismatches that are critical in
ST.

Both n-gram overlap metrics and embeddings-
based metrics have their merits and limitations, and
their effectiveness often depends on the specific
requirements of the ST task. Combining them or
using them in tandem with human evaluation can
provide a more comprehensive assessment.

BLEU (Bilingual Evaluation Understudy):
The BLEU score measures the similarity between
a candidate translation Can and one or more refer-
ence translations Ref by calculating the precision

of n-gram matches, penalized for brevity.

Modified n-gram precision: The modified preci-
sion Prec,, is calculated for n-grams of size n as
below

> gecan Min(count(g, Can), count(g, Ref))
>~ gecan count(g, Can)

Prec, = (29)

where:
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- g represents an n-gram

- count(g, Can) is the frequency of g in the can-
didate

- count(g, Ref) is the frequency of ¢ in the ref-
erence

Brevity Penalty (BP): A brevity penalty accounts
for the candidate translation being shorter than the
reference:

L
BP:{ 1ilen(Ref)
e len(Can) ,
(30)

BLEU Score: The BLEU score is computed
as the geometric mean of the n-gram precisions,
weighted by a constant w,:

if len(Can) > len(Ref),

otherwise.

N
BLEU = BP - exp (Z wy, log Precn> (31)

n=1

Typically, N = 4 (up to 4-grams), and w,, = %

BERTScore: BERTScore evaluates the seman-
tic similarity between the candidate Can and refer-
ence Ref by computing cosine similarities of their
token embeddings.

Token Embeddings: Let E(Can) = {can;} and
E(Ref) = {ref;} be the token embeddings of Can
and Ref, obtained from a pre-trained model like
BERT.

Cosine Similarity Matrix: Compute the cosine
similarity between all pairs of token embeddings
as below

. can; - ref;
Simj; = ————— (32)
Y |lcan;|[[ref;]|
Precision, Recall, and F1 Score:
- Precision:
|Can|
Prec = Can Zz; mjax Sim;; (33)
- Recall:
|Ref|
7j=1
- F1 Score (BERTScore):
Prec - R
BERTScore — 2 - — "¢ (35
Prec 4+ Rec

In practice, BERTScore can be averaged across
a dataset to produce a final evaluation score.

WER: Both WER and CER are common metrics
for evaluating the quality of ASR for ST. They com-
pare the output sequence (hypothesis) with a refer-
ence sequence and compute the number of errors in
terms of word or character differences. WER mea-
sures the ratio of the total number of word-level
errors (insertions, deletions, and substitutions) to
the total number of words in the reference.

Definition:

Sub + Del + Ins
Num

WER = (36)

where:
- Sub: Number of word substitutions
- Del: Number of word deletions
- Ins: Number of word insertions
- Num: Total number of words in the reference
Steps:

1. Align the hypothesis and reference sequences
using dynamic programming (e.g., Leven-
shtein distance)

2. Count the number of substitutions, deletions,
and insertions

CER: CER operates similarly to WER but at the
character level, making it suitable for scripts where
words are not clearly delineated, such as Chinese
or languages with agglutination.

Definition:

SUB + DEL + INS
NUM

CER =

(37)

Where:

- SUB: Number of character substitutions.

- DEL: Number of character deletions.

- INS: Number of character insertions.

- NUM: Total number of characters in the refer-
ence.

Steps:

1. Align the hypothesis and reference sequences
character by character

2. Count substitutions, deletions, and insertions

These formulations highlight the alignment-based
approach to calculating WER and CER, which can
be implemented using algorithms like dynamic pro-
gramming to find the minimal edit distance be-
tween the hypothesis and the reference.
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E.2 Details of Human Evaluation

Various approaches exist for eliciting judgments
from informants regarding the quality of machine-
translated sentences. Human evaluators may be
tasked with directly assessing MT outputs by as-
signing scores to specific indicators on a predefined
scale (0 to 10) for the same source sentence. These
evaluations are typically based on three key criteria:
adequacy, fluency, and comprehensibility.

* Adequacy: Measures how well the meaning
of the source text is conveyed in the translation

* Fluency: Evaluates the grammatical and
stylistic quality of the translated text, irrespec-
tive of the source text

* Comprehensibility: Assesses how easily a
human reader can understand the translated
text without referring to the source.

Direct assessments of MT ranking serve as the stan-
dard evaluation methods in recent biomedical MT
shared task campaigns conducted by WMT (Bojar
et al., 2016, 2017), as well as in MT research from
the 1990s led by the Advanced Research Projects
Agency (ARPA) (Church and Hovy, 1993; White
etal., 1994).

E.3 Details of LLM-as-a-judge

The concept of using LLMs as a "judge" in MT
has emerged as a promising method for evaluat-
ing translation quality. Unlike traditional evalua-
tion metrics such as BLEU, ROUGE, or METEOR,
which rely on n-gram overlap between machine-
generated translations and reference texts, LLM-
based evaluators leverage their advanced under-
standing of language semantics, context, and gram-
mar. This approach allows for a more nuanced
assessment of translation fidelity, fluency, and ade-
quacy.

Advantages:

* Contextual understanding: LLMs excel at
evaluating translations by considering the
broader context and subtle nuances in lan-
guage use, which traditional metrics often
overlook (Karpinska and Iyyer, 2023; Fernan-
des et al., 2023).

 Reference-free evaluation: LLMs can perform
evaluations without requiring reference trans-
lations, which can reduce biases introduced by
specific linguistic choices in reference texts
(Chen et al., 2024a; Stureborg et al., 2024).

* Scalability and automation: LLMs enable
scalable, automated evaluation pipelines, re-
ducing the dependency on human annotators
for large-scale MT tasks (Yang et al., 2023;
He et al., 2024).

Disadvantages:

* Biases in LLMs: LLMs may inherit biases
from their training data, potentially influ-
encing their judgment of translation quality
(Behnke et al., 2022; Huang et al., 2023).

* Generalization: Ensuring that LLMs perform
reliably across languages, domains, and trans-
lation styles remains a significant challenge
(Yan et al., 2024; Singh et al., 2024).

Figure 32 shows the LL.M-as-a-judge prompt
template we used for ST transcript evaluation.
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S

-"evaluation_prompt ="

Please act as an impartial translation quality assessment expert. Evaluate the Assistant's Translation

by analyzing these aspects:

1. *Correctness* (Faithfulness to source):

- Compare with Source Text ({source_lang})
- Check for omissions/additions/distortions

- Preservation of semantic meaning

2. *Fluency* (Target language quality):
- Naturalness in {target_lang}

- Grammatical correctness

- Idiomatic expression

3. *Terminology* (Domain consistency):

- Specialized term consistency

- Comparison with Reference Translation
- Proper noun handling

*Source Text ({source_lang}):* {row['source sentence']}
*Reference Translation ({target_lang}):* {row['reference sentence']}
*Assistant's Translation ({target_lang}):* {row['prediction sentence']}

*Evaluation Steps:*

1. Analyze errors in each category

2. Classify error severity (minor/major/critical)
3. Provide specific examples of errors

4. Assign numerical score (1-10 scale):

- 1-4: Poor (meaning distorted)

- 5-6: Fair (meaning preserved but with issues)
- 7-8: Good (minor errors)

- 9-10: Excellent (near-perfect)

Format your response as:

*Errors:*

- [Category] Description (severity)
Example: "Original: X | Translation: Y"

*Rating:* [[N]] (Score between 1-10)

Provide only the formatted response starting with *Errors:*

##H# Response:

Figure 32: LLM-as-a-judge prompt template we used for ST transcript evaluation.
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F Extra Experimental Results

F.1 In-context Learning Results

This section presents in-context learning results, comparing full fine-tuning, zero-shot, few-shot on both
ground-truth transcript and ASR transcript in the cascaded setting.

Full results are shown in Table 14 (English to X), Table 15 (Vietnamese to X), Table 16 (French to X),
Table 17 (German to X), and Table 18 (Chinese to X) below.

For LLMs, we conducted few-shot learning experiments to assess their strength in MT tasks. On
ground-truth transcripts, fine-tuned models significantly outperformed LLLMs on most language pairs for
both Qwen-2.5-7B and Mistral-v0.3-7B. Notably, the Llama-3.1-8B model only showed better results than
few-shot versions for source languages such as English, French, and German. Furthermore, as the number
of few-shot examples increased, performance improved across all three LLMs, as shown in the tables. For
ASR transcripts, a similar trend was observed, although there was a notable exception: when the source
language was English, few-shot models maintained BLEU scores comparable to those of ground-truth
text, despite a slight drop in BERTScores, which were still higher than those of fine-tuned LLMs.

. Ground-truth ASR
Model Metrics en-vi en-fr en-zh en-de | en-vi en-fr en-zh en-de
BLEU 5344 4824 37.5 4049 | 4332 37.92 30.78 31.36
BERTScore | 09 0.89 0.83 0.87 | 0.78 0.76  0.73 0.74
TER 3942 469 5837 53.12| 53.71 60.93 66.54 67.05
Llama-3.1-8B | METEOR | 0.77 0.72 06 0.66 | 0.63 0.59 0.51 0.53
- Ft. ChrF 67.74 7097 3239 66.08 | 57.23 60.63 26.34 56.58

ROUGE-1 | 0.83 0.73 0.15 0.67 | 076 063 0.13 0.57
ROUGE-2 | 0.68 057 0.13 047 | 058 047 0.11 0.37
ROUGE-L | 0.76 0.7 0.15 0.63 | 0.67 059 0.13 0.53

BLEU 4224 41.25 2422 33.89| 1459 11.01 10.01 8.84

BERTScore | 0.94 092 0.88 091 | 0.75 075 063 0.74

TER 47.12 48.21 90.92 5595 | 95.01 110.53 119.62 119.14
Llama-3.1-8B | METEOR | 0.66 0.65 051 059 | 032 032 025 0.28
- 0 Shot ChrF 57.44 63.84 25.17 58.71| 30.2 3857 10.25 35.75

ROUGE-1 | 0.77 0.68 0.17 0.61 0.5 034 0.09 0.29
ROUGE-2 | 059 051 015 04 | 028 0.18 0.07 0.13
ROUGE-L | 0.69 066 0.16 058 | 039 031 009 026

BLEU 47777 46.22 31.69 3834 | 1457 1133 13.75 8.77
BERTScore | 0.95 093 088 092 | 0.77 0.77 0.69 0.74
TER 40.66 42.69 59.98 50.31 |101.77 115.8 83.28 129.49
Llama-3.1-8B | METEOR | 0.72 0.7 056 0.64 | 036 034 0.31 0.3
- 1 Shot ChrF 624 68.12 27.1 63.19| 33.13 40.18 1297 37.59

ROUGE-1 | 0.81 0.73 0.17 066 | 054 034 0.11 0.28
ROUGE-2 | 0.64 056 0.16 044 0.3 0.19 0.09 0.13
ROUGE-L | 0.74 0.7 0.17 0.63 | 041 0.31 0.1 0.25

BLEU 46.7 4558 31.28 38.0 | 16.14 1238 1397 9.38
BERTScore | 0.95 093 088 092 | 077 077 069 0.75
TER 41.73 43.32 59.24 5092 | 9597 109.27 80.78 123.43
Llama-3.1-8B | METEOR 07 07 056 064 | 037 034 032 0.3
- 8 Shot ChrF 61.5 6739 26.85 62.46| 34.01 4042 1329 3753

ROUGE-1 | 0.81 073 0.17 0.66 | 055 035 0.11 0.29
ROUGE-2 | 0.63 0.56 0.15 044 | 0.31 0.19 009 0.13
ROUGE-L | 0.73 0.7 0.17 0.62 | 043 0.32 0.1 0.26
BLEU 4777 46.22 43.62 3834 | 1545 12.04 1394 9.17
BERTScore | 0.95 093 094 092 | 0.77 075 069 0.74
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Table 13 continued from previous page

. Ground-truth ASR
Model Metrics en-vi en-fr en-zh en-de | en-vi en-fr en-zh en-de
TER 40.66 42.69 46.76 50.31 | 101.83 109.92 81.05 124.29
Llama-3.1-8B | METEOR | 0.72 0.7 0.68 0.64 | 0.37 0.33 0.32  0.29
- 16 Shot ChrF 624 68.12 3757 63.19| 34.13 39.64 13.27 36.84
ROUGE-1 | 0.81 0.73 02 066 | 054 034 0.11 0.28
ROUGE-2 | 0.64 0.56 0.18 044 | 0.31 0.19 0.09 0.13
ROUGE-L | 0.74 0.7 0.19 063 | 042 0.31 0.1 0.25
BLEU 48.27 46.92 30.56 3827 | 1521 1529 1397 12.82
BERTScore | 0.95 0.93 087 0.92 | 0.77 076 0.69 0.74
TER 41.04 42.64 59.25 50.85|102.67 78.6 81.42 84.12
Llama-3.1-8B | METEOR | 0.72 0.7 0.55 0.64 | 0.37 0.33 0.31 0.3
- 32 Sheot ChrF 62.63 68.33 26.38 6297 | 33.87 38.04 1328 36.11
ROUGE-1 | 0.81 0.73 0.17 0.65 | 0.53 0.39 0.1 0.35
ROUGE-2 | 0.64 0.56 0.16 044 0.3 0.22  0.08 0.16
ROUGE-L | 074 0.7 0.17 0.62 | 041 0.35 0.1 0.31
BLEU 54.5 49.63 28.61 38.75| 43.37 3734 2346 285
BERTScore | 0.9 09 081 087 | 0.77 076 074 0.74
TER 3821 4242 59.1 5155 5352 57776 6475 66.7
Qwen-2.5-7B METEOR | 0.77 0.72 05 0.64 | 0.63 0.58 044 051
- Ft. ChrF 67.82 70.5 2781 63.39| 5734 60.21 23.19 54.19
ROUGE-1 | 0.83 074 0.14 065 | 0.76  0.63 0.12  0.55
ROUGE-2 | 0.69 0.57 0.13 043 | 0.59 0.47 0.1 0.34
ROUGE-L | 0.77 0.71 0.14 0.62 | 0.67 0.6 0.12  0.51
BLEU 38.32 39.1 36.16 30.0 | 1395 1343 174 10.05
BERTScore | 093 091 092 09 0.73 0.73 0.7 0.72
TER 5371 5277 63.44 622 | 8295 84.55 9585 89.8
Qwen-2.5-7B METEOR | 0.61 0.61 0.66 0.55 0.3 0.3 036 0.26
- 0 Sheot ChrF 53.19 60.89 34.98 55.39 | 28.72 35.86 16.47 33.06
ROUGE-1 | 0.72 0.64 0.17 056 | 0.51 0.36 0.1 0.31
ROUGE-2 | 0.54 047 0.15 034 | 0.28 0.19 0.08 0.13
ROUGE-L | 0.64 0.61 0.17 0.53 0.4 0.32 0.1 0.27
BLEU 43.81 44.22 26.17 2821| 16.09 16.18 1576 11.56
BERTScore | 0.93 093 0.87 091 | 0.75 0.75 0.68 0.68
TER 4594 447 6227 6257| 7998 81.36 85.38 84.33
Qwen-2.5-7B METEOR | 0.67 0.68 048 0.5 0.34  0.35 0.33 0.3
- 1 Sheot ChrF 5822 66.19 25.15 51.07 | 31.66 39.96 14.43 35.66
ROUGE-1 | 0.78 0.71 0.15 052 | 056 041 0.1 0.35
ROUGE-2 0.6 053 0.13 032 | 031 022  0.08 0.15
ROUGE-L | 0.7 068 0.15 049 | 043 0.37 0.1 0.31
BLEU 42.62 42.14 26.13 31.26| 15.15 13.73 9.85 10.12
BERTScore | 0.93 092 087 0.9 0.73 0.72 0.64 0.7
TER 50.59 4899 62.56 62.16 | 84.56 82.99 86.47 92.32
Qwen-2.5-7B METEOR | 0.65 0.65 048 0.56 | 0.31 0.3 0.23 0.26
- 8 Shot ChrF 56.84 63.67 2491 5545|2924 34.64 10.07 317
ROUGE-1 | 0.76 0.68 0.15 0.57 0.5 0.36  0.08 0.29
ROUGE-2 | 058 05 0.14 0.36 | 0.28 0.19 0.06 0.13
ROUGE-L | 0.68 0.65 0.15 0.53 | 0.39 0.32  0.08 0.26
BLEU 43.81 4422 26.17 2821 | 16.03 1452 12.21 7.8
BERTScore | 0.94 093 0.87 0.89 | 0.75 0.74  0.68 0.68
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Table 13 continued from previous page

. Ground-truth ASR
Model Metrics en-vi en-fr en-zh en-de | en-vi en-fr en-zh en-de
TER 4594 447 6227 62.57 | 8291 8447 86.09 96.92
Qwen-2.5-7B METEOR | 0.67 0.68 048 0.5 0.33 032 027 0.21
- 16 Shot ChrF 58.22 66.19 25.15 51.07 | 31.11 36.74 11.81 27.56
ROUGE-1 | 0.78 0.71 0.15 052 | 054 0.38 0.09 0.4
ROUGE-2 0.6 053 0.13 032 0.3 0.2 0.07 0.09
ROUGE-L | 0.7 0.68 0.15 049 | 042 034 0.09 021
BLEU 4351 4495 2572 3324 | 1696 1686 14.63 9.33
BERTScore | 0.94 093 0.87 091 | 0.75 0.76 0.7 0.71
TER 4574 4476 6247 56.02 | 82.13 80.46 83.36 97.53
Qwen-2.5-7B METEOR | 0.66 0.69 047 059 | 0.35 0.36  0.31 0.24
- 32 Sheot ChrF 58.02 6694 24.8 58.63| 3233 40.69 139 31.57
ROUGE-1 | 0.77 071 0.15 0.61 | 056 042 0.1 0.27
ROUGE-2 0.6 054 0.13 038 | 0.31 0.23 0.08 0.11
ROUGE-L | 0.7 068 0.15 057 | 044 0.38 0.1 0.24
BLEU 2477 51.71 2638 4399 | 17.72 36.58 2027 299
BERTScore | 0.82 0.89 0.81 0.88 | 0.68 0.74 0.69 0.72
TER 63.33 43.0 6043 4854 | 71.27 59.78 70.94 65.81
Mistral-v0.3-7B | METEOR | 045 0.73 048 0.67 | 0.35 0.55 0.38 0.5
- Ft. ChrF 41.27 71.06 2729 6627 | 3342 5732 20.29 52.89
ROUGE-1 | 0.66 0.74 0.12 0.68 | 0.57 0.6 0.09 054
ROUGE-2 | 049 06 0.11 049 | 039 0.45 0.08 0.36
ROUGE-L | 0.57 0.72 0.12 0.65 | 0.49 0.58 0.09 051
BLEU 8.99 3786 34.21 29.25| 159 10.56 12.83 6.76
BERTScore | 0.89 092 092 091 | 062 0.73 0.66  0.68
TER 80.02 5146 57.09 59.85| 94.82 8599 93.26 95.29
Mistral-v0.3-7B | METEOR | 0.25 0.62 0.58 0.55 | 0.08 0.28 0.28 0.21
- 0 Sheot ChrF 2494 61.82 29.28 56.03 | 11.44 34.01 11.71 28.79
ROUGE-1 | 053 0.66 0.18 0.58 | 0.31 0.35 0.1 0.25
ROUGE-2 | 0.26 047 0.16 0.35 | 0.09 0.17 0.08 0.09
ROUGE-L | 04 0.63 0.18 054 | 023 0.31 0.09 0.22
BLEU 12.38 41.24 29.67 3508 | 237 11.39 13.14 752
BERTScore | 0.91 093 0.89 092 | 064 0.77 0.69 0.75
TER 75.66 47.52 59.61 52.67| 92.12 84.13 81.89 94.24
Mistral-v0.3-7B | METEOR | 0.31 0.66 0.52 0.61 0.1 0.29 0.3 0.22
- 1 Shot ChrF 29.17 64.35 26.76 60.68 | 12.84 3429 12.62 29.71
ROUGE-1 | 0.58 0.69 0.15 0.64 | 0.35 0.36 0.1 0.26
ROUGE-2 | 032 051 0.14 041 | 0.12 0.18 0.08 0.1
ROUGE-L | 045 066 0.15 0.6 0.27 0.32 0.1 0.24
BLEU 13.64 4186 214 34.17| 476 1502 854 11.69
BERTScore | 091 0.93 0.87 092 0.7 0.76  0.67 0.74
TER 742 46.61 64.85 5398 | 86.73 76.58 80.51 83.67
Mistral-v0.3-7B | METEOR | 0.33 0.66 044 0.6 0.17 0.34 025 0.3
- 8 Shot ChrF 30.12 64.65 21.72 59.53 | 18.25 38.97 10.1 35.59
ROUGE-1 | 059 0.7 0.13 0.63 | 045 042  0.08 0.35
ROUGE-2 | 0.34 051 0.12 04 0.19 022 006 0.15
ROUGE-L | 046 0.67 0.13 0.59 | 0.33 0.38 0.07 0.31
BLEU 14.22 42.83 21.35 35.08| 49 15.64 9.83 12.0
BERTScore | 091 093 087 092 | 0.71 0.77 0.69 0.75
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Table 13 continued from previous page

. Ground-truth ASR
Model Metrics en-vi en-fr en-zh en-de | en-vi en-fr en-zh en-de
TER 73.33 4548 64.69 52.67 | 86.31 75.73 7837 82.11
Mistral-v0.3-7B | METEOR | 0.34 0.67 044 0.61 | 0.18 0.35 0.27 0.3
- 16 Shot ChrF 30.98 65.76 21.77 60.68 | 1845 39.6 1142 36.29

ROUGE-1 06 071 013 064 | 046 043 0.09 0.36
ROUGE-2 | 035 052 0.12 041 | 0.19 023 0.07 0.16
ROUGE-L | 047 068 0.13 06 | 033 038 009 032

BLEU 14.58 43.36 2135 35.05| 5.8 15.81 9.81 12.3
BERTScore | 091 093 087 092 | 073 0.77 0.69 0.75
TER 73.14 4549 64.51 53.02 | 84.79 75.53 78.33 82.1
Mistral-v0.3-7B | METEOR | 0.34 0.68 0.44 0.61 0.2 035 027 031
- 32 Shot ChrF 31.29 66.06 21.77 60.7 | 20.24 39.73 1141 36.63

ROUGE-1 06 071 013 064 | 049 043 0.09 0.36
ROUGE-2 | 036 053 0.11 041 | 022 023 007 0.16
ROUGE-L | 048 068 0.13 06 | 035 039 0.08 032

Table 14: In-context Learning Results. Full fine-tuning, zero-shot, few-shot on both ground-truth transcript and
ASR transcript in the cascaded setting. English to X results are reported in this table.

All cascaded models use Whispers.,,qii—mono a5 ASR model (Whisper ASR is fine-tuned monolingually - on each
source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%, 26.3%, 45.7% for Vietnamese, English,
Chinese, German and French respectively.
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Ground-truth

ASR

Model Metrics vi-en vi-fr vi-zh vi-de | vi-en vi-fr vi-zh vi-de
BLEU 23.16 15.57 16.09 11.61 | 1455 10.29 1156 7.71
BERTScore | 0.92 0.79 0.74 0.77 0.78 0.75 0.73 0.73
TER 83.07 100.23 120.58 112.85| 98.39 112,97 131.0 122.33
Llama-3.1-8B | METEOR | 0.57 0.45 0.5 0.39 0.43 0.35 04 0.31
- Ft. ChrF 5229 47.18 21.03 4425 | 4146 39.22 1565 37.02
ROUGE-1 | 0.56 0.45 0.03 04 0.44 0.36 0.02 0.32
ROUGE-2 | 0.33 0.25 0.01 0.19 0.22 0.18 0.01 0.12
ROUGE-L | 0.51 04 0.03 0.36 0.39 0.31 0.02 0.28
BLEU 17.01 1195 4.23 9.93 11.3 08.06 3.11 6.75
BERTScore | 0.79 0.76 0.61 0.76 0.88 0.73 0.54 0.72
TER 81.7 89.32 180.31 9237 | 9571 98.96 182.42 102.77
Llama-3.1-8B | METEOR | 042 0.33 0.19 0.3 0.34 0.26 0.15 0.24
- 0 Shot ChrF 43.0 38.83 6.21 37.28 | 35,53 332 4.79 32.0
ROUGE-1 | 047 0.39 0.02 0.35 0.38 0.32 0.01 0.29
ROUGE-2 | 0.24 0.19 0.01 0.14 0.17 0.14 0.0 0.1
ROUGE-L | 043 0.34 0.02 0.31 0.34 0.27 0.01 0.25
BLEU 2475 16.02 18.84 1193 | 14.08 994 1224 7.62
BERTScore | 0.83  0.79 0.76 0.77 0.89 0.75 0.7 0.73
TER 65.83 8097 75.82 8574 | 86.83 9522 89.86 97.14
Llama-3.1-8B | METEOR | 0.53 0.38 0.43 0.32 0.37 0.3 0.34 0.25
- 1 Shot ChrF 50.29 43.02 17.01 39.7 | 39.04 36.81 1243 334
ROUGE-1 | 0.56 043 0.03 0.38 0.42 0.36 0.02 0.3
ROUGE-2 | 0.32 0.23 0.01 0.16 0.2 0.16 0.01 0.1
ROUGE-L | 0.51 0.38 0.03 0.33 0.38 0.31 0.02 0.26
BLEU 2424 1542 15.03 1125 | 158 1029 11.89 8.84
BERTScore | 0.82 0.78 0.77 0.77 0.9 0.75 0.7 0.74
TER 66.93 84.03 89.52 8695 | 84.82 9429 932 96.51
Llama-3.1-8B | METEOR | 0.52  0.37 0.41 0.31 0.41 0.29 0.34 0.27
- 8 Shot ChrF 49.83 42.08 1547 39.18 | 40.61 35.1 12.52 35.19
ROUGE-1 | 0.55 041 0.03 0.37 0.44 0.33 0.02 0.32
ROUGE-2 | 0.31 0.22 0.01 0.15 0.21 0.15 0.01 0.12
ROUGE-L | 0.51 0.36 0.03 0.32 0.39 0.29 0.02 0.28
BLEU 2475 16.02 18.84 1193 | 1694 10.28 11.24 8.4
BERTScore | 0.83  0.79 0.78 0.77 0.9 0.75 0.69 0.74
TER 65.83 8097 75.82 8574 | 81.87 98.72 101.17 98.04
Llama-3.1-8B | METEOR | 0.53 0.38 043 0.32 041 0.31 0.34 0.28
- 16 Shot ChrF 5029 43.02 17.01 39.7 | 40.78 37.23 1252 35.24
ROUGE-1 | 0.56 043 0.03 0.38 0.44 0.35 0.02 0.31
ROUGE-2 | 0.32 0.23 0.01 0.16 0.22 0.16 0.01 0.12
ROUGE-L | 0.51 0.38 0.03 0.33 04 0.3 0.02 0.27
BLEU 2453 1558 1745 1244 | 15.11 1021 1228 17.76
BERTScore | 0.82 0.79 0.78 0.77 0.9 0.75 0.7 0.74
TER 68.49 8425 78.04 8652 | 8542 97.14 88.95 99.26
Llama-3.1-8B | METEOR | 0.52 0.39 0.42 0.34 0.39 0.31 0.33 0.27
- 32 Shot ChrF 49.62 4373 16.15 40.81 | 394 36.88 123 3424
ROUGE-1 | 0.54 043 0.03 0.39 0.42 0.34 0.02 0.31
ROUGE-2 | 0.31 0.23 0.01 0.17 0.2 0.16 0.01 0.11
ROUGE-L | 0.5 0.38 0.03 0.34 0.37 0.3 0.02 0.26
BLEU 26.21 19.25 29.06 14.44 | 1397 11.66 2027 8.75
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Model

Table 14 continued from previous page

Metrics

Ground-truth

ASR

vi-en vi-fr vi-zh vi-de | vi-en vi-fr vi-zh vi-de
BERTScore | 0.93 0.81 0.81 0.79 0.78 0.76  0.78 0.75
TER 71.1 80.86 6093 83.75 |101.68 101.51 74.57 101.85
Qwen-2.5-7B METEOR | 0.57 047 0.55 0.39 0.43 036 043 0.3
- Ft. ChrF 5379 4894 25.1 4334 | 41.76 40.73 18.0 36.74
ROUGE-1 | 0.58 0.49 0.04 042 0.43 0.39 0.03 0.34
ROUGE-2 | 0.35 0.28 0.02 0.19 0.21 0.19 0.02 0.13
ROUGE-L | 053 044 004 0.38 0.39 0.33 0.03 0.29
BLEU 20.89 1521 2623 973 | 1241 994 1657 6.59
BERTScore | 0.79  0.78 0.81 0.75 0.88 0.74 0.73 0.72
TER 77.98 8559 73.88 9237 | 93.79 97.19 91.72 100.89
Qwen-2.5-7B METEOR | 045 0.38 0.54 0.29 0.34 0.3 0.41 0.24
- 0 Shot ChrF 4494 4286 24.17 36.87 | 3559 36.05 16.52 32.04
ROUGE-1 | 047 042 004 0.33 0.36  0.33 0.02  0.28
ROUGE-2 | 025 022 0.02 0.13 0.16 0.15 0.01 0.09
ROUGE-L | 043 0.37 0.04 0.29 032 029 002 023
BLEU 2231 1844 2725 1133 | 1434 105 16.78 6.42
BERTScore | 0.82 0.8 0.81 0.77 0.9 076  0.73 0.73
TER 84.56 7935 6293 928 | 87.87 96.22 80.56 104.4
Qwen-2.5-7B METEOR | 0.55 044  0.53 0.35 0.4 0.33 0.41 0.26
- 1 Shot ChrF 52.13 48.14 2353 4125 | 4029 38.73 1585 34.64
ROUGE-1 | 0.54 0.48 0.03 0.38 042 036 002 029
ROUGE-2 | 0.32 0.27 0.02 0.16 0.2 0.17 0.01 0.1
ROUGE-L | 0.5 0.43 0.03 0.34 0.37 0.31 0.02 025
BLEU 2036 1547 2298 1141 | 1524 11.77 1831 7.7
BERTScore | 0.81 0.79 0.8 0.77 0.9 076 074 0.74
TER 90.02 9522 80.69 88.14 | 90.58 93.75 8127 99.6
Qwen-2.5-7B METEOR | 0.54 0.43 0.53 0.34 042 034 042 0.28
- 8 Shot ChrF 51.07 47.05 2271 40.77 | 4227 40.16 1726 35.89
ROUGE-1 | 0.52 045 0.03 0.38 044 037 0.02 0.31
ROUGE-2 0.3 0.25 0.02 0.16 0.21 0.18 0.01 0.11
ROUGE-L | 048 0.4 0.03 0.34 0.39 0.33 0.02 0.27
BLEU 2231 1844 27.25 1133 | 1414 11.85 19.11 7.89
BERTScore | 0.82  0.81 0.82  0.77 0.9 0.77 0.75 0.74
TER 84.56 7935 6293 928 |100.74 96.37 7832 99.54
Qwen-2.5-7B METEOR | 0.55 044  0.53 0.35 0.43 0.35 0.43 0.28
- 16 Shot ChrF 52.13 48.14 23.53 41.25 | 4239 40.74 17.59 35.87
ROUGE-1 | 0.54 048 0.03 0.38 0.43 0.38 0.02 0.31
ROUGE-2 | 0.32 0.27 0.02 0.16 0.21 0.19 0.01 0.11
ROUGE-L | 0.5 0.43 0.03 0.34 0.38 0.33 0.02 0.27
BLEU 2452 18.13 26.61 1197 | 191 372 9.15 2.24
BERTScore | 0.83 0.81 0.82 0.78 0.84 0.67 0.65 0.63
TER 73.31 81.12 6547 88.73 |171.22 116.81 11245 111.3
Qwen-2.5-7B METEOR | 0.56 0.45 0.53 0.35 0.16 0.16 025 0.11
- 32 Shot ChrF 52.88 4854 2298 41.82 | 1897 2233 9.67 15.9
ROUGE-1 | 0.56 0.48 0.04 0.39 0.15 0.18 0.03 0.12
ROUGE-2 | 0.33 0.27 0.02 0.17 0.04 006 0.01 0.03
ROUGE-L | 0.52 043 0.04 0.35 0.13 0.16  0.03 0.11
BLEU 2456 16.0 25.04 1338 | 15.86 10.92 1792 09.03
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Table 14 continued from previous page

. Ground-truth ASR
Model Metrics vi-en vi-fr vi-zh vi-de | vi-en vi-fr vi-zh vi-de
BERTScore | 0.92 0.79 0.78 0.78 0.78 0.75 0.77 0.75
TER 70.37 87.87 6543 84.13 | 8532 97.69 76.97 94.56
Mistral-v0.3-7B | METEOR | 0.53 042 049 0.37 042 0.33 0.39 0.3
- Ft. ChrF 48.73 4393 21.84 4096 | 39.64 37.19 16.1 34.82
ROUGE-1 | 054 044  0.03 0.4 0.43 036 0.02 033
ROUGE-2 | 0.31 024 0.01 0.18 0.21 0.17 0.01 0.12
ROUGE-L | 0.5 0.39 0.03 0.36 0.39 032 0.02 029
BLEU 1798 10.65 1842 8.01 4.84 1.52 1.27 1.15
BERTScore | 0.8 0.76  0.78 0.75 0.85 0.61 0.46 0.6
TER 77.89 9255 73.8 9434 |108.45 137.43 136.79 126.4
Mistral-v0.3-7B | METEOR | 0.44  0.33 042 029 0.19 0.1 0.04  0.08
- 0 Shot ChrF 427 39.02 16.81 3576 | 2236 17.13 1.45 16.1
ROUGE-1 | 048 0.38 0.03 0.33 024 0.13 0.01 0.1
ROUGE-2 | 024 0.18 0.02 0.12 0.08 0.03 0.0 0.02
ROUGE-L | 043 034 0.03 0.29 0.21 0.11 0.01 0.09
BLEU 21.04 1198 17.79 9.32 4.19 1.22 2.22 1.2
BERTScore | 0.8 0.78 0.78 0.75 0.87 0.61 0.54 0.61
TER 73.49 89.13 7138 89.96 | 136.22 147.83 145.54 125.87
Mistral-v0.3-7B | METEOR | 049 0.35 0.42 0.3 0.22 0.1 0.11 0.09
- 1 Sheot ChrF 45.78 39.85 16.51 36.87 | 24.27 17.7 3.64 17.85
ROUGE-1 | 0.51 0.39 0.03 0.35 024 0.12 0.01 0.12
ROUGE-2 | 0.27 0.19 0.01 0.13 0.08 0.03 0.0 0.02
ROUGE-L | 046 0.35 0.03 0.31 0.21 0.11 0.01 0.1
BLEU 20.02 11.25 185 8.7 6.61 1.79 5.22 1.34
BERTScore | 0.81 0.77 0.79 0.76 0.86 0.62 0.6 0.6
TER 7458 9342 6995 92.04 [106.49 148.88 100.6 151.77
Mistral-v0.3-7B | METEOR | 047 0.35 0.43 0.29 0.24 0.11 0.17 0.1
- 8 Shot ChrF 4481 3949 17.04 36.62 | 2531 17.76 5.89 16.9
ROUGE-1 0.5 0.38 0.03 0.34 0.27 0.13 0.02 0.11
ROUGE-2 | 0.26 0.18 0.01 0.12 0.09 0.04 0.01 0.02
ROUGE-L | 045 0.33 0.03 0.29 0.23 0.11 0.02  0.09
BLEU 21.04 1242 18.7 9.32 7.45 2.91 6.78  02.07
BERTScore | 0.81 0.78 0.79 0.76 0.87 0.66 0.62 0.64
TER 7349 89.54 69.36 89.96 | 98.15 125.22 88.89 128.43
Mistral-v0.3-7B | METEOR | 0.49 0.35 0.44 03 024 014 021 0.12
- 16 Shot ChrF 4578 40.01 17.23 36.87 | 252 2137 7.58 19.61
ROUGE-1 | 0.51 0.39 0.03 0.35 0.27 0.17 0.02 0.14
ROUGE-2 | 0.27 0.19 0.01 0.13 0.1 0.05 0.01 0.03
ROUGE-L | 046 0.35 0.03 0.31 024  0.15 0.02 0.13
BLEU 19.89 11.74 18.2 8.82 7.11 08.03 13.63 6.27
BERTScore | 0.81 0.77 0.79 0.76 0.87 0.75 0.72  0.73
TER 76.59 9294 69.24 92.13 | 99.96 103.54 77.74 100.09
Mistral-v0.3-7B | METEOR | 048 0.35 0.43 0.29 024 029 035 0.24
- 32 Shot ChrF 4547 398 1686 36.31 | 25.33 34.67 13.22 32.19
ROUGE-1 0.5 0.39 0.03 0.34 0.27 032 002 028
ROUGE-2 | 0.26 0.18 0.01 0.12 0.1 0.13 0.01 0.09
ROUGE-L | 045 034 0.03 0.29 024  0.27 0.02 024
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Table 14 continued from previous page

Model Metrics Ground-truth

ASR

vi-en vi-fr vi-zh

vi-fr  vi-zh vi-de

Table 15: In-context Learning Results. Full fine-tuning, zero-shot, few-shot on both ground-truth transcript and

ASR transcript in the cascaded setting. Vietnamese to X results are reported in this table.

All cascaded models use Whispers.,qii—mono a5 ASR model (Whisper ASR is fine-tuned monolingually - on each
source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%, 26.3%, 45.7% for Vietnamese, English,

Chinese, German and French respectively.
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. Ground-truth ASR
Model Metrics fr-en fr-vi fr-zh fr-de | fr-en fr-vi fr-zh fr-de
BLEU 50.18 39.63 29.25 27.46|30.15 2536 20.28 16.38
BERTScore | 0.95 0.86 0.79 0.81 | 0.82 0.8 075 0.74
TER 4223 5471 68.66 82.2 | 658 71.69 80.06 99.6
Llama-3.1-8B | METEOR | 0.76 0.65 0.52 0.56 | 0.52 0.47 04 04
- Ft. ChrF 69.44 55.16 253 56.35(49.71 41.24 17.84 4443
ROUGE-1 | 0.75 0.77 0.11 054 | 058 067 0.08 041
ROUGE-2 | 0.58 0.56 007 034039 044 0.05 0.22
ROUGE-L | 0.73 0.67 0.11 05 | 054 055 0.08 0.37
BLEU 389 26.76 6.82 2687|2272 1596 07.05 15.73
BERTScore | 0.86 0.82 062 082 | 091 078 0.59 0.77
TER 4946 62.96 159.39 61.65|68.02 75.66 133.79 75.69
Llama-3.1-8B | METEOR | 0.66 052 022 053 | 046 0.37 0.2 0.36
- 0 Shot ChrF 6125 4458 895 519 [4522 337 7.82 3992
ROUGE-1 | 0.69 0.69 0.07 057 ] 054 061 0.07 044
ROUGE-2 | 049 047 005 033|035 037 005 0.23
ROUGE-L | 0.66 059 007 052 | 05 048 0.06 04
BLEU 48.24 3422 21.89 31.84|2539 19.62 14.37 17.22
BERTScore | 0.89 0.85 079 084 | 092 079 0.73 0.78
TER 41.44 55.64 68.08 57.83|65.29 71.64 76.66 7T3.8
Llama-3.1-8B | METEOR | 0.73 0.6 046 057 | 048 042 034 038
- 1 Sheot ChrF 67.71 51.17 19.56 55.77| 473 37.8 14.16 41.72
ROUGE-1 | 0.75 0.75 0.13 06 | 056 066 0.09 0.46
ROUGE-2 | 0.56 0.53 0.1 037 | 036 041 0.07 024
ROUGE-L | 0.72 0.64 0.13 056 | 052 052 0.09 042
BLEU 48.25 34.08 2097 32.13|28.69 2092 14.97 19.07
BERTScore | 0.89 0.86 0.79 085 | 091 0.8 0.73 0.78
TER 41.9 55.64 69.83 58.46|62.69 71.54 7589 73.3
Llama-3.1-8B | METEOR | 0.73 0.6 044 057 | 051 042 0.34 04
- 8 Shot ChrF 67.69 51.65 18.89 55.53|49.39 38.34 14.81 43.09
ROUGE-1 | 0.74 0.76 0.12 06 | 058 065 0.08 047
ROUGE-2 | 0.55 053 009 037 ] 039 041 0.06 0.26
ROUGE-L | 0.72 0.65 0.12 056 | 054 052 0.08 043
BLEU 48.24 3422 21.89 31.84|29.17 22.03 16.74 20.64
BERTScore | 0.89 0.85 0.8 0.84 | 092 0.79 0.73 0.79
TER 41.44 55.64 68.08 57.83|62.62 7032 73.95 73.17
Llama-3.1-8B | METEOR | 0.73 0.6 046 0.57 | 0.51 043 0.36 04
- 16 Shot ChrF 67.71 51.17 19.56 55.77|49.83 38.95 16.22 43.47
ROUGE-1 | 0.75 0.75 0.13 06 | 058 0.64 0.1 0.47
ROUGE-2 | 0.56 0.53 0.1 037 | 04 041 0.07 0.27
ROUGE-L | 0.72 0.64 0.13 056 | 0.55 0.52 0.1 0.43
BLEU 497 3483 2238 31.31|28.66 21.09 14.24 1848
BERTScore | 0.89 0.85 0.8 0.84 | 091 079 0.73 0.78
TER 40.74 56.07 68.51 58.73|63.23 71.72 75.78 74.11
Llama-3.1-8B | METEOR | 0.74 0.6 046 057 | 051 042 034 038
- 32 Shot ChrF 68.13 51.36 19.94 55.15|49.56 38.04 14.09 42.15
ROUGE-1 | 0.75 0.75 0.13 06 | 058 064 0.09 046
ROUGE-2 | 0.57 0.53 0.1 036 | 04 04 0.07 0.25
ROUGE-L | 0.72 0.64 0.13 055|055 051 0.09 042
BLEU 49.69 40.67 2097 33.91|30.35 25.59 15.33 20.38
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Table 15 continued from previous page

. Ground-truth ASR
Model Metrics fr-en fr-vi fr-zh fr-de | fr-en fr-vi fr-zh fr-de
BERTScore | 0.95 0.86 0.78 0.84 | 0.81 0.8 0.76  0.78
TER 42.17 52.57 67.39 5928 | 69.6 7142 73.88 76.51
Qwen-2.5-7B METEOR | 0.76 066 043 058 | 052 047 036 04
- Ft. ChrF 70.03 56.12 20.86 56.82|49.88 41.85 157 43.63
ROUGE-1 | 0.76 0.78 0.09 0.6 | 0.57 0.67 0.07 047
ROUGE-2 | 0.58 058 006 037|039 045 0.05 0.26
ROUGE-L | 0.73 0.68 008 056 | 054 055 007 043
BLEU 39.14 27.77 2636 2427|2281 1646 21.05 139
BERTScore | 0.83 0.81 0.8 0.8 | 0.89 075 073 0.74
TER 59.08 65.38 80.39 69.54|76.68 80.86 84.82 81.83
Qwen-2.5-7B METEOR | 0.61 0.5 056 047 | 043 034 04 032
- 0 Shot ChrF 5798 44.54 26.81 48.68| 43.3 32.15 18.48 36.85
ROUGE-1 | 0.61 0.67 0.13 0.5 | 048 056 0.09 0.38
ROUGE-2 | 043 045 0.1 027 | 029 0.33 0.07 0.18
ROUGE-L | 058 056 0.13 046 | 044 044 0.09 0.34
BLEU 449 31.33 187 26.55|27.03 1624 20.12 16.14
BERTScore | 0.89 0.83 079 0.81 | 091 078 074 0.77
TER 51.04 60.82 68.76 64.25|6599 7457 74.12 76.47
Qwen-2.5-7B METEOR | 0.72 0.55 042 05 | 049 0.37 04 036
- 1 Sheot ChrF 66.38 4726 18.54 49.7 |48.73 33.57 18.39 40.39
ROUGE-1 | 0.71 0.7 0.09 053|057 059 0.1 0.44
ROUGE-2 | 0.53 049 0.07 031|037 037 0.08 0.22
ROUGE-L | 068 06 0.09 049 | 053 047 0.1 0.39
BLEU 39.58 3228 23.72 23.08|28.75 20.7 14.51 13.75
BERTScore | 0.85 0.84 079 0.76 | 091 0.78 0.73 0.72
TER 62.65 58.75 7223 71.32|76.87 74.53 75.67 83.31
Qwen-2.5-7B METEOR 0.7 057 046 042 ] 05 041 034 031
- 8 Shot ChrF 64.76 48.86 21.33 43.77|48.97 37.33 14.89 35.02
ROUGE-1 | 067 0.72 0.1 045 | 053 062 008 036
ROUGE-2 | 049 051 008 025] 035 039 006 0.18
ROUGE-L | 064 0.62 0.1 041 | 0.5 0.5 0.07 0.33
BLEU 449 31.33 187 26.55| 287 21.72 1496 18.01
BERTScore | 0.87 0.83 079 0.81 | 091 078 074 0.77
TER 51.04 60.82 68.76 64.25|76.32 75.03 7523 76.62
Qwen-2.5-7B METEOR | 0.72 055 042 05 | 051 042 035 0.38
- 16 Shot ChrF 66.38 4726 1854 49.7 |49.28 38.09 15.52 41.47
ROUGE-1 | 0.71 0.7 0.09 053|054 063 007 044
ROUGE-2 | 053 049 007 031|036 04 005 024
ROUGE-L | 0.68 0.6 009 049 | 051 051 0.07 04
BLEU 49.71 3493 194 30.03|29.17 21.13 13.88 17.91
BERTScore | 09 085 079 0.84 | 091 079 073 0.78
TER 41.23 5579 68.27 60.61]|66.49 74.12 74.79 76.11
Qwen-2.5-7B METEOR | 074 06 042 055|051 042 034 038
- 32 Shot ChrF 68.28 51.18 19.2 54.6 |49.55 38.05 14.66 41.88
ROUGE-1 | 0.75 074 0.09 058 | 057 064 007 045
ROUGE-2 | 056 053 008 034|038 04 006 024
ROUGE-L | 0.72 064 009 053] 054 051 007 041
BLEU 4249 1447 19.92 337312935 92 1394 18.65
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Table 15 continued from previous page

. Ground-truth ASR
Model Metrics fr-en fr-vi fr-zh fr-de | fr-en fr-vi fr-zh fr-de
BERTScore | 0.93 0.79 078 085|079 074 0.76 0.78
TER 56.11 74.72 67.02 57.73|74.28 82.83 74.11 74.55
Mistral-v0.3-7B | METEOR | 0.75 036 042 058 | 052 0.26 0.34 0.39
- Ft. ChrF 68.36 3093 2091 56.06|49.85 23.69 15.16 41.66
ROUGE-1 | 072 06 008 061|055 052 007 046
ROUGE-2 | 055 0.37 005 038|038 027 005 025
ROUGE-L | 0.7 049 008 057|052 04 007 042
BLEU 4247 486 2246 21.79|25.09 245 1433 12.68
BERTScore | 0.87 0.7 0.78 0.81 | 091 0.65 0.7 0.75
TER 47.18 86.55 72.83 67.21|67.69 92.55 794 8232
Mistral-v0.3-7B | METEOR 0.7 02 045 048 | 048 0.12 033 0.32
- 0 Shot ChrF 64.09 19.74 19.69 4849|4721 147 13.6 36.69
ROUGE-1 | 0.71 047 0.12 052|055 039 0.08 0.39
ROUGE-2 05 021 009 028035 0.14 0.06 0.19
ROUGE-L | 0.68 035 0.12 048 | 0.51 029 0.08 0.35
BLEU 46.08 10.11 225 2475|27.81 532 13.14 15.01
BERTScore | 0.89 0.78 0.8 0.82 | 092 073 072 0.77
TER 44.67 78.64 67.06 64.05]|63.69 859 7534 7691
Mistral-v0.3-7B | METEOR | 0.73 0.3 046 0.51 | 0.51 021 033 0.35
- 1 Sheot ChrF 66.58 26.79 20.3 50.42{49.02 2047 139 3943
ROUGE-1 | 0.73 058 0.13 055 | 058 051 0.08 043
ROUGE-2 | 0.53 0.31 0.09 03 | 039 023 0.06 0.21
ROUGE-L | 0.7 044 0.13 051|054 037 0.08 0.39
BLEU 48.65 948 1576 27.24|30.24 836 12.72 17.61
BERTScore | 0.89 0.77 078 084 | 092 076 0.73 0.78
TER 424 79.29 70.68 60.95]62.14 82.09 75.07 74.34
Mistral-v0.3-7B | METEOR | 0.74 0.3 039 054 ] 052 026 033 038
- 8 Shot ChrF 67.56 2629 16.65 52.79|50.59 24.14 1424 41.48
ROUGE-1 | 0.74 0.57 0.1 0.58 | 0.58 0.55 007 046
ROUGE-2 | 055 03 0.07 033 | 04 028 006 024
ROUGE-L | 0.71 043 0.1 0.54 | 0.55 041 007 042
BLEU 48.33 10.11 16.15 28.19|30.89 09.06 13.81 18.76
BERTScore | 0.89 0.78 0.78 0.84 | 092 076 0.73 0.78
TER 4191 78.64 70.06 60.43|61.73 81.41 74.05 7297
Mistral-v0.3-7B | METEOR | 0.74 0.3 039 055053 027 034 039
- 16 Shot ChrF 67.39 26.79 17.05 53.07|50.88 24.54 1533 42.08
ROUGE-1 | 0.75 0.58 0.1 0.59 | 059 0.55 0.08 047
ROUGE-2 | 055 031 007 034|041 028 0.05 0.26
ROUGE-L | 0.72 044 0.1 0.54 | 0.56 041 0.08 043
BLEU 49.35 10.57 16.67 28.83|29.19 8.12 1239 17.13
BERTScore | 0.89 0.78 079 0.84 | 092 076 073 0.78
TER 41.31 78.39 69.57 60.23| 63.3 82.07 7549 73.87
Mistral-v0.3-7B | METEOR | 0.74 0.31 04 055051 026 033 0.38
- 32 Shot ChrF 67.61 27.19 1748 53.54]49.69 2399 1384 414
ROUGE-1 | 0.75 0.58 0.1 0.59 | 0.58 054 007 046
ROUGE-2 | 056 032 007 034 ] 039 028 0.05 024
ROUGE-L | 0.72 045 0.1 0551055 04 007 042

11894



Table 15 continued from previous

Model Metrics Ground-truth

page
ASR

fr-en fr-vi fr-zh fr-de

fr-en fr-vi fr-zh fr-de

Table 16: In-context Learning Results. Full fine-tuning, zero-shot, few-shot on both ground-truth transcript and
ASR transcript in the cascaded setting. French to X results are reported in this table.

All cascaded models use Whispers,,qii—mono 85 ASR model (Whisper AS

source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%,
Chinese, German and French respectively.
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. Ground-truth ASR
Model Metrics de-en de-vi de-fr de-zh | de-en de-vi de-fr de-zh
BLEU 49.44 40.01 33.45 31.16 |40.63 33.63 26.97 26.31
BERTScore | 095 0.87 0.84 0.81 | 0.86 084 0.8 0.79
TER 4499 5445 7236 62.08 | 56.53 63.07 79.21 68.19
Llama-3.1-8B | METEOR | 0.76 0.67 062 054 | 0.63 0.56 0.52 047
- Ft. ChrF 69.74 57.57 61.36 27.18 |58.95 49.74 54.06 22.87
ROUGE-1 | 0.75 078 0.61 0.12 | 065 0.73 054 0.1
ROUGE-2 | 0.57 058 042 0.09 | 048 0.51 035 0.07
ROUGE-L | 0.72 068 0.57 0.12 | 0.62 0.61 049 0.1
BLEU 40.09 2598 29.35 10.77 | 30.35 20.74 22.36 10.55
BERTScore | 0.86 0.82 0.83 0.67 | 092 0.8 0.8 0.64
TER 51.7 65.04 63.64 136.05|61.48 70.86 70.74 124.82
Llama-3.1-8B | METEOR | 0.66 0.5 054 032 | 054 043 044 028
- 0 Shot ChrF 61.07 43.55 5342 13.06 | 51.9 3824 46.34 1147
ROUGE-1 | 0.68 0.66 0.58 0.09 | 0.59 0.63 051 0.08
ROUGE-2 | 048 044 0.38 0.07 0.4 04 032 0.06
ROUGE-L | 064 054 054 009 | 056 05 047 0.08
BLEU 49.78 3438 35.13 22.03 | 34.38 24.15 25.43 20.26
BERTScore| 0.9 086 0.86 0.79 | 093 082 082 0.76
TER 41.64 5694 58.72 68.59 | 56.38 64.68 67.46 70.79
Llama-3.1-8B | METEOR | 0.76 061 06 046 | 059 048 049 042
- 1 Shot ChrF 68.35 52.11 58.58 19.58 |55.43 4251 49.63 18.39
ROUGE-1 | 0.75 076 0.63 0.11 | 0.64 0.69 0.55 0.1
ROUGE-2 | 056 053 042 0.08 | 044 045 035 0.08
ROUGE-L | 0.72 0.64 0.58 0.11 0.6 056 05 0.1
BLEU 48.83 3276 3532 224 |36.04 26.67 27.05 18.32
BERTScore | 09 0.86 0.86 0.8 093 083 082 0.75
TER 42.03 5698 5729 65.82 | 5559 63.7 66.22 73.43
Llama-3.1-8B | METEOR | 0.75 0.6 061 047 | 0.61 0.51 0.5 0.4
- 8 Shot ChrF 67.67 50.99 58.99 20.0 | 56.8 44.67 51.05 16.95
ROUGE-1 | 0.75 076 063 0.12 | 064 0.7 056 0.1
ROUGE-2 | 055 052 043 0.09 | 045 046 036 0.07
ROUGE-L | 0.71 063 0.59 0.12 | 0.61 058 0.51 0.1
BLEU 49.78 3438 35.13 22.03 | 37.7 27.72 2725 19.7
BERTScore| 0.9 086 0.86 0.79 | 094 083 0.83 0.75
TER 41.64 5694 5872 68.59 |53.54 6449 6572 7T1.5
Llama-3.1-8B | METEOR | 0.76 061 0.6 046 | 062 0.51 0.5 0.41
- 16 Shot ChrF 68.35 52.11 58.58 19.58 [57.92 453 50.88 18.11
ROUGE-1 | 0.75 0.76 0.63 0.11 | 066 0.7 056 0.1
ROUGE-2 | 0.56 053 042 0.08 | 046 047 036 0.07
ROUGE-L | 0.72 064 0.58 0.11 | 062 0.57 0.51 0.1
BLEU 49.07 35.32 3495 23.09 |36.84 27.09 26.84 19.25
BERTScore | 0.9 0.86 0.86 0.8 093 083 083 0.76
TER 423 5579 5743 6591 | 54.34 64.29 66.25 70.33
Llama-3.1-8B | METEOR | 0.75 0.62 0.6 047 | 0.61 0.51 0.5 0.41
- 32 Shot ChrF 68.06 52.79 58.84 20.55 |57.55 45.02 50.56 17.79
ROUGE-1 | 0.75 0.77 0.64 0.12 | 066 0.7 056 0.11
ROUGE-2 | 0.55 0.53 043 0.1 046 046 036 0.08
ROUGE-L | 0.72 065 0.59 0.12 | 062 057 051 0.11
BLEU 52.1 43.73 40.72 23.26 | 40.52 34.24 31.45 19.87
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Table 16 continued from previous page

. Ground-truth ASR
Model Metrics de-en de-vi de-fr de-zh | de-en de-vi de-fr de-zh
BERTScore | 096 0.88 0.88 079 | 0.86 0.84 084 0.79
TER 39.94 48.63 51.44 63.95 |55.76 59.16 61.65 68.06
Qwen-2.5-7B METEOR | 0.77 0.69 0.65 044 | 0.63 0.57 0.53 04
- Ft. ChrF 70.13 59.36 62.75 23.28 | 59.05 50.58 54.36 20.15
ROUGE-1 | 0.76 0.8 0.67 0.11 | 0.66 0.74 0.59 0.1
ROUGE-2 | 058 06 047 0.09 | 047 053 04 0.08
ROUGE-L | 0.73 0.7 0.63 0.11 | 062 0.62 054 0.1
BLEU 42.12 27.26 29.93 33.09 | 32.03 209 22.74 29.78
BERTScore | 0.86 0.81 0.83 0.83 | 092 0.79 0.79 0.79
TER 54.87 65.49 63.02 63.12 | 6525 71.74 70.78 67.85
Qwen-2.5-7B METEOR | 066 0.5 053 062 | 054 042 044 0.52
- 0 Shot ChrF 61.0 4392 53.64 31.26 |51.78 37.93 46.53 25.63
ROUGE-1 | 0.65 066 056 0.12 | 057 062 049 0.11
ROUGE-2 | 046 044 0.36 0.1 038 039 03 0.09
ROUGE-L | 0.62 055 052 0.12 | 053 05 045 0.11
BLEU 40.55 28.29 323 19.06 | 35.85 2342 251 19.58
BERTScore | 0.89 0.83 0.85 0.79 | 093 081 082 0.76
TER 572 6545 6221 68.52 |57.82 66.64 67.69 72.04
Qwen-2.5-7B METEOR 0.6 0.5 0.56 0.4 0.6 047 047 0.4
- 1 Shot ChrF 58.35 44.68 56.84 19.01 |56.18 41.7 49.54 18.35
ROUGE-1 0.6 066 059 0.09 | 0,63 067 053 0.09
ROUGE-2 | 042 044 038 007 | 043 044 033 0.07
ROUGE-L | 0.57 0.55 0.55 0.09 0.6 055 049 0.09
BLEU 2479 3191 29.74 18.83 |27.78 24.65 26.31 18.09
BERTScore | 0.72 0.84 0.81 073 | 0.89 0.81 082 0.76
TER 7548 61.27 63.77 94.17 | 75.66 67.64 6523 71.02
Qwen-2.5-7B METEOR | 039 0.57 051 035 | 046 046 049 0.38
- 8 Shot ChrF 38.36 49.02 52.61 1691 |45.07 41.71 50.37 17.82
ROUGE-1 | 041 072 054 007 | 048 0.65 054 0.09
ROUGE-2 | 027 049 035 006 | 031 043 035 0.07
ROUGE-L | 038 06 05 0.07 | 045 053 0.5 0.09
BLEU 40.55 28.29 323 19.06 | 36.96 25.86 26.52 16.81
BERTScore | 0.82 0.81 0.84 0.79 | 093 0.81 082 0.76
TER 572 6545 6221 68.52 | 60.11 68.28 65.34 70.93
Qwen-2.5-7B METEOR 0.6 0.5 0.56 0.4 0.6 048 05 0.37
- 16 Shot ChrF 58.35 44.68 56.84 19.01 |56.41 427 51.05 17.27
ROUGE-1 0.6 066 059 0.09 | 062 066 055 0.09
ROUGE-2 | 042 044 038 0.07 | 043 043 035 0.07
ROUGE-L | 057 055 055 009 | 059 054 051 0.09
BLEU 48.91 33.61 3522 20.52 |37.22 2641 2692 173
BERTScore | 0.9 0.84 0.86 0.8 093 081 0.83 0.76
TER 42.63 59.35 55.55 66.94 | 5591 67.06 64.63 70.33
Qwen-2.5-7B METEOR | 0.75 059 06 042 | 061 049 0.5 0.38
- 32 Shot ChrF 67.98 50.16 59.21 20.28 |57.36 4345 514 17.6
ROUGE-1 | 0.75 0.73 0.63 0.1 0.65 068 056 0.1
ROUGE-2 | 0.55 051 042 0.08 | 045 045 036 0.07
ROUGE-L | 0.71 0.61 0.59 0.1 0.61 055 051 0.09
BLEU 36.39 15.68 40.77 21.28 |28.33 12.38 31.15 17.82
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Table 16 continued from previous page

. Ground-truth ASR
Model Metrics de-en de-vi de-fr de-zh | de-en de-vi de-fr de-zh
BERTScore | 092 0.79 0.86 0.78 | 0.78 0.77 0.83 0.78
TER 80.09 73.73 53.76 66.07 |91.13 77.89 634 70.11
Mistral-v0.3-7B | METEOR | 0.72 035 0.63 042 0.6 03 052 037
- Ft. ChrF 66.77 32.48 61.34 2237 | 57.3 2844 5273 189
ROUGE-1 | 064 0.61 0.66 0.09 | 055 057 057 0.09
ROUGE-2 | 049 0.38 047 0.07 04 033 039 0.07
ROUGE-L | 0.61 048 0.62 0.09 | 052 044 053 0.09
BLEU 4426 6.71 28.82 27.14 | 3454 498 2144 21.22
BERTScore | 0.89 0.73 0.84 0.81 | 093 071 0.8 0.75
TER 48.08 84.37 63.72 63.83 |59.16 87.37 71.68 72.01
Mistral-v0.3-7B | METEOR | 0.72 022 054 052 | 059 0.18 044 043
- 0 Shot ChrF 64.65 22.36 5428 234 |55.07 192 46.78 18.85
ROUGE-1 | 0.71 0.52 059 0.12 | 0.62 048 0.51 0.1
ROUGE-2 0.5 024 0.36 0.1 042 02 03 0.08
ROUGE-L | 0.67 037 054 0.12 | 058 034 046 0.1
BLEU 48.04 10.15 30.75 24.33 | 3631 6.99 22.89 16.01
BERTScore| 0.9 076 0.85 0.81 | 093 0.77 082 0.74
TER 4493 79.06 60.96 64.11 | 56.18 83.25 68.21 72.27
Mistral-v0.3-7B | METEOR | 0.75 029 057 048 0.6 024 046 0.37
- 1 Shot ChrF 67.21 26.69 55.61 2194 |56.33 23.1 48.16 16.11
ROUGE-1 | 0.74 057 06 0.11 | 0.64 054 053 0.09
ROUGE-2 | 054 03 038 009 | 044 026 032 0.07
ROUGE-L | 0.7 043 0.56 0.11 0.6 039 048 0.09
BLEU 4779 931 31.72 152 |37.63 839 2435 13.54
BERTScore | 09 0.77 085 078 | 093 0.76 082 0.75
TER 44.84 79.09 59.29 70.09 | 54.56 80.9 66.67 72.64
Mistral-v0.3-7B | METEOR | 0.75 0.29 057 037 | 062 027 047 034
- 8 Shot ChrF 67.13 26.2 5637 16.5 |57.28 24.75 49.07 15.11
ROUGE-1 | 0.74 057 061 009 | 0.65 0.56 054 0.07
ROUGE-2 | 054 03 039 007 | 046 028 034 0.06
ROUGE-L | 0.7 043 057 0.09 | 062 041 0.5 0.07
BLEU 48.04 10.15 32.05 152 [3829 9.12 2527 14.0
BERTScore| 0.9 077 0.85 0.78 | 093 0.77 082 0.74
TER 4493 79.06 59.36 70.52 | 5525 80.37 66.71 72.83
Mistral-v0.3-7B | METEOR | 0.75 029 058 037 | 062 027 048 0.34
- 16 Shot ChrF 67.21 26.69 56.27 1648 |57.55 253 49.37 15.38
ROUGE-1 | 0.74 057 0.61 0.09 | 0.65 0.56 054 0.09
ROUGE-2 | 054 03 04 007 | 046 029 034 0.07
ROUGE-L | 0.7 043 057 009 | 061 041 05 0.09
BLEU 48.21 10.66 31.71 16.08 | 37.85 8.81 242 13.87
BERTScore| 0.9 078 0.85 0.78 | 093 0.76 0.82 0.75
TER 441 7822 589 70.11 | 55.57 80.55 66.83 72.73
Mistral-v0.3-7B | METEOR | 0.75 03 057 038 | 0.62 027 047 034
- 32 Shot ChrF 67.3 27.12 56.11 17.19 | 57.32 25.25 48.92 15.29
ROUGE-1 | 0.74 057 0.61 0.08 | 0.65 056 054 0.07
ROUGE-2 | 054 031 039 006 | 045 029 033 0.06
ROUGE-L | 0.71 043 056 0.08 | 062 041 0.5 0.07
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Table 16 continued from previous page

Model Metrics Ground-truth

ASR

de-en de-vi de-fr

de-zh

de-en de-vi de-fr de-zh

Table 17: In-context Learning Results. Full fine-tuning, zero-shot, few-shot on both ground-truth transcript and
ASR transcript in the cascaded setting. German to X results are reported in this table.

All cascaded models use Whispers.,qii—mono a5 ASR model (Whisper ASR is fine-tuned monolingually - on each
source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%, 26.3%, 45.7% for Vietnamese, English,

Chinese, German and French respectively.
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Ground-truth

ASR

Model Metrics zh-en zh-vi zh-fr zh-de | zh-en zh-vi zh-fr zh-de
BLEU 28.21 23.49 18.87 13.07 | 19.01 17.65 13.84 11.13
BERTScore | 0.91 0.79 0.77 0.74 0.78 0.75 0.75 0.74
TER 84.4 96.2 99.18 107.48 | 101.13 104.68 106.77 109.71
Llama-3.1-8B | METEOR 0.59 055 046 0.4 0.48 0.45 0.39 0.35
- Ft. ChrF 4742 4133 41.69 32.09 | 40.96 34.68 3697 32.37
ROUGE-1 | 057 0.63 046 0.37 0.47 0.58 0.39 0.34
ROUGE-2 | 0.37 044 0.28 0.19 0.27 0.36 0.21 0.16
ROUGE-L | 053 0.53 041 0.33 0.43 0.46 0.34 0.3
BLEU 16.21 16.01 11.95 741 12.29 12.17 8.78 06.02
BERTScore | 0.79 0.86 0.76 0.75 0.89 0.77 0.74 0.73
TER 80.87 79.51 85.88 91.67 | 89.32 87.12 93.56 95.73
Llama-3.1-8B | METEOR | 046 044 0.35 0.31 0.37 0.35 0.29 0.26
- 0 Shot ChrF 36.29 31.91 3347 26.79 | 32.05 27.57 2897 2341
ROUGE-1 | 047 061 04 0.35 0.39 0.55 0.33 0.28
ROUGE-2 | 0.25 0.38 0.2 0.15 0.18 0.31 0.15 0.12
ROUGE-L | 043 049 035 0.31 0.35 043 0.28 0.25
BLEU 27.32 2422 1623 12.69 | 1579 1394 9.28 08.02
BERTScore | 0.85 091 0.81 0.78 0.92 0.8 0.78 0.74
TER 65.78 70.48 79.85 83.63 | 84.27 8498 90.0 92.65
Llama-3.1-8B | METEOR 059 055 044 041 0.43 0.39 0.31 0.3
- 1 Sheot ChrF 48.7 4134 40.15 359 | 36.21 29.88 30.57 25.37
ROUGE-1 | 059 0.7 047 044 0.44 0.6 0.35 0.32
ROUGE-2 | 0.36 047 0.27 0.21 0.22 0.34 0.17 0.15
ROUGE-L | 0.55 0.58 042 04 0.39 0.46 0.3 0.29
BLEU 27.76 24774 1535 11.82 | 21.16 19.56 14.14 12.08
BERTScore | 0.85 091 0.8 0.8 0.92 0.8 0.78 0.79
TER 66.94 69.48 79.05 824 80.6 81.08 89.56 87.74
Llama-3.1-8B | METEOR 0.59 056 043 0.4 0.48 0.44 0.36 0.36
- 8 Shot ChrF 48.41 4196 3948 3426 | 41.81 35.35 36.66 33.07
ROUGE-1 | 059 0.71 046 044 0.49 0.64 04 04
ROUGE-2 | 0.36 048 0.25 0.2 0.28 0.38 0.21 0.21
ROUGE-L | 055 0.59 042 0.39 0.44 0.5 0.34 0.36
BLEU 27.32 2422 1623 12.69 | 243 2186 16.72 17.19
BERTScore | 0.85 091 0.81 0.81 0.92 0.8 0.78 0.79
TER 65.78 70.48 79.85 83.63 | 78.01 79.45 86.03 85.58
Llama-3.1-8B | METEOR | 0.59 055 044 041 0.49 0.46 0.38 0.39
- 16 Shot ChrF 48.7 4134 40.15 359 | 4439 37.37 3822 37.05
ROUGE-1 | 059 0.7 047 044 0.5 0.65 0.41 0.42
ROUGE-2 | 036 047 027 0.21 0.29 04 0.22 0.23
ROUGE-L | 0.55 0.58 042 04 0.45 0.51 0.36 0.38
BLEU 28.69 2439 1643 1234 | 19.18 19.54 12.37 10.51
BERTScore | 0.85 091 0.81 0.81 0.92 0.81 0.78 0.78
TER 67.3 69.1 8145 8231 | 81.2 7947 88.9 89.66
Llama-3.1-8B | METEOR 06 055 045 042 0.47 0.46 0.36 0.37
- 32 Shot ChrF 4942 41.82 4047 36.57 | 4143 36.04 36.19 33.27
ROUGE-1 06 071 047 045 0.48 0.65 0.4 04
ROUGE-2 | 0.37 047 027 0.21 0.26 0.39 0.2 0.18
ROUGE-L | 055 0.59 042 041 0.43 0.51 0.35 0.34
BLEU 35.63 3295 24.05 1695 | 2536 2631 17.84 12.61
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Table 17 continued from previous page

. Ground-truth ASR
Model Metrics zh-en zh-vi zh-fr zh-de | zh-en zh-vi zh-fr zh-de
BERTScore | 095 0.85 0.84 0.83 0.82  0.81 0.79 0.78
TER 6098 67.86 73.13 77.31 | 7948 804 84.11 91.04
Qwen-2.5-7B METEOR | 0.67 0.63 0.53 0.5 0.53 0.53 0.43 0.4
- Ft. ChrF 553 4773 47.09 39.65 | 45.87 4137 40.88 34.86
ROUGE-1 | 0.66 0.74 0.55 0.52 0.53 0.67 0.45 0.42
ROUGE-2 | 045 053 035 0.28 032 045 0.26 0.2
ROUGE-L | 0.62 063 0.5 0.48 0.48 0.55 0.4 0.37
BLEU 22.51 1593 17.86 7.58 16.9 1442 12.07 7.78
BERTScore | 0.83 0.82 0.8 0.77 0.91 0.77 0.77 0.74
TER 74.01 76.17 78.49 87.24 | 8743 8597 88.63 95.0
Qwen-2.5-7B METEOR | 053 041 044 0.34 0.43 0.37 0.35 0.31
- 0 Shot ChrF 44.85 3232 40.84 29.61 | 37.97 29.62 3397 28.17
ROUGE-1 | 0.56 0.61 047 0.39 044  0.57 0.39 0.34
ROUGE-2 | 0.32 0.39 0.27 0.16 0.23 0.34 0.2 0.14
ROUGE-L | 051 05 042 0.34 0.4 0.45 0.34 0.3
BLEU 28.38 22.63 20.23 11.97 | 20.61 1691 13.16 94
BERTScore | 0.86 0.85 0.81 0.8 0.91 0.8 0.79 0.77
TER 6796 71.83 76.08 82.62 | 8398 79.69 87.86 93.12
Qwen-2.5-7B METEOR | 0.59 05 048 042 049 041 0.35 0.33
- 1 Sheot ChrF 47.86 37.41 43.55 34.08 | 42.1 33.0 3574 30.35
ROUGE-1 | 0.59 064 0.5 0.46 0.49 0.61 0.39 0.36
ROUGE-2 | 0.38 044 031 0.22 0.27 0.38 0.2 0.16
ROUGE-L | 0.55 054 046 042 044 048 034 0.32
BLEU 32.37 22.67 20.25 1279 | 21.73 18.36 16.13 12.29
BERTScore | 0.85 0.86 0.81 0.8 0.9 0.79  0.79 0.78
TER 64.09 70.76 75.17 81.02 | 80.02 79.28 852 89.03
Qwen-2.5-7B METEOR | 062 0.5 048 043 046 043 0.39 0.36
- 8 Shot ChrF 51.54 3891 4396 354 | 4054 3422 385 33.67
ROUGE-1 | 0.61 066 0.5 0.45 0.47 0.62 043 0.41
ROUGE-2 04 045 03 0.22 0.28 039 024 0.2
ROUGE-L | 0.58 056 046 041 042 049 038 0.37
BLEU 28.38 22.63 20.23 11.29 | 22.03 20.66 17.3 14.75
BERTScore | 0.84 0.85 0.81 0.79 0.91 0.81 0.79 0.77
TER 6796 71.83 76.08 83.85 | 81.52 76.13 82.84 87.24
Qwen-2.5-7B METEOR | 059 0.5 048 042 0.48 0.45 0.41 0.38
- 16 Shot ChrF 47.86 37.41 4355 33.81 | 40.79 36.53 39.15 33.33
ROUGE-1 | 0.59 064 0.5 0.45 049 0.63 0.43 0.4
ROUGE-2 | 0.38 044 031 0.22 029 041 0.25 0.22
ROUGE-L | 0.55 054 046 041 0.44  0.51 0.38 0.37
BLEU 3323 25.13 2092 1148 | 233 18.88 1524 10.5
BERTScore | 0.86 0.87 0.82 0.8 092 079 0.79 0.78
TER 64.02 69.67 75.67 84.04 | 77.07 8331 852 90.95
Qwen-2.5-7B METEOR | 0.64 053 0.5 0.41 0.52 043 0.4 0.37
- 32 Shot ChrF 53.52 41.0 4495 34.77 | 44.66 3394 38.97 33.36
ROUGE-1 | 0.64 0.68 0.52 045 0.52 0.61 0.43 0.4
ROUGE-2 | 042 047 031 0.21 0.3 0.38 0.24  0.19
ROUGE-L | 0.59 057 047 0.4 0.47 0.49  0.38 0.35
BLEU 27.68 10.67 1846 114 | 20.17 08.01 1258 7.14
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Table 17 continued from previous page

. Ground-truth ASR
Model Metrics zh-en zh-vi zh-fr zh-de | zh-en zh-vi zh-fr zh-de
BERTScore | 093 0.75 0.8 0.76 0.8 0.73 0.76 0.72
TER 72.65 82.73 81.15 90.07 | 83.87 85.69 87.85 98.87
Mistral-v0.3-7B | METEOR | 0.59 033 045 0.39 0.48 0.27 0.37 0.29
- Ft. ChrF 47.23 2479 39.83 31.55 | 40.58 21.71 34.68 2542
ROUGE-1 | 0.57 0.56 047 04 0.48 0.53 0.39 0.3
ROUGE-2 | 0.36 0.32 0.28 0.2 0.26  0.27 0.2 0.13
ROUGE-L | 0.53 043 042 0.37 0.43 0.4 034  0.27
BLEU 2294 16.76 17.51 8.66 12.4 1.22 3.65 01.05
BERTScore | 0.83 0.83 0.8 0.78 0.89 0.6 0.64  0.59
TER 72.61 7549 78.0 8821 | 9341 98.06 113.15 114.58
Mistral-v0.3-7B | METEOR | 0.54 043 044 0.36 0.37 0.07 0.16 0.09
- 0 Shot ChrF 4474 33.32 40.21 3097 | 3291 8.79 19.5 12.75
ROUGE-1 | 0.55 0.62 047 04 039  0.28 0.18 0.1
ROUGE-2 | 032 04 028 0.17 0.17 0.08 0.07 0.02
ROUGE-L | 0.5 051 042 0.35 034 021 0.16 0.09
BLEU 30.82 17.97 19.57 113 | 1652 242 6.53 2.85
BERTScore | 0.85 0.83 0.8 0.81 092 074 0.67 0.62
TER 65.66 73.89 76.46 83.38 | 90.42 9599 105.51 112.79
Mistral-v0.3-7B | METEOR | 0.62 044 047 0.4 0.43 0.12 022 0.14
- 1 Sheot ChrF 51.57 3453 433 3391 | 37.51 120 24.06 16.69
ROUGE-1 | 0.62 0.61 0.51 044 0.43 0.37 0.24 0.16
ROUGE-2 04 041 029 0.21 0.21 0.13 0.11 0.05
ROUGE-L | 0.58 0.51 045 0.39 0.39 0.27 0.21 0.14
BLEU 32.47 22.55 20.32 12.8 | 19.65 6.8 1195 942
BERTScore | 0.85 0.85 0.81 0.8 092 0.73 0.76 0.75
TER 64.66 71.4 7439 83.66 | 832 87.81 90.14 9541
Mistral-v0.3-7B | METEOR | 0.62 048 049 0.43 0.47 024 034 032
- 8 Shot ChrF 51.57 38.16 4395 348 | 4099 20.18 33.31 29.01
ROUGE-1 | 0.61 064 0.5 0.45 0.48 0.52  0.37 0.34
ROUGE-2 04 043 03 0.22 0.26  0.25 0.19 0.16
ROUGE-L | 0.58 054 046 041 0.43 0.38 0.32 0.3
BLEU 2742 2462 16.8 120 | 22,51 697 1427 1293
BERTScore | 0.85 091 0.8 0.81 092 074 077 0.75
TER 6691 7038 79.92 82.87 | 81.31 88.06 88.7 93.21
Mistral-v0.3-7B | METEOR | 0.59 055 043 0.41 049 025 0.36 0.35
- 16 Shot ChrF 49.02 41.34 3991 3545 | 4273 20.12 3496 29.34
ROUGE-1 0.6 07 046 044 049 0.53 04 0.37
ROUGE-2 | 036 047 026 0.21 0.28 0.25 0.22  0.21
ROUGE-L | 0.55 0.58 0.41 0.4 0.44  0.38 0.35 0.34
BLEU 27.67 827 157 956 | 19.19 6.72 12.05 7.59
BERTScore | 0.84 0.88 0.8 0.78 092 0.75 0.77 0.76
TER 69.14 83.79 82.81 87.74 | 82.35 86.05 89.62 93.68
Mistral-v0.3-7B | METEOR 0.6 031 043 0.38 0.48 0.27 0.35 0.31
- 32 Shot ChrF 48.47 233 3944 32.17 | 40.86 21.51 3487 28.86
ROUGE-1 | 0.59 058 044 041 0.48 0.55 0.38 0.35
ROUGE-2 | 036 0.3 024 0.17 0.25 0.26  0.19 0.13
ROUGE-L | 054 043 04 0.36 0.43 0.4 0.32 0.3
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Table 17 continued from previous page

Model Metrics Ground-truth

ASR

zh-en zh-vi zh-fr zh-de

zh-vi zh-fr zh-de

Table 18: In-context Learning Results. Full fine-tuning, zero-shot, few-shot on both ground-truth transcript and

ASR transcript in the cascaded setting. Chinese to X results are reported in this table.

All cascaded models use Whispers.,qii—mono a5 ASR model (Whisper ASR is fine-tuned monolingually - on each
source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%, 26.3%, 45.7% for Vietnamese, English,

Chinese, German and French respectively.
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F.2 Full Results: Ground-truth Translation Baselines

This section presents full results of ground-truth MT baselines for all evaluation metrics, which is an
extension of Table 3 in the main paper. Full results are shown in Table 19 (English to X), Table 20
(Vietnamese to X), Table 21 (French to X), Table 22 (German to X), and Table 23 (Chinese to X) below.
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MT

‘ Metrics

| en-vi

en-fr

en-zh

en-de

Decoder

Llama
-3.1-8B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

53.44
0.90
39.42
0.77
67.74
0.83
0.68
0.76

48.24
0.89
46.9
0.72

70.97
0.73
0.57

0.7

37.50
0.83
58.37
0.6
32.39
0.15
0.13
0.15

40.49
0.87
53.12
0.66
66.08
0.67
0.47
0.63

Qwen
-2.5-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

54.5
0.9
38.21
0.77
67.82
0.83
0.69
0.77

49.63
0.9
42.42
0.72
70.5
0.74
0.57
0.71

28.61
0.81
59.1
0.5
27.81
0.14
0.13
0.14

38.75
0.87
51.55
0.64
63.39
0.65
0.43
0.62

Mistral
-v0.3-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

24.77
0.82
63.33
0.45
41.27
0.66
0.49
0.57

51.71
0.89
43.0
0.73

71.06
0.74

0.6
0.72

26.38
0.81
60.43
0.48
27.29
0.12
0.11
0.12

43.99
0.88
48.54
0.67
66.27
0.68
0.49
0.65

Encod

er-decoder

mBart
-large-50

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

62.08
0.92
29.87
0.81
72.75
0.86
0.74
0.81

57.04
0.92
34.26
0.77
75.3
0.78
0.64
0.76

44.77
0.86
41.08
0.68
38.7
0.19
0.17
0.19

47.28
0.89
42.76
0.7
68.74
0.71
0.52
0.68

M2M100
-418M

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

62.31
0.97
294
0.81

73.15
0.86
0.74
0.81

57.49
0.95
33.52
0.77
75.72
0.79
0.64
0.76

46.38
0.93
39.38
0.7
40.11
0.2
0.19
0.2

49.36
0.94
40.6
0.72

71.04
0.73
0.54

0.7

Marian

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2

ROUGE-L

58.22
0.91
32.56
0.79

70.19
0.85
0.71

0.79

53.84
0.91
36.53
0.75
73.68

38.67
0.85
45.9
0.64

33.27

45.81
0.89
43.77
0.69
68.72

0.77 0.19 0.71

0.61

0.18

0.5

0.74 0.19 0.67
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Table 18 continued from previous page
MT | Metrics | en-vi en-fr en-zh en-de
Commercial tool
BLEU 46.21 44.77 44.74 36.29
BERTSc 091 091 09 0.89

TER 48.02 50.96 52.47 59.78
Google |METEOR | 0.67 0.64 0.63 0.58
Translate | ChrF 59.7 64.44 39.17 59.39

ROUGE-1 | 0.78 0.7 0.16 0.63
ROUGE-2 | 0.64 0.56 0.14 044
ROUGE-L | 0.72 0.67 0.16 0.6

Table 19: Full Results: Ground-truth Translation Baselines. English to X results are reported in this table.
Extension of Table 3 in the main paper.
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MT ‘ Metrics ‘ vi-en vi-fr vi-zh vi-de
Decoder
BLEU 23.16 15.57 16.09 11.61
BERTSc 0.92 0.79 0.74 0.77
TER 83.07 100.23 120.58 112.85
Llama METEOR | 0.57 045 0.5 0.39
-3.1-8B | ChrF 5229 47.18 21.03 44.25
ROUGE-1 | 0.56 0.45 0.03 0.4
ROUGE-2 | 0.33 0.25 0.01 0.19
ROUGE-L | 0.51 04 0.03 0.36
BLEU 26.21 19.25 29.06 14.44
BERTSc 0.93 0.81 0.81 0.79
TER 71.1 80.86 60.93 83.75
Qwen METEOR | 0.57 0.47 0.55 0.39
-2.5-7B | ChrF 5379 4894 251 43.34
ROUGE-1 | 0.58 0.49 0.04 0.42
ROUGE-2 | 0.35 0.28 0.02 0.19
ROUGE-L | 0.53 0.44 0.04 0.38
BLEU 2456 16.0 25.04 13.38
BERTSc 0.92 0.79 0.78 0.78
TER 70.37 87.87 6543 84.13
Mistral | METEOR | 0.53 0.42 0.49 0.37
-v0.3-7B | ChrF 48.73 4393 21.84 40.96
ROUGE-1 | 0.54 044 0.03 04
ROUGE-2 | 0.31 0.24 0.01 0.18
ROUGE-L | 0.5 0.39 0.03 0.36
Encoder-decoder
BLEU 1334 179 2297 9.85
BERTSc 0.89 0.8 0.78 0.75
TER 79.27 76.57 62.13 95.17
mBart METEOR | 038 0.41 0.48 0.29
-large-50 | ChrF 36.03 43.81 20.38 3493
ROUGE-1 | 042 045 0.03 0.32
ROUGE-2 | 0.18 0.25 0.01 0.13
ROUGE-L | 0.38 0.41 0.03 0.29
BLEU 23.01 21.01 2495 16.72
BERTSc 0.82 0.81 0.8 0.79
TER 68.26 73.61 60.67 77.59
M2M100 | METEOR | 0.51 045 0.51 04
-418M ChrF 48.0 48.05 2195 4452
ROUGE-1 | 0.54 0.49 0.04 0.45
ROUGE-2 | 0.29 0.29 0.02 0.21
ROUGE-L | 049 0.45 0.04 04
BLEU 17.63 1597 1556 12.84
BERTSc 0.8 0.79 0.78 0.77
TER 75.09 79.31 7143 82.01
Marian METEOR | 045 0.39 04 0.35
ChrF 42.61 4283 1479 39.82
ROUGE-1 | 048 0.44 0.03 04
ROUGE-2 | 0.23 0.23 0.01 0.17
ROUGE-L | 0.44 04 0.03 0.35
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Table 19 continued from previous page
MT | Metrics | vi-en vifr  vi-zh vi-de
Commercial tool
BLEU 1879 1642 21.63 12.54
BERTSc 0.84 083 083 0.81

TER 7572 82776 7196 87.12
Google |METEOR | 043 037 044 032
Translate | ChrF 4391 4282 19.03 40.21

ROUGE-1 | 049 043 002 0.38
ROUGE-2 | 0.26 0.24  0.01 0.17
ROUGE-L | 045 038 0.02 033

Table 20: Full Results: Ground-truth Translation Baselines. Vietnamese to X results are reported in this table.
Extension of Table 3 in the main paper.
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MT

‘ Metrics

‘ fr-en

fr-vi

fr-zh

fr-de

Decoder

Llama
-3.1-8B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

50.18
0.95
42.23
0.76
69.44
0.75
0.58
0.73

39.63
0.86
54.71
0.65

55.16
0.77
0.56
0.67

29.25
0.79
68.66
0.52
253
0.11
0.07
0.11

27.46
0.81
82.2
0.56

56.35
0.54
0.34

0.5

Qwen
-2.5-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

49.69
0.95
42.17
0.76
70.03
0.76
0.58
0.73

40.67
0.86
52.57
0.66
56.12
0.78
0.58
0.68

20.97
0.78
67.39
0.43
20.86
0.09
0.06
0.08

33.91
0.84
59.28
0.58
56.82
0.6
0.37
0.56

Mistral
-v0.3-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

42.49
0.93
56.11
0.75

14.47
0.79
74.72
0.36
68.36 30.93
072 0.6
0.55 0.37
0.7 049

19.92
0.78
67.02
0.42
2091
0.08
0.05
0.08

33.73
0.85
57.73
0.58
56.06
0.61
0.38
0.57

Encoder-decoder

mBart
-large-50

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

39.79 37.26
093 0.86
51.84 54.81
0.67 0.62
59.96 53.25
0.67 0.76
045 0.53
0.63 0.65

24.63
0.77
63.66
0.49
21.41
0.13
0.1
0.13

29.03
0.83
64.46
0.53
51.13
0.55
0.32
0.5

M2M100
-418M

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

43.73 35.04
0.88 0.82
45.48 57.02
0.71 0.57
63.79 49.8
0.71 0.67
049 0.49
0.68 0.59

29.41
0.82
53.94
0.56
25.65
0.15
0.11
0.15

34.72
0.83
55.57
0.59
57.69
0.6
0.37
0.56

Marian

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

39.97 3341
0.87 0.86
48.76 57.15
0.68 0.62
60.97 52.06
0.69
0.46
0.65

0.53

17.13
0.78
67.55
0.41
16.05

0.1

32.62
0.85
56.39
0.59
56.73

0.76 0.14 0.61

0.36

0.65 0.14 0.57
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Table 20 continued from previous page
MT | Metrics | fr-en fr-vi fr-zh fr-de
Commercial tool
BLEU 27.82 24.18 24.49 22.38
BERTSc 0.88 0.86 0.85 0.86

TER 63.0 67.34 66.27 70.46
Google | METEOR | 0.51 046 0.44 043
Translate | ChrF 50.04 42.11 22.47 46.46

ROUGE-1 | 0.59 0.68 0.1 0.5
ROUGE-2 | 041 046 0.07 0.3
ROUGE-L | 0.56 0.56 0.1 047

Table 21: Full Results: Ground-truth Translation Baselines. French to X results are reported in this table.
Extension of Table 3 in the main paper.
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MT

‘ Metrics

\ de-en

de-vi

de-fr de-zh

Decoder

Llama
-3.1-8B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

49.44
0.95
44.99
0.76
69.74
0.75
0.57
0.72

40.01
0.87
54.45
0.67
57.57
0.78
0.58
0.68

33.45
0.84
72.36
0.62
61.36
0.61
0.42
0.57

31.16
0.81
62.08
0.54
27.18
0.12
0.09
0.12

Qwen
-2.5-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

52.1
0.96
39.94
0.77
70.13
0.76
0.58
0.73

43.73
0.88
48.63
0.69
59.36
0.8
0.6
0.7

40.72
0.88
51.44
0.65
62.75
0.67
0.47
0.63

23.26
0.79
63.95
0.44
23.28
0.11
0.09
0.11

Mistral
-v0.3-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

36.39
0.92
80.09
0.72
66.77
0.64
0.49
0.61

15.68
0.79
73.73
0.35
32.48
0.61
0.38
0.48

40.77
0.86
53.76
0.63
61.34
0.66
0.47
0.62

21.28
0.78
66.07
0.42
22.37
0.09
0.07
0.09

Encoder-decoder

mBart
-large-50

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

41.45
0.94
48.34
0.68
60.02
0.68
0.47
0.65

41.12
0.87
51.45
0.65
55.8
0.77
0.56
0.67

40.48
0.87
50.82
0.63
60.48
0.65
0.46
0.61

30.43
0.8
56.79
0.54
26.35
0.13
0.11
0.13

M2M100
-418M

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

44.76
0.83
46.56
0.68
62.33
0.67
0.48
0.64

43.83
0.85
48.72
0.67
58.19
0.77
0.58
0.67

43.53
0.88
47.31
0.67
64.91
0.69
0.5
0.65

30.42
0.75
54.14
0.53
27.56
0.13
0.11
0.13

Marian

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2

ROUGE-L

42.74
0.88
47.25
0.71
62.6
0.7
0.49

0.67

38.26
0.87
52.21
0.64
54.26
0.78
0.55
0.66

39.59
0.87
50.87

18.11
0.78
67.04
0.64 042
61.55 16.79
0.66 0.13
046 0.12
0.62 0.13
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Table 21 continued from previous page
MT | Metrics | de-en de-vi de-fr de-zh
Commercial tool
BLEU 40.74 32.69 33.15 31.89
BERTSc 09 0.88 0.88 0.86

TER 50.5 57.38 58.0 57.64
Google |METEOR | 0.63 0.56 0.55 0.54
Translate | ChrF 60.31 50.13 56.07 28.01

ROUGE-1 | 0.68 0.74 0.61 0.12
ROUGE-2 | 0.51 0.53 043 0.09
ROUGE-L | 0.65 0.63 0.57 0.12

Table 22: Full Results: Ground-truth Translation Baselines. German to X results are reported in this table.
Extension of Table 3 in the main paper.
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MT ‘ Metrics ‘ zh-en zh-vi zh-fr zh-de
Decoder
BLEU 28.21 23.49 18.87 13.07
BERTSc 091 079 077 0.74
TER 84.4 96.2 99.18 107.48
Llama METEOR | 0.59 0.55 0.46 0.4
-3.1-8B | ChrF 4742 4133 41.69 32.09
ROUGE-1 | 0.57 0.63 0.46 0.37
ROUGE-2 | 0.37 0.44 0.28 0.19
ROUGE-L | 0.53 053 041 0.33
BLEU 35.63 32.95 24.05 16.95
BERTSc 095 085 0.84 0.83
TER 60.98 67.86 73.13 77.31
Qwen METEOR | 0.67 0.63 0.53 0.5
-2.5-7B | ChrF 55.3 47.73 47.09 39.65
ROUGE-1 | 0.66 0.74 0.55 0.52
ROUGE-2 | 045 0.53 035 0.28
ROUGE-L | 0.62 0.63 0.5 0.48
BLEU 27.68 10.67 1846 114
BERTSc 093 0.75 0.8 0.76
TER 72.65 82.73 81.15 90.07
Mistral | METEOR | 0.59 0.33 045 0.39
-v0.3-7B | ChrF 47.23 2479 39.83 31.55
ROUGE-1 | 0.57 0.56 0.47 04
ROUGE-2 | 0.36 0.32 0.28 0.2
ROUGE-L | 053 043 042 0.37
Encoder-decoder
BLEU 15.03 22.28 15.7 10.67
BERTSc 09 082 079 0.77
TER 764 71.86 79.51 85.8
mBart METEOR | 042 049 0.39 0.36
-large-50 | ChrF 36.18 39.38 38.64 33.11
ROUGE-1 | 046 0.68 0.44 0.4
ROUGE-2 | 023 044 023 0.18
ROUGE-L | 042 0.55 039 0.34
BLEU 21.65 27.69 21.88 15.17
BERTSc 076 085 0.82 0.82
TER 72.58 66.12 72.93 78.47
M2M100 | METEOR | 0.52 0.55 0.5 0.46
-418M ChrF 43.67 43.39 46.57 39.77
ROUGE-1 | 0.51 0.67 0.52 049
ROUGE-2 | 0.28 047 0.32 0.25
ROUGE-L | 047 0.57 047 044
BLEU 11.44 16.14 11.33 6.24
BERTSc 078 079 0.77 0.75
TER 86.03 83.81 89.53 104.78
Marian METEOR | 0.38 042 0.33 0.3
ChrF 32.3 33.04 33.64 29.48
ROUGE-1 | 0.39 0.63 0.37 0.33
ROUGE-2 | 0.16 0.35 0.17 0.11
ROUGE-L | 0.35 048 0.32 0.28
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Table 22 continued from previous page
MT | Metrics | zh-en zh-vi zh-fr zh-de
Commercial tool
BLEU 27.74 30.7 20.71 19.11
BERTSc 0.88 0.87 0.85 0.77

TER 7494 729 8121 83.94
Google |METEOR | 0.52 052 043 045
Translate | ChrF 51.33 49.89 4991 53.27

ROUGE-1 | 0.55 0.69 048 0.48
ROUGE-2 | 034 046 029 0.26
ROUGE-L | 0.51 0.56 043 043

Table 23: Full Results: Ground-truth Translation Baselines. Chinese to X results are reported in this table.
Extension of Table 3 in the main paper.
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F.3 Extra Results: Cascaded Speech Translation Baselines

This section presents extra results of cascaded ST baselines for all evaluation metrics, which is a sup-
plement of Table 5 in the main paper. Extra results are shown in Table 24 (English to X), Table 25
(Vietnamese to X), Table 26 (French to X), Table 27 (German to X), and Table 28 (Chinese to X) below.
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MT

| Metrics |

en-vi en-fr

en-zh

en-de

Decoder

Llama
-3.1-8B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

43.32 37.92
0.78 0.76
53.71 60.93
0.63 0.59
57.23 60.63
0.76  0.63
0.58 047
0.67 0.59

30.78
0.73
66.54
0.51
26.34
0.13
0.11
0.13

31.36
0.74
67.05
0.53
56.58
0.57
0.37
0.53

Qwen
-2.5-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

43.37 37.34
0.77 0.76
53.52 57.76
0.63 0.58
57.34 60.21
0.76  0.63
0.59 047
0.67 0.6

23.46
0.74
64.75
0.44
23.19
0.12
0.1
0.12

28.5
0.74
66.7
0.51
54.19
0.55
0.34
0.51

Mistral
-v0.3-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

17.72 36.58
0.68 0.74
71.27 59.78
0.35 0.55
3342 57.32
0.57 0.6
0.39 045
049 0.58

20.27
0.69
70.94
0.38
20.29
0.09
0.08
0.09

29.9

0.72
65.81

0.5

52.89
0.54

0.36

0.51

Encoder-decoder

mBart
-large-50

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

48.0 432
0.87 0.86
46.21 51.32
0.66 0.62
61.1 64.07
0.78 0.67
0.63 0.52
0.71 0.64

35.7
0.81
54.44
0.57
31.25
0.15
0.13
0.15

35.07
0.84

59.01
0.56

58.51
0.61
0.41
0.57

M2M100
-418M

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

48.21 43.16
095 092
46.94 51.58
0.67 0.63
61.29 64.22
0.78 0.67
0.63 0.52
0.71 0.65

36.94
0.92
53.79
0.58
32.22
0.16
0.14
0.16

36.55
0.92
57.62
0.57
60.13
0.62
0.43
0.58

Marian

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

45.07 40.54
0.87 0.86
49.1 5341
0.65 0.61

58.93 62.68
0.77 0.66
0.61 0.5
0.69 0.63

31.17
0.82
57.5
0.53

27.33
0.15
0.13
0.15

33.9
0.84
59.75
0.56
5841
0.6
0.4
0.57
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Table 23 continued from previous page
MT | Metrics | en-vi en-fr en-zh en-de

Table 24: Extra Results: Cascaded ST Baselines. English to X results are reported in this table. Supplement of
Table 5 in the main paper.
All cascaded models use Whispers,,q1i—mono @ ASR model (Whisper ASR is fine-tuned monolingually - on each

source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%, 26.3%, 45.7% for Vietnamese, English,
Chinese, German and French respectively.
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MT ‘ Metrics ‘ vi-en vi-fr vi-zh vi-de
Decoder
BLEU 14.55 10.29 11.56 7.71
BERTSc 0.78 075 0.73 0.73
TER 98.39 11297 131.0 122.33
Llama METEOR | 0.43 0.35 0.4 0.31
-3.1-8B | ChrF 41.46 3922 15.65 37.02
ROUGE-1 | 0.44 036 0.02 0.32
ROUGE-2 | 0.22 0.18 0.01 0.12
ROUGE-L | 0.39 031 0.02 0.28
BLEU 13.97 11.66 20.27 8.75
BERTSc 0.78 076  0.78 0.75
TER 101.68 101.51 74.57 101.85
Qwen METEOR | 0.43 036 043 0.3
-2.5-7B | ChrF 41.76  40.73 18.0 36.74
ROUGE-1 | 0.43 039 0.03 0.34
ROUGE-2 | 0.21 0.19 0.02 0.13
ROUGE-L | 0.39 033 0.03 0.29
BLEU 15.86 1092 17.92 09.03
BERTSc 0.78 075 0.77 0.75
TER 85.32 97.69 76.97 94.56
Mistral | METEOR | 0.42 033 0.39 0.3
-v0.3-7B | ChrF 39.64 37.19 16.1 34.82
ROUGE-1 | 0.43 036 0.02 0.33
ROUGE-2 | 0.21 0.17 0.01 0.12
ROUGE-L | 0.39 032 0.02 0.29
Encoder-decoder
BLEU 10.17 128 16.77 17.23
BERTSc 0.88 076 0.73 0.72
TER 86.47 87.93 744 104.87
mBart METEOR | 0.32 033 039 0.25
-large-50 | ChrF 31.78 37.76 15.29 31098
ROUGE-1 | 0.36 037 0.02 0.28
ROUGE-2 | 0.14 0.18 0.01 0.1
ROUGE-L | 0.32 033 0.02 024
BLEU 1564 1395 1699 11.1
BERTSc 0.78 077 0.74 0.75
TER 82.03 86.73 75.18 89.49
M2M100 | METEOR | 0.41 036 039 0.32
-418M ChrF 39.68 40.25 15.51 37.54
ROUGE-1 | 0.43 04 0.03 0.36
ROUGE-2 | 0.2 0.2 0.01 0.14
ROUGE-L | 0.39 035 0.03 0.31
BLEU 1295 11.23 12.09 09.08
BERTSc 0.77 076 0.75 0.74
TER 8596 89.57 79.67 91.54
Marian METEOR | 0.37 032 033 0.28
ChrF 36.61 37.06 11.93 34.59
ROUGE-1 04 036 0.02 0.33
ROUGE-2 | 0.17 0.17 0.01 0.12
ROUGE-L | 0.36 032 0.02 0.28
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Table 24 continued from previous page
MT | Metrics | vi-en vi-fr vi-zh vi-de

Table 25: Extra Results: Cascaded ST Baselines. Vietnamese to X results are reported in this table. Supplement
of Table 5 in the main paper.
All cascaded models use Whispers,,q1i—mono @ ASR model (Whisper ASR is fine-tuned monolingually - on each

source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%, 26.3%, 45.7% for Vietnamese, English,
Chinese, German and French respectively.
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MT

‘ Metrics

fr-en fr-vi
|

fr-zh fr-de

Decoder

Llama
-3.1-8B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

30.15 25.36
0.82 0.8

65.8 71.69
0.52 047
49.71 41.24
0.58 0.67
0.39 044
0.54 0.55

20.28
0.75
80.06
0.4
17.84
0.08
0.05
0.08

16.38
0.74
99.6
0.4

44.43
0.41
0.22
0.37

Qwen
-2.5-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

30.35 25.59
0.81 0.8

69.6 71.42
0.52 047
49.88 41.85
0.57 0.67
0.39 045
0.54 0.55

15.33
0.76
73.88
0.36
15.7
0.07
0.05
0.07

20.38
0.78
76.51
0.4
43.63
0.47
0.26
0.43

Mistral
-v0.3-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

29.35 9.2
0.79 0.74
74.28 82.83
0.52 0.26
49.85 23.69
0.55 0.52
0.38 0.27
052 04

13.94
0.76
74.11
0.34
15.16
0.07
0.05
0.07

18.65
0.78
74.55
0.39
41.66
0.46
0.25
0.42

Encoder-decoder

mBart
-large-50

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

23.82 22.86
09 08
71.43 71.72
047 0.44
447 39.14
0.52 0.66
0.32 041
048 0.52

16.46
0.72
74.54
0.36
15.58
0.08
0.05
0.08

17.39
0.77
77.56
0.38
40.21
0.44
0.22
0.39

M2M100
-418M

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

25.65 21.88
0.81 0.76
66.39 72.12
049 041
47.0 37.81
0.55 0.58
0.35 0.39
0.51 048

18.44
0.75
69.65
0.39
17.68
0.1
0.07
0.1

19.98
0.76
72.77
0.4
43.01
0.47
0.26
0.43

Marian

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

24.03 222
0.81 0.8
67.61 73.99
047 044
45.53 38.42
0.54 0.66
0.33 041
0.5 0.53

11.27
0.74
78.35
031 04
11.78 42.62
0.09 047
0.06 0.25
0.09 043

19.14
0.79
73.19
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Table 25 continued from previous page
MT | Metrics | fr-en fr-vi fr-zh fr-de

Table 26: Extra Results: Cascaded ST Baselines. French to X results are reported in this table. Supplement of
Table 5 in the main paper.
All cascaded models use Whispers,,q1i—mono @ ASR model (Whisper ASR is fine-tuned monolingually - on each

source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%, 26.3%, 45.7% for Vietnamese, English,
Chinese, German and French respectively.
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MT

‘ Metrics

\ de-en

de-vi

de-fr

de-zh

Decoder

Llama
-3.1-8B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

40.63
0.86
56.53
0.63
58.95
0.65
0.48
0.62

33.63
0.84
63.07
0.56
49.74
0.73
0.51
0.61

26.97
0.8
79.21
0.52
54.06
0.54
0.35
0.49

26.31
0.79
68.19
0.47
22.87
0.1
0.07
0.1

Qwen
-2.5-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

40.52
0.86
55.76
0.63
59.05
0.66
0.47
0.62

34.24
0.84
59.16
0.57
50.58
0.74
0.53
0.62

31.45
0.84
61.65
0.53
54.36
0.59
0.4
0.54

19.87
0.79
68.06
0.4
20.15
0.1
0.08
0.1

Mistral
-v0.3-7B

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

28.33
0.78
91.13
0.6
57.3

12.38
0.77
77.89
0.3
28.44
0.55 0.57
04 033
052 044

31.15
0.83
63.4
0.52

52.73
0.57
0.39
0.53

17.82
0.78
70.11
0.37
18.9
0.09
0.07
0.09

Encoder-decoder

mBart
-large-50

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

31.95 32.62
092 0.84
58.6  60.62
0.56 0.54
51.5 4821

0.6 0.72
039 0.5
057 06

31.96
0.84
60.52
0.52
52.74
0.58
0.39
0.54

25.07
0.77
63.61
0.46
225
0.11
0.08
0.11

M2M100
-418M

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

33.66 34.7
0.77 0.81
58.65 58.99
0.55 0.56
52.4 49.93
0.58 0.71
04 051
055 06

34.67
0.85
58.23
0.56
56.08
0.61
0.43
0.57

24.31
0.72
62.56
0.45
23.1
0.1
0.09
0.1

Marian

BLEU
BERTSc
TER
METEOR
ChrF
ROUGE-1
ROUGE-2
ROUGE-L

34.09 29.72
0.85 0.83
56.82 61.64
0.58 0.53
5391 46.44
0.62 0.72
041 048
0.59 0.59

30.48
0.84
61.09
0.52
53.0
0.58
0.39
0.54

14.79
0.76
71.92
0.36
14.45
0.12
0.09
0.12
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Table 26 continued from previous page
MT | Metrics | de-en de-vi de-fr de-zh

Table 27: Extra Results: Cascaded ST Baselines. German to X results are reported in this table. Supplement of
Table 5 in the main paper.
All cascaded models use Whispers,,q1i—mono @ ASR model (Whisper ASR is fine-tuned monolingually - on each

source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%, 26.3%, 45.7% for Vietnamese, English,
Chinese, German and French respectively.
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MT ‘Metrics ‘zh-en zh-vi zh-fr zh-de

Decoder
BLEU 19.01 17.65 13.84 11.13
BERTSc 0.78 0.75 0.75 0.74
TER 101.13 104.68 106.77 109.71
Llama METEOR | 0.48 0.45 0.39 0.35
-3.1-8B | ChrF 40.96 34.68 36.97 32.37

ROUGE-1 | 047 058 039 034
ROUGE-2 | 027 036 0.21 0.16
ROUGE-L | 043 046 034 0.3

BLEU 2536 2631 17.84 12.61
BERTSc 0.82  0.81 0.79  0.78

TER 79.48 80.4 84.11 91.04
Qwen METEOR | 0.53 053 043 0.4
-2.5-7B | ChrF 45.87 4137 40.88 34.86

ROUGE-1 | 0.53 0.67 045 042
ROUGE-2 | 032 045 0.26 0.2
ROUGE-L | 048  0.55 0.4 0.37

BLEU 20.17 08.01 1258 7.14
BERTSc 0.8 073 076  0.72
TER 83.87 85.69 87.85 98.87
Mistral | METEOR | 048 027 037 029
-v0.3-7B | ChrF 40.58 2171 34.68 2542

ROUGE-1 | 048 0.53  0.39 0.3
ROUGE-2 | 026 0.27 0.2 0.13
ROUGE-L | 0.43 0.4 034  0.27

Encoder-decoder

BLEU 11.88 18.04 123 9.64

BERTSc 089 079 076 0.75

TER 83.71 804 89.41 96.86
mBart METEOR | 036 042 034 032
-large-50 | ChrF 32.19 3481 34.69 30.11

ROUGE-1 | 04 0.64 038 035
ROUGE-2 | 0.18 038 0.19 0.15
ROUGE-L| 035 049 033 0.3

BLEU 16.65 21.83 1694 13.06

BERTSc 076 0.83 0.79 0.78

TER 85.02 78.88 84.12 90.04
M2M100 | METEOR | 044 046 041 0.4
-418M ChrF 39.11 3738 41.01 37.33

ROUGE-1 | 044 062 045 042
ROUGE-2 | 0.22 0.4 0.25 0.2
ROUGE-L| 04 049 039 037

BLEU 8.5 13.37 839 573
BERTSc 075 077 074 0.73
TER 93.56 86.57 97.14 109.11
Marian METEOR | 032 036 028 0.27
ChrF 28.26  30.13 30.09 27.23

ROUGE-1 | 034  0.61 0.33 0.3
ROUGE-2 | 0.12 031 0.14  0.11
ROUGE-L| 0.3 044 027 025
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Table 27 continued from previous page
MT | Metrics | zh-en zh-vi zh-fr  zh-de

Table 28: Extra Results: Cascaded ST Baselines. Chinese to X results are reported in this table. Supplement of
Table 5 in the main paper.
All cascaded models use Whispers,,q1i—mono @ ASR model (Whisper ASR is fine-tuned monolingually - on each

source language separately). Its WER on test set is 29.6%, 33.8%, 31.3%, 26.3%, 45.7% for Vietnamese, English,
Chinese, German and French respectively.

11925



F.4 Qualitative Results

F4.1 Vietnamese to German Speech Translation

L=
###H ASR Transcripts:

1. estrogen va progesterone cai thudc tranh thai thi 4p dung duoc

2. hai nhém nguyén nhan |a nguyén nhan thyc thé va nguyén nhan chirc néng cé nguyén nhan

3. rdi la thuong né c6 dau don gi hét tron & nha binh thwéng nhung ma dang khi ma né gay xwong
va mét bién chiing gay xwong ndm

G

##H Human-translated Transcripts:

1. Ostrogen- und Progesteron-Verhiitungsmittel kénnen angewendet werden

2. Es gibt zwei Hauptursachen: physische Ursachen und funktionelle Ursachen

3. Normalerweise tut es zu Hause nicht weh, aber wenn es bricht, wird es eine Frakturkomplikation
haben.

#it# Llama-3.1-8B

1. Und Parotidrot, eine Fertilitdtsmedikation, Anwendungen der Wirkungen von Anwendung der
Wirkungen von Anwendung der Wirkungen von Anwendung der Wirkungen von Anwendung der
Wirkungen von Anwendung der Wirkungen von

2. Zwei Gruppen von Ursachen sind Ursachen der Krankheit und Ursachen der Energie.

3. Normalerweise ist es nur schmerzhaft, aber wenn es zu einem Knochenbruch oder einer
Knochenbruch-Komplikation kommt, wird es im Bett bleiben. Die haufige Schmerzen, die
normalerweise zu Hause sind, aber wenn es zu einem

### Mistral-v0.3-7B

1. Und die Parotis, die Schwangerschaftsmittel, dann die Wirkung der Schwangerschaftsmittel.

2. Es gibt zwei Gruppen von Ursachen, namlich die Ursachen der Krankheit und die Ursachen der
Stoffe.

3. Es ist normal, dass es Schmerzen gibt, wenn es zu Hause ist, aber wenn es sich wirklich um eine
Knochenbruchverletzung handelt oder ein Komplikation einer Knochenbruchverletzung ist, die zu
Hause liegt, dann ist es nicht

### Qwen-2.5-7B

1. und die Parotidrot-Tabletten, dann werden die Wirkungen der Tabletten angewendet.

2. Zwei Gruppen von Ursachen sind die Krankheitsursache und die Ursache der Leistung.
3. Normalerweise ist es in der Regel schmerzhaft, aber wenn es sich bricht oder eine

Knochenbruchkomplikation eintritt, liegt man im Krankenhaus. ersetzt durch: Normalerweise ist es
schmerzhaft, aber wenn es sich bricht oder eine

Figure 33: Qualitative Results. Vietnamese to German ST
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F.4.2 Vietnamese to English Speech Translation

L=
##Ht ASR Transcripts:

1. estrogen va progesterone céi thudc tranh thai thi 4p dung dwoc

2. hai nhém nguyén nhan Ia nguyén nhan thyc thé va nguyén nhan chirc ndng c6 nguyén nhan

3. ri la thuerng né c6 dau dén gi hét tron & nha binh thuwdng nhwng ma dang khi ma né gay xwong
va mét bién chirng gay xwong nadm

e

###H Human-translated Transcripts:

1. Estrogen and progesterone contraceptives can be applied
2. There are two main causes: physical causes and functional causes
3. Usually it doesn't hurt at home, but when it fractures, it will have a fracture complication.

#it# Llama-3.1-8B

1. And parotidarot, the pregnancy-inducing drug, then applies the effects of...

2. There are two reasons, one is the reason for the disease, the other is the reason for the energy.

3. It usually hurts to move around at home, but when it breaks a bone or has a complication, it needs
to be hospitalized.

### Mistral-v0.3-7B

1. And parotidarot, the pregnancy drug, applies the effects of...

2. There are two groups of causes, one is pathogenic factors, the other is pathogenic factors.

3. Usually it hurts in the lower back, but when it's a bone fracture or a complication of a bone fracture,
it can lie in bed..

### Qwen-2.5-7B

1. And parotidot, the drug for inducing labor, applies its effects.

2. There are two causes of illness: genetic cause and physiological cause.

3. It usually hurts at home, but when it breaks or there's a complication of breaking a bone, it has to

be taken to the hospital. It's normal to have pain at home, but if it breaks or there's a complication of
breaking a bone, you need to go to the hospital. It's

Figure 34: Qualitative Results. Vietnamese to English ST
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F.4.3 Vietnamese to French Speech Translation

L=
##Ht ASR Transcripts:

1. estrogen va progesterone céi thudc tranh thai thi 4p dung dwoc

2. hai nhém nguyén nhan Ia nguyén nhan thyc thé va nguyén nhan chirc ndng c6 nguyén nhan

3. ri la thuerng né c6 dau dén gi hét tron & nha binh thuwdng nhwng ma dang khi ma né gay xwong
va mét bién chirng gay xwong nadm

e

###H Human-translated Transcripts:

1. cestrogénes et progestérone, les contraceptifs peuvent étre appliqués

2. Il existe deux causes principales : les causes physiques et les causes fonctionnelles

3. Habituellement, il n'y a aucune douleur a la maison, mais quand il se fracture, il aura une
complication de fracture.

#it# Llama-3.1-8B

1. Et la parotidarot, le médicament de stérilité, est appliqué pour ses effets.

2. Les deux groupes de causes sont la cause de la maladie et la cause de la fatigue.

3. Généralement, il n'y a pas de douleur, mais lorsque la fracture se produit, il est généralement
hospitalisé. La fracture peut entrainer diverses complications, telles que I'immobilité. Lorsque la
fracture se produit, la douleur peut étre

### Mistral-v0.3-7B

1. Et pour la parotidarot, le médicament pour la grossesse, appliquer les effets de...

2. Il'y a deux groupes de causes, les causes pathologiques et les causes chimiques.

3. Il y a souvent des douleurs, mais elles sont généralement bien tolérées a la maison, mais lorsqu'il y
a une fracture ou une complication d'une fracture, elle se produit a la maison.

### Qwen-2.5-7B

1. et la glande parotide, les médicaments pour le traitement de l'insuffisance thyroidienne, ont des
effets sur la grossesse.

2. Les deux causes sont les causes de la maladie et les causes physiologiques.

3. Il est généralement douloureux et glissant a la maison, mais lorsque le os se casse ou qu'il y a une
complication de fracture, il faut aller au lit. |l faut aller au lit. C'est-a-dire que la douleur devient

insupportable

Figure 35: Qualitative Results. Vietnamese to French ST
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F.4.4 Vietnamese to Chinese Speech Translation

I @
##Ht ASR Transcripts:
1. estrogen va progesterone céi thudc tranh thai thi 4p dung dwoc
2. hai nhém nguyén nhan Ia nguyén nhan thyc thé va nguyén nhan chirc ndng c6 nguyén nhan

3. rdi la thuorng né c6 dau don gi hét tron & nha binh thwéng nhung méa dang khi ma né gay xuong
va mét bién chirng gay xwong nadm

###H Human-translated Transcripts:

1. MR R SR A LIS A

2. AR EEREA: RAREFDRERE

3 EREAREMTLER BERRTNRRERTHRE,

#it# Llama-3.1-8B

1. FIRRARRIEG, £5%, MAEMER.

2. AFRMERRE, —MEFRE, —MREERR XAEMREESBRRNEIERRE, XAHREREZSH
3. EERERESHER BEREBHRERRZERBIGIREN T RHI, XNERRERIRTE

#it# Mistral-v0.3-7B

1. 3t BRI AR, SEIRES MR AR EL R FRROME A
2. AT REZFERIMEFRE,
3. &R, ERERERIER, B REL & ERUEELE

### Qwen-2.5-7B
FORRIT) BOBEIRZS W, R FAELATT B,

A REZRRIREZ RERRE,

1.
2.7
3. BRERAERERIERE, ERIABHRREFHFREN, REERE

Figure 36: Qualitative Results. Vietnamese to Chinese ST
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F.4.5 English to Vietnamese Speech Translation

(73]
e

.### ASR Transcripts:

1. medical history and your general health, so thank you for having me on today. So, DVT and PE, it
is a very common condition actually and most people are not aware of that. And | usually joke around
2. because affects everyone differently. So it can cause tumors throughout the body, on nerves
terminations,

### Human-translated Transcripts:

1. Hay cho téi biét v& tién st bénh va strc khde téng thé clia ban, cdm on ban da cho téi gap hom
nay. Vi vay, DVT va PE, thuc sy d6 1a mét tinh trang rat phd bién va hau hét moi ngwdi khang biét
didu do. Va t6i thwong hay noi dua

2. B&i vi né anh hwdng dén mdi nguwdi khac nhau. Vi vay, né co thé gay ra khdi u trén toan bo co thé,
trén cac dau day than kinh.

#H# Llama-3.1-8B

1. Lich str y té va strc khde tdng thé clia ban. Vi vay, cdm on ban d& cho toi dwoc tham gia hdm nay.
Vi vay, DVTMP, d6 1a mét tinh trang rat phd bién thyc sw va hau hét moi ngwdi khong biét digu dé. Va
t6i nghi, téi thwong dua

2. B&i vi n6 anh hwdng dén moi ngwdi theo cach khac nhau. Vi vay, né cé thé gay ra cac khéi u &
moi noi trong co' thé, dac biét la & cac dau day than kinh.

#it# Mistral-v0.3-7B

1. Lich sir bénh va strc khde chung ciia ban. Vi vay, cdm on ban da dua téi dén ngay hom nay.
2. b&i vi né anh hwdng moi ngudi khac nhau. Vi vay, né cé thé gay ra khdi u trén toan bd co thé & ca

### Qwen-2.5-7B

1. Lich str y té va tinh trang strc khde tdng quat ctia ban. Vi vay, cdm on vi da mai toi tham gia hém
nay. Vi vay, DVTMP, thyc ra né |a mét tinh trang rét phé bién va hau hét moi ngudi khong nhan thire
dwoc didu dé. Va téi nghi

2. B&i vi né anh hwéng dén moi ngudi mot cach khac nhau. Vi vay, né cé thé gay ra khdi u & khap co
thé trén cac diém két thuc clia than kinh.

LJ

Figure 37: Qualitative Results. English to Vietnamese ST
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F.4.6 English to German Speech Translation

[73]
e

.### ASR Transcripts:

1. medical history and your general health, so thank you for having me on today. So, DVT and PE, it
is a very common condition actually and most people are not aware of that. And | usually joke around
2. because affects everyone differently. So it can cause tumors throughout the body, on nerves
terminations,

### Human-translated Transcripts:

1. Erzéhlen Sie mir bitte von Ihrer Krankengeschichte und Ihrem allgemeinen Gesundheitszustand,
danke, dass Sie mich heute empfangen. Also, TVT und PE, das ist tatsachlich eine sehr haufige
Erkrankung, und die meisten Menschen sind sich dessen nicht bewusst. Und ich scherze
normalerweise

2. Denn es betrifft jeden unterschiedlich. So kann es Tumoren im ganzen Kérper verursachen, an
Nervenenden.

#H# Llama-3.1-8B

1. Ihre medizinische Vorgeschichte und lhre allgemeine Gesundheit. Also, vielen Dank, dass Sie mich
heute haben. DVTMP, es ist eine sehr haufige Erkrankung, tatsachlich, und die meisten Menschen
wissen nicht dariiber. Und ich denke,

2. Denn es wirkt auf jeden unterschiedlich. Es kann also Tumoren Uberall im Kérper auf Nervenenden
verursachen.

###H# Mistral-v0.3-7B

1. lhre medizinische Vorgeschichte und lhr allgemeiner Gesundheitszustand. Also danke, dass Sie
mich heute hier haben. Also DVTMP, es ist eine sehr haufige Erkrankung, und die meisten Menschen
sind davon nicht bew

2. Denn es wirkt sich unterschiedlich auf jeden aus. Es kann also Tumoren im gesamten Kérper an
Nervenendigungen verursachen, dhnlich wie bei einem Neurofibromatose-Typ 1.

### Qwen-2.5-7B

1. Medizinische Geschichte und lhre allgemeine Gesundheit. Also danke fir die Einladung heute.
DVTMP ist also tatsachlich eine sehr haufige Erkrankung, und die meisten Menschen sind nicht
darliber im Bilde. Und ich denke, ich mache das oft ein bisschen spa

2. Weil es jeder anders beeinflusst. Es kann also Tumoren in allen Teilen des Kérpers verursachen,
auf Nervenenden.

tJ

Figure 38: Qualitative Results. English to German ST
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F.4.7 English to French Speech Translation

(73]
e

.### ASR Transcripts:

1. medical history and your general health, so thank you for having me on today. So, DVT and PE, it
is a very common condition actually and most people are not aware of that. And | usually joke around
2. because affects everyone differently. So it can cause tumors throughout the body, on nerves
terminations,

### Human-translated Transcripts:

1. Parlez-moi de vos antécédents médicaux et de votre état de santé général, merci de me recevoir

aujourd'hui. Donc, la TVP et I'EP, c'est en fait une condition trés courante et la plupart des gens ne le
savent pas. Et j'ai I'nabitude de faire des blagues

2. Car cela affecte chacun différemment. Cela peut donc causer des tumeurs dans tout le corps, sur
les terminaisons nerveuses.

#H# Llama-3.1-8B

1. Votre histoire médicale et votre santé générale. Donc, merci de m'avoir invité aujourd'hui. Le
DVTMP, c'est une condition trés courante en fait et la plupart des gens ne sont pas au courant. Et je
pense, je plaisante souvent la-dessus

2. Parce qu'il affecte tout le monde différemment. Donc, cela peut provoquer des tumeurs dans tout le
corps sur les terminaisons nerveuses, 42. 42. 42. 42. 42. 42. 42. 42. 42.

##t# Mistral-v0.3-7B

1. Votre histoire médicale et votre état général. Alors merci de m'avoir invité aujourd'hui. Donc
DVTMP, c'est une condition trés courante en fait, et la plupart des gens ne s'en rendent pas

2. car il affecte chacun différemment. Il peut donc provoquer des tumeurs dans tout le corps sur les
terminaisons nerveuses.

### Qwen-2.5-7B

1. Histoire médicale et état général de santé. Donc, merci de m'avoir invité aujourd'hui. DVTMP, c'est
en fait une maladie trés courante et la plupart des gens ne sont pas au courant de cela. Et je pense
que, quand

2. Parce qul'il affecte tout le monde différemment. Il peut donc causer des tumeurs dans tout le corps,
sur les terminaisons nerveuses.

L]

Figure 39: Qualitative Results. English to French ST
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F.4.8 English to Chinese Speech Translation

[7:3]
A

=

 ##H# ASR Transcripts:
1. medical history and your general health, so thank you for having me on today. So, DVT and PE, it
is a very common condition actually and most people are not aware of that. And | usually joke around

2. because affects everyone differently. So it can cause tumors throughout the body, on nerves
terminations,

### Human-translated Transcripts:

1. EEEIRE— TEMRFEMERRERR, REHESREEE, Bk M ZEXER £ 2—E
BELWER RSHANEAT TR, HEERFHE

2. BARN BN AERBT—H. FIAESSBEEME, MERMHME.

#it# Llama-3.1-8B

1. {REIEETT (A SR AREE R R AR . AT, BRHIS RS2 3, B, DVTMP, RERE2—HIEEE AL
2. EAEXNET AMEETRE, AL, EREESHESSMAMMELIRITE, 195058, AXEH

##H# Mistral-v0.3-7B

1. RRIEEST SRR —ARIRER . FTIURMEHES RBUE H . FTLADVIMP, EX
2. BAERNES ABETRHMEM, Hit, EAESRESGRAHRLERL

### Qwen-2.5-7B

1. =57 A R ANEM— R BRI . AT, BHBHRS X1k Bk, DVTMPER L2
2. AR EXNEN AMEMETRE, FTUEEES BE S HE L IRkt HI Y

Figure 40: Qualitative Results. English to Chinese ST
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F.4.9 German to Vietnamese Speech Translation

.### ASR Transcripts:

1. kein Asthma, wenn man mal stehen bleiben muss? Zumindest nicht so wie Sie es beschreiben.
Und dass |hre Beine so geschwollen sind ... Das wundert mich ja auch. Ich dachte,

2. die hohen Blutfettwerte. Aber das liegt bei uns ja beinah in der ganzen Familie, mitterlicherseits.
Wissen Sie, ob eine spezielle Fettstoffwechselstérung bei dieser familidaren Haufung bekannt ist? Ich
weil nur, dass die Schwester

###H Human-translated Transcripts:

1. Khong bi hen suyén, ngay ca khi ban phai dirng lai? it nhat la khéng giéng nhw cach ban mé ta. Va
chan cla ban bj sung Ién nhw vay... Bidu d6 ciing lam toi ngac nhién. T6i nght

2. Chi s6 m& mau cla téi cao. Nhwng dé 1a van @& gan nhw phd bién trong ca gia dinh, tir phia me
tdi. Ong ¢ biét liéu co réi loan chuyén héa lipid dac biét nao duoc biét dén véi sy tap trung gia dinh
nay khdng? Téi chi biét rdng chi gai toi

### Llama-3.1-8B

1. Khéng c6 hen suy&n, néu ban phai dirng lai. Téi thiéu 1a khéng giéng nhw ban mé ta. Va rang chan
clia ban rat sung... Diéu nay cting khién t6i béi réi. Téi ngh,

2. Gia tri m& trong mau cao. Nhwng didu nay gan nhw phd bién trong ca gia dinh cla téi. Ban biét
khong, c6 mét rdi loan chuyén héa chat béo cu thé nao trong gia dinh nay duoc biét dén 1a co xu
hwéng gia tdng? Téi chi biét réing chj gai... cla

#i## Mistral-v0.3-7B

1. Khéng phai ca ho hap, néu ban phai dirng day mét Itc. it nhat 1a nhw ban mé ta. Va vi tay ba
2. Cac mrc mé trong mau cao. Nhwng diéu do thuc sy gan gép doi khdo véi gia dinh cda ching t

### Qwen-2.5-7B

1. Anh khéng bj hen suy@n, it nhat 1a khong nhu ban mé ta. Va nhitng chan clia ban bj sung nhw
vay... Téi ciing ngac nhién vé diéu dé. Tai nghi rang...

2. M6t lwgng m& mau cao. Nhwng gan nhw ca gia dinh me téi d&u bi. Anh c6 biét liéu rdi loan chuyén

héa m& mau déc biét nao da duoc bao cdo trong gia dinh nay khong? Téi chi biét rang chj gai cla toi
waéc tinh... (khéng ré) 10%

()

Figure 41: Qualitative Results. German to Vietnamese ST
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F.4.10 German to English Speech Translation

(73]
-

### ASR Transcripts:

1. kein Asthma, wenn man mal stehen bleiben muss? Zumindest nicht so wie Sie es beschreiben.
Und dass Ihre Beine so geschwollen sind ... Das wundert mich ja auch. Ich dachte,

2. die hohen Blutfettwerte. Aber das liegt bei uns ja beinah in der ganzen Familie, mitterlicherseits.
Wissen Sie, ob eine spezielle Fettstoffwechselstérung bei dieser familiaren Haufung bekannt ist? Ich
weild nur, dass die Schwester

### Human-translated Transcripts:

1. No asthma, even if you have to stop? At least not the way you describe it. And your legs are so
swollen... That surprises me too. | thought

2. My blood fat levels are high. But that's almost in the whole family, on my mother's side. Do you
know if there is a specific lipid metabolism disorder known for this familial aggregation? | only know
that my sister

### Llama-3.1-8B

1. No asthma, if you have to stop. At least not as you describe it. And that your legs are so swollen...
That surprises me too. | thought, | thought, | thought...

2. High cholesterol levels. But that's almost a family trait on my mother's side. You know if there's a
specific lipid metabolism disorder known to be prevalent in this family? | only know that my sister
has...

##Ht Mistral-v0.3-7B

1. No asthma, if you have to stand still. At least not like you describe. And that your legs are so
swollen... That surprises me too. | thought, ...

2. High cholesterol levels. But that's almost the whole family on the mother's side. Do you know if
there is a specific fat metabolism disorder in this family? | only know that the sister ... ?

### Qwen-2.5-7B

1. No asthma, if you have to stop. At least not like you describe it. And that your legs are swollen...
That surprises me too. | thought,

2. High blood fat levels. But that's almost the whole family on my mother's side. Do you know if there's
a specific lipid metabolism disorder known in this family? | only know that the sister...

()

Figure 42: Qualitative Results. German to English ST
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F.4.11 German to French Speech Translation

0]

.### ASR Transcripts:

1. kein Asthma, wenn man mal stehen bleiben muss? Zumindest nicht so wie Sie es beschreiben.
Und dass |hre Beine so geschwollen sind ... Das wundert mich ja auch. Ich dachte,

2. die hohen Blutfettwerte. Aber das liegt bei uns ja beinah in der ganzen Familie, mitterlicherseits.
Wissen Sie, ob eine spezielle Fettstoffwechselstérung bei dieser familidaren Haufung bekannt ist? Ich
weil nur, dass die Schwester

###H Human-translated Transcripts:

1. Pas d'asthme, méme si vous devez vous arréter ? Au moins pas comme vous le décrivez. Et vos
jambes sont si gonflées... Cela me surprend aussi. Je pensais

2. Mes taux de lipides sanguins sont élevés. Mais c'est presque le cas dans toute la famille, du coté
maternel. Savez-vous s'il existe un trouble spécifique du métabolisme des lipides connu pour cette
agrégation familiale ? Je sais juste que ma sceur

#it# Llama-3.1-8B

1. Pas d'asthme, si vous devez vous arréter un instant. En tout cas, pas comme vous le décrivez. Et
que vos jambes soient si gonflées... Ca me surprend aussi. Je pensais, Je ne comprends pas
pourquoi vous étes aussi

2. Des taux de lipides élevés. Mais c'est presque une tradition familiale de ce coté maternel.
Savez-vous si une storage lipidométrique spécifique est connue dans cette famille? Je ne sais que le
fait que la sceur... La traduction est incom

### Mistral-v0.3-7B

1. Pas d'asthme, quand on doit rester debout. Au moins pas comme vous le décrites. Et votre jambes
sont tellement gonflées... Je suis aussi surpris. Je pensais, ... ... ... ...

2. des taux élevés de lipides. Mais cela se passe dans la famille, presque partout. Savez-vous si une
telle maladie héréditaire du métabolisme lipidique est connue dans cette famille ? Je ne sais que la
soeur a

### Qwen-2.5-7B

1. Pas d'asthme, méme si vous devez vous arréter. Au moins pas comme vous le décrivez. Et que
vos jambes soient si gonflées... Ca m'étonne aussi. Je pensais,

2. Des taux de lipides élevés. Mais cela se produit pratiquement dans toute notre famille maternelle.

Savez-vous si il y a une maladie métabolique du lipide connue dans cette famille ? Je ne sais que ¢a,
c'est sa sceur... (Le médecin semble

(J

Figure 43: Qualitative Results. German to French ST
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F.4.12

German to Chinese Speech Translation

[7:3]
A

=

i .### ASR Transcripts:

1. kein Asthma, wenn man mal stehen bleiben muss? Zumindest nicht so wie Sie es beschreiben.
Und dass |hre Beine so geschwollen sind ... Das wundert mich ja auch. Ich dachte,

2. die hohen Blutfettwerte. Aber das liegt bei uns ja beinah in der ganzen Familie, mitterlicherseits.
Wissen Sie, ob eine spezielle Fettstoffwechselstérung bei dieser familidaren Haufung bekannt ist? Ich

###H Human-translated Transcripts:

1. BAREN, BIEARAE TR 2 BOFGIREREOA . TEIRMBRR T ... XMRZFIE, F LR
2. HMMARRS, EXE2HMNKE, LERBSRXDLENFAE, EMEXMREREERE5EMEE
BIRE B RELA XD ? R AE Hava R

### Llama-3.1-8B

1 MBIRETR, FRMBR, T GIEROME, TEMORENT. _ BHREE, RURUR,
2 BIEME. B2 XEROBF—NREL\TLEEN, CAEX REPREFEBEOERRE
##Ht Mistral-v0.3-7B

1. B, RREFET . EOTMRIERTHAAE. TEEMERER
2. MAEKFRE. BXEHNRLERARRBRERMRL. BHEXRA

### Qwen-2.5-7B

1. RAEEN, BRI, EOFRAQITRMRAIE. MEMmABRX
2. fEmlE, BXEENRELFERE-BHFEA, CREXNRETES

Figure 44: Qualitative Results. German to Chinese ST
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F.4.13 French to Vietnamese Speech Translation

(73]
e

.### ASR Transcripts:

1. fait que vous ayez pris énormément tranquillisant. vous pouvez pas rester dans un lit sans
surveillance. je veux pas rester. je veux plus vivre. oui aprés je [...] un impossible pour

2. maladie est extrémement rare et que la mutation est trés peu présente dans la population. mais
pourtant on estime qu' environ 4% de la population mondiale est

### Human-translated Transcripts:

1. D6 1a do ban da udng rét nhidu thuéc an than. Ban khéng thé & lai giwdng ma khéng cé ngudi
giam sat. Téi khédng mudn & lai. Téi khdng mudn séng nira. Vang, sau khi toi ... mot diéu bat kha thi ...
2. Bénh rét hiém g&p va dot bién nay rét it phd bién trong dan sb. Tuy nhién, wéc tinh khoang 4% dan
s0 thé giéi mang doét bién nay.

### Llama-3.1-8B

1. B&i vi viéc ban da st dung mét lwgng thube an than Ien, ban khong thé & trong giveng ma khong
dwoc giam sat.

2. T d6, ching ta c6 thé suy luan rdng bénh nay rét hiém va dot bién rat it trong dan sé. Tuy nhién,
chung ta wéc tinh réing cir mét triéu ngudi thi c6 khodng 4 ngwdi méc bénh nay.

##t# Mistral-v0.3-7B

1.Bi vi viéc ban da uéng thudc tinh manh nhw vay, ban khéng thé & trong mét giwéng khong theo
doi.

2. Buoc tir d6, chling ta co thé suy luan rang bénh nay rat quen voi, va dot kich thwdc nay rét it xud
### Qwen-2.5-7B

1. B&i vi viéc ban da st dung mét lwgng I&n thubc an than, ban khong thé ndm trong givong ma
khong co sw giam sat.

2. Nhan ra réng bénh nay rét hiém va bién dbi gen rat it trong dan s6. Nhwng ma, ngudi ta wéc tinh

rang khodng 4% dan sb bj bénh nay. U'm, vay thi ching ta cé thé két luan gi? Vay thi ching ta c6
thé két luan rang bénh nay

=@

Figure 45: Qualitative Results. French to Vietnamese ST
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F.4.14 French to German Speech Translation

[73]
e

.### ASR Transcripts:

1. fait que vous ayez pris énormément tranquillisant. vous pouvez pas rester dans un lit sans
surveillance. je veux pas rester. je veux plus vivre. oui aprés je [...] un impossible pour

2. maladie est extrémement rare et que la mutation est trés peu présente dans la population. mais
pourtant on estime qu' environ 4% de la population mondiale est

### Human-translated Transcripts:

1. Das liegt daran, dass Sie sehr viele Beruhigungsmittel genommen haben. Sie kénnen nicht
unbeaufsichtigt im Bett bleiben. Ich mdchte nicht bleiben. Ich mdchte nicht mehr leben. Ja, danach...
ein Unmaglich...

2. Die Krankheit ist extrem selten und die Mutation kommt in der Bevélkerung nur sehr selten vor.
Dennoch wird geschatzt, dass etwa 4% der Weltbevdlkerung die Mutation tragt.

#H# Llama-3.1-8B

1. Weil Sie eine enorme Menge Beruhigungsmittel genommen haben, kdnnen Sie nicht in einem Bett
bleiben, ohne (iberwacht zu werden. Sie miissen in einer Einrichtung untergebracht werden, wo Sie
engmaschig berwacht werden kénnen. Dies ist fir Ihre Sicherheit un

2. Daraus konnen wir schlieBen, dass diese Krankheit sehr selten ist und die Mutation sehr selten in
der Bevoélkerung vorkommt. Dennoch schatzen wir, dass etwa 4% der Bevolkerung... 4% der
Bevolkerung.

### Mistral-v0.3-7B

1.Denn wenn Sie viel Schlafmittel eingenommen haben, kénnen Sie nicht ohne Uberwachung in
einem Bett bleiben.

2. Man kann schlieRen, dass diese Krankheit extrem selten ist und die Mutation sehr selten in der
Bevolkerung vorkommt. Doch trotzdem schéatzt man, dass in etwa 4% der Bevdlkerung diese Mutation
vorhanden ist.

##H# Qwen-2.5-7B

1. Denn die Tatsache, dass Sie viele Beruhigungsmittel genommen haben, kénnen Sie nicht ohne
Uberwachung im Bett bleiben.

2. Es lasst sich ableiten, dass diese Krankheit duRerst selten ist und die Mutation in der Bevélkerung
sehr selten vorkommt. Aber trotzdem schatzt man, dass etwa 4 % der Bevélkerung... (der Rest der

Aussage ist unlesbar

Figure 46: Qualitative Results. French to German ST
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F.4.15 French to English Speech Translation

(73]
e

.### ASR Transcripts:

1. fait que vous ayez pris énormément tranquillisant. vous pouvez pas rester dans un lit sans
surveillance. je veux pas rester. je veux plus vivre. oui aprés je [...] un impossible pour

2. maladie est extrémement rare et que la mutation est trés peu présente dans la population. mais
pourtant on estime qu' environ 4% de la population mondiale est

### Human-translated Transcripts:

1. It's because you took a lot of tranquilizers. You can't stay in bed unsupervised. | don't want to stay. |
don't want to live anymore. Yes, after I... an impossible...

2. The disease is extremely rare and the mutation is very uncommon in the population. However, it is
estimated that about 4% of the world's population carries the mutation.

#it# Llama-3.1-8B

1. Because the fact that you have taken a lot of tranquilizers you can't stay in a bed without
supervision.

2. To deduce that this disease is extremely rare and that the mutation is very rare in the population.
But yet we estimate that about 1 in 4% of the population...

### Mistral-v0.3-7B

1.Because the fact that you have taken a large amount of tranquilizers, you can't stay in a bed without
supervision.

2. Therefore, it can be deduced that this disease is extremely rare and that the mutation is very rare in
the population. However, it is estimated that about 4% of the population... -Translated from French by
a model.

### Qwen-2.5-7B
1. Because you have taken a lot of tranquilizers, you can't stay in bed without supervision.
2. It can be deduced that this disease is extremely rare and that the mutation is very rarely present in

the population. But yet it is estimated that about 4% of the population... 4% of the population. 4% of
the population. 4% of the population. 4% of the population

Figure 47: Qualitative Results. French to English ST
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F.4.16 French to Chinese Speech Translation

[7:3]
A

=

 ##H# ASR Transcripts:
1. fait que vous ayez pris énormément tranquillisant. vous pouvez pas rester dans un lit sans
surveillance. je veux pas rester. je veux plus vivre. oui aprés je [...] un impossible pour
2. les médecins soupgonnent cette fois non pas une bronchiolite mais une épiglottite, c'est a dire une
laryngite aiglie qui bloque la respiration.

### Human-translated Transcripts:

1. %ﬁ%{ﬂ‘ﬂﬁﬁﬁ?tiﬂ’«]fiﬁﬁﬂo IR B B HFERR £ R EBEXE, RFABRH/ET . B, 2FH.....
TAEE......
2. BREEMEMTRXSELR, MESRK, hHESMERE SSBTRERE,

##H# Llama-3.1-8B

1. AARATRSEMF, MTRERLEENT . RNRATRSENS, MTEERLEERF. B
?E&EE?}?W’F%E%%% 2R, thal2 Ui 2MERH— D NBS R AT A ELEM 18
#HH# Mistral-v0.3-7B

1.ENRARA T AEMRIRR, (RTREFERA B MR TENR.
2. FREEBUFEXSE R, MIBHHEE, btk

### Qwen-2.5-7B

1. BRIRZ T RERMZY, FTLMRTREFE R A W3 HE R FENRIASR.
2. EERXRMEMTRZSE R, MEMRER, MEWR. ...

Figure 48: Qualitative Results. French to Chinese ST
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F.4.17 Chinese to Vietnamese Speech Translation

!@
##Ht ASR Transcripts:
1. MBEFAREERNE E—ELARALMEA, BEXTERLRRASANLR. EFTUEDE/\

FRKTREMKR 2T
2. XA RAEFEIR 5 20% 2genetics 80% 2sporadic FE213 2 E 7 A genetic mutation EHA,

8

###H Human-translated Transcripts:

1. Bén phau thuat khong hat bong ( dén Led phau thuat) thwc chét Ia mot nguén sang két hop. N6 co
thé giam thiéu béng clia ban tay ching ta cdm dung cu ho&c chinh dung cu d6 trong qua trinh phau
thuat

2. Ung thu tuyén tuy nay, 20% la do di truyén, 80% la tw phat, nghia Ia n6 dugc gay ra béi mot s dot
bién gen.

#H# Llama-3.1-8B

1. Néu pham vi phau thuat réng, né chac chan sé co bong téi. Va dén khéng cé bong la mdt ngudn
anhsang kéthop. .................

2. Ung thw tuyén tuy nay, 20% do di truyén. 80% la do dét bién di truyén, nghia & né xuét hién ngau
nhién. N6 dwoc tao ra bdi mot sb dot bién ditruyén. 10 0 0 0 0

### Mistral-v0.3-7B

1. Néu khu vuc phau thuat I&n, né chic chan sé cé day chang chup sang. Cai gi d6 nay, né thyc sw
2. Cai tuyén tuy nay, né cé hon 20 genetici. 80% la do t4 tri hodc genetici. Diéu nay cé nghia & né la
do md

### Qwen-2.5-7B

1. Néu pham vi phau thuat I&n, né chac chén sé& c6 mot khu vc chét vé anh sang. Vi vay, dén vo
trung thuc chét la mot ngudn sang két hop.

2. Nhiéu ung thw tuyén tuy cd lién quan dén gen, chiém 20%. 80% la do gen ngau nhién, nghia la

chiing duoc gay ra béi mot sé dot bién gen.  80% la do gen ngau nhién, nghia la ching duoc gay ra
bai

LJ

Figure 49: Qualitative Results. Chinese to Vietnamese ST
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F.4.18 Chinese to English Speech Translation

!@
##Ht ASR Transcripts:
1. MBEFAREERNE E—ELARALMEA, BEXTERLRRASANLR. EFTUEDE/\

FRKTREMKR 2T
2. XA RAEFEIR 5 20% 2genetics 80% 2sporadic FE213 2 E 7 A genetic mutation EHA,

###H Human-translated Transcripts:

1. The shadowless surgical lamp (LED surgical light) is actually a combination light source. It can
minimize the shadows cast by our hands holding instruments or the instruments themselves during
surgery.

2. This pancreatic cancer, 20% is genetics, 80% is sporadic, meaning it's caused by some genetic
mutations.

#i# Llama-3.1-8B

1. If the surgical scope is large, it will definitely have a dark spot in the lighting. The xenon lamp is
actually a combination of light sources.

2. This pancreatic cancer, it's twenty percent genetic. Eighty percent is sporadic, meaning it's caused
by genetic mutations. It's not inherited, it's not caused by anything we can control. It just happens.
And then there are some cases where it's caused by a genetic mutation. It

### Mistral-v0.3-7B

1. If the surgical field is large, it will definitely have surgical adhesive. The headlamp, it is actually a
composite light source..

2. This pancreatic cancer, it has about 20,000 genetic mutations. 80,000 means it's spread, it means
it's spread because of some genetic mutations.

### Qwen-2.5-7B

1. If the scope of surgery is large, it will definitely have dead space in terms of lighting. An operating
room light is actually a combination of light sources.

2. This pancreatic cancer has 20% genetic causes. 80% is sporadic, meaning it is caused by some
genetic mutations.

L]

Figure 50: Qualitative Results. Chinese to English ST
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F.4.19 Chinese to French Speech Translation

!@
##Ht ASR Transcripts:
1. MBEFAREERNE E—ELARALMEA, BEXTERLRRASANLR. EFTUEDE/\

FRKTREMKR 2T
2. XA RAEFEIR 5 20% 2genetics 80% 2sporadic FE213 2 E 7 A genetic mutation EHA,

G

###H Human-translated Transcripts:

1. il'y aura forcément des angles morts d'éclairage. La lampe sans ombre est en fait une combinaison
de sources lumineuses. Elle peut concentrer la lumiére de toutes parts, réduire au minimum les
ombres de nos mains tenant les instruments pendant la chirurgie, ou les ombres des instruments
eux-mémes.

2. Ce cancer du pancréas, 20% est génétique, 80% est sporadique, ce qui signifie qu'il est causé par
des mutations génétiques.

#it# Llama-3.1-8B

1. Si la portée de la chirurgie est large, il y aura certainement des zones d'ombre. Le loup de la
lumiére est en fait un éclairage composé. 100000000000

2. Ce cancer du pancréas, il est de type génétique, 20%. 80% sont sporadiques, ce qui signifie qu'ils
sont causés par des mutations génétiques. 1 0 0 ., 100 . 1

### Mistral-v0.3-7B

1. Si l'aire de la chirurgie est large, il y aura certainement un adhésif lumineux. Un flash, c'est en fait
une source de lumiére combinée.

2. Ce cancer du pancréas a 20 genes. 80% signifie qu'il s'agit d'un cancer sporadique, c'est-a-dire
qu'il est causé par certaines mutations génétiques.

#it# Qwen-2.5-7B

1. Si la portée de |'opération est grande, il y aura nécessairement un endroit ot la lumiére sera faible.
L'éclairage chirurgical, en fait, est une source lumineuse composée.

2. Cancer du pancréas est responsable de 20% des cas génétiques. 80% des cas sont dits
sporadiques, ce qui signifie qu'ils sont causés par des mutations génétiques.

tJ

Figure 51: Qualitative Results. Chinese to French ST
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F.4.20 Chinese to German Speech Translation

L=
##Ht ASR Transcripts:

1. BMNFHREMBOOIIRAERE, REENE-THEEERNAE, FRAREODRNERL.
2. FIA—UIEMIISIE R R L KRR, FRZEREARLRETE — R,

## Human-translated Transcripts:

1. Die neue Herzklappe, die wir installiert haben, ist hier. Lassen Sie uns priifen, ob es Lecks oder
Verengungen gibt.

2. Alles ist also sehr gut verlaufen, es gibt nichts Ernstes. Ich fiihle mich nach der Operation viel
wohler.

#it# Llama-3.1-8B

1. Unsere Herzklappe, die wir zuversichtlich sind, befindet sich hier. Schauen wir nach, ob es eine
Wegstdrung gibt, und ob es eine Engstelle gibt. Es gibt keine Stérung und keine Enge. Es gibt keine
Storung und keine

2. Also alles war sehr gut, es gab nichts zu kritisieren. Nach der Massage fiihlte ich mich etwas
lockerer. 1000000000000000000

### Mistral-v0.3-7B

1. Diese, die die wir im Herzen installiert, sind die Tore, die wir hier sehen. Schauen Sie mal, ob es
einen Weg zur Frage gibt. Es gibt auch keine engefachte Situation.

2. Daheraus diesem Grunde ist alles, was es immer besser macht, nichts ein Wort. Nachdem ich die
Handgebarde abgeschlossen habe, fiihlt es sich etwas locker.

### Qwen-2.5-7B

1. Die Herzklappe, die wir einsetzen, befindet sich hier. Lassen Sie uns nachsehen, ob es Probleme
mit den StraBen gibt, auch keine Enge. Es gibt keine enge Situation.

2. Also ist alles sehr gut gemacht worden, es gab keine Probleme. Nach der Gestik fihlte ich mich
etwas entspannter.

LJ

Figure 52: Qualitative Results. Chinese to German ST
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G Ethical Statements

G.1 Fair Use

G.1.1 Fair Use Considerations

The concept of fair use is critical when creating,
curating, and utilizing medical ST datasets (So-
bel, 2017). Fair use provides a legal framework
allowing limited use of copyrighted material with-
out obtaining permission from the copyright hold-
ers (Yankwich, 1954). However, its application is
context-dependent and often requires careful anal-
ysis of specific factors to ensure compliance with
the law, particularly when dealing with sensitive
domains like healthcare and multilingual communi-
cation. Below is an in-depth discussion of how fair
use applies in the context of medical ST datasets.

The Four Factors of Fair Use: Fair Use is gov-
erned by Section 107 of the Copyright Act, which
provides a legal framework for evaluating whether
a specific use of copyrighted material qualifies un-
der this doctrine. The determination of whether
the use of copyrighted material qualifies as fair use
typically hinges on four key factors, as described
in Fair Use defined by the U.S. Copyright OfficeC.
We elaborate as below:

1. Purpose and character of the use:

* The purpose and character of the use focus on
whether the use is for nonprofit, educational,
or research purposes, which are more likely to
qualify as fair use, as opposed to commercial
purposes. In the case of medical ST datasets,
fair use might apply if the data is used for
research aimed at advancing public health, im-
proving medical communication, or fostering
innovations in machine learning for medical
applications.

¢ Transformative use, where the material is re-
purposed or recontextualized for a different
objective, also strengthens the argument for
fair use. For example, using patient speech
data to train Artificial Intelligence (AI) mod-
els for real-time MT in healthcare settings
can be considered transformative because the
original purpose (e.g., doctor-patient commu-
nication) is being altered to advance language
and accessibility technologies.

2. Nature of the copyrighted work:

https://www.copyright.gov/fair-use/

* The nature of the copyrighted material evalu-
ates whether the original work is creative or
factual. Works that are more factual, such
as medical speech recordings or transcripts
used for diagnosis and treatment, are gener-
ally more likely to fall under fair use than
highly creative works like fictional narratives.

* Medical ST datasets often consist of factual
information, such as conversations regarding
symptoms, diagnoses, or medical instructions.
These factual elements weigh in favor of fair
use when the data is used to support research,
training, or public health interventions.

3. Amount and substantiality of the portion
used:

* This factor examines both the quantity and
quality of the copyrighted material used.
While fair use does not provide a specific
threshold for the amount of material that can
be used, using only what is necessary for the
intended purpose is a key principle.

* In the context of medical ST datasets, this
means limiting the dataset to include only
the audio or textual data required for train-
ing or evaluation. Anonymizing or redacting
non-essential information, such as personally
identifiable details, can further support the
argument for fair use by demonstrating that
the dataset minimizes unnecessary use of pro-
tected content.

4. Effect of the use on the market for the
original work:

* The potential impact on the market value of
the original work is a crucial consideration.
If the use of the copyrighted material nega-
tively affects the market for the original work,
it may weigh against fair use. For example, us-
ing proprietary medical transcription data for
commercial purposes without authorization
could harm the value of the original service or
content.

* Conversely, using the material for nonprofit
research or educational purposes, where there
is no direct competition with the original work,
is less likely to harm the market. In the case
of medical speech datasets, it is important to
consider whether the use might substitute for
a commercial service or create a competitive
disadvantage for the copyright holder.
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G.1.2 Ensuring Fair Use Compliance

While the principles of fair use offer a framework
for leveraging copyrighted material in medical ST
datasets, organizations and researchers should take
proactive measures to minimize legal risks and
maximize the ethical integrity of their projects.
These measures include:

1. Anonymization and de-identification: Re-
moving all personally identifiable information (PII)
from the dataset is critical in the healthcare do-
main to comply with privacy laws such as HIPAA!
(Health Insurance Portability and Accountability
Act) and GDPR?? (General Data Protection Regula-
tion). This step not only enhances patient confiden-
tiality but also strengthens the argument for fair use
by limiting the dataset to factual, non-identifiable
content.

2. Licensing and permissions: Where possi-
ble, obtaining licenses or permissions to use copy-
righted material ensures that the dataset is fully
compliant with intellectual property laws. For med-
ical ST datasets, this might involve collaborating
with healthcare providers, transcription services, or
language experts who can provide content under
appropriate agreements.

3. Transparency and documentation: Main-
taining transparent records of how the data is
sourced, processed, and used can demonstrate
good-faith efforts to adhere to fair use principles, as
we did here. Our documentation includes informa-
tion on the purpose of the dataset and the intended
audience or beneficiaries of the research.

4. Limiting commercialization: Restricting the
dataset’s use to non-commercial purposes, such as
academic research or public health initiatives, can
further justify fair use, as we did here. If commer-
cialization is pursued, ensuring that the product or
service is sufficiently transformative and does not
compete with the original work is critical.

G.2 Data Consent

It is essential to approach this topic with sensitivity
and a clear understanding of ethical, legal, and sci-
entific principles. Researchers working with medi-
cal data, including datasets for ST, must carefully
navigate the balance between advancing scientific
progress and protecting patients’ privacy and rights.
Below is a discussion on why, in certain circum-
stances, researchers may not require patients’ ex-

3'https://www.hhs.gov/hipaa/for-professionals/index.html
3https://gdpr-info.eu/

plicit consent to use medical ST data, grounded in
ethical reasoning and legal frameworks.

1. De-identification and anonymization of
data: One of our central arguments for not re-
quiring explicit patient consent is that medical ST
data used for research purposes is de-identified or
anonymized. This means that all PII is removed
or masked in a way that makes it impossible to
trace the data back to a specific individual. Un-
der frameworks such as the HIPAA in the United
States, once data is de-identified, it is no longer
considered protected health information (PHI). In
such cases, researchers are not legally obligated to
obtain patient consent, as the data no longer poses
a risk to the individual’s privacy or confidentiality.

2. Public benefit and the advancement of sci-
ence: Medical research, including the development
of ST systems, serves a broader public good by
improving healthcare delivery, accessibility, and
outcomes. For instance, creating accurate and ef-
fective ST systems can help break language barriers
in healthcare settings, enabling better communica-
tion between patients and providers. By allowing
researchers to access de-identified data without re-
quiring individual consent, delays in critical ad-
vancements can be avoided, ultimately benefiting
society as a whole. The collective societal gain is
often considered to outweigh the need for individ-
ual consent in such cases.

3. Impracticality of obtaining consent: In
many cases, medical ST datasets involve large-
scale online collections of voice recordings or tran-
scripts, often spanning years. Obtaining consent
from every individual whose data is included in the
dataset can be logistically impossible or financially
prohibitive. This impracticality is especially pro-
nounced when dealing with legacy data or when
the individuals are no longer reachable. By allow-
ing the use of such data without requiring explicit
consent, researchers can ensure that valuable infor-
mation is not lost to scientific progress.

Precedents in data use for research: The use of
medical data for research purposes without explicit
patient consent is not unprecedented. For example,
population-level studies, epidemiological research,
and biobank studies often use de-identified data
without seeking individual consent. These prac-
tices are typically justified by their alignment with
ethical guidelines, legal frameworks, and public
health objectives. ST datasets are no different in
this regard, as long as they are managed under sim-
ilar principles of de-identification.
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Transparency and accountability: Although
individual consent may not be required, trans-
parency remains a cornerstone of ethical research.
Researchers are encouraged to publicly disclose
the purpose, methods, and intended outcomes of
their studies, as we did here. This helps build trust
with the public and ensures accountability in the
use of sensitive medical data.

In conclusion, the decision not to require explicit
patient consent for medical ST datasets is grounded
in the ethical principles of beneficence, justice, and
respect for privacy, as well as the legal standards
governing de-identified data. While consent is a vi-
tal component of ethical research in many contexts,
exceptions are made when data is anonymized, the
research serves a compelling public interest, and
robust safeguards are in place to protect individu-
als’ privacy. By adhering to these principles, we
can balance the need for scientific progress with
the ethical imperative to protect patient rights.

G.3 Annotation Problem for Long-form
Speech

Transcription annotation for long-form audio of-
ten suffers from timestamp mismatches, which can
significantly impact the accuracy of transcriptions
and the usability of the data. These mismatches
arise from multiple factors, including technical lim-
itations of ASR models, human annotation incon-
sistencies, and the inherent challenges of handling
long-form audio. Below are some of the key rea-
sons why timestamp errors frequently occur in long-
form ASR annotation.

1. ASR model drift: ASR systems process au-
dio sequentially, and small timing drifts accumulate
over long durations. Many ASR models generate
timestamps by predicting words frame by frame
based on phonetic models and language models
(Lee et al., 2013). However, minor deviations in
phoneme alignment at the start of the audio can
snowball, leading to timestamp mismatches by the
middle or end of a long recording.

Frame-based decoding delays: ASR models
break audio into small frames (e.g., 10-20 ms each)
(Tyagi et al., 2006). Slight misalignments in early
frames can lead to progressive timestamp shifts.

2. Variable speech rates and pauses: Speak-
ers naturally change their speaking rate, pause for
effect, or speed up at certain points (Mirghafori
et al., 1996). ASR systems and humans rely on
predefined acoustic models or raw audio files that
may not always capture these variations accurately.

* Fast speech compression: If a speaker speeds
up, the ASR systems and humans may drop
or misalign words, causing an early drift in
timestamps (Mirghafori et al., 1996).

» Extended pauses misinterpretation: When a
speaker pauses significantly, the ASR system
may either insert silence markers inaccurately
or assume the next word starts too early (Chen
et al., 2015), leading a wrong reference for
human validation and later manual translation.

3. Inconsistent segmentation strategies: Long-
form audio is typically segmented into smaller
chunks for processing efficiency, and different
segmentation strategies can cause timestamp mis-
matches (Chang et al., 2021).

* Fixed-length segmentation: Some ASR
pipelines divide audio into fixed intervals (e.g.,
30-second segments) (Radford et al., 2022).
If these segments do not align with sentence
boundaries, words near the edges may be
duplicated or omitted, leading to inaccurate
timestamps.

* Overlap handling issues: Some ASR sys-
tems introduce small overlaps to avoid word
truncation at segment boundaries (Cetin and
Shriberg, 2006). This overlap can lead to du-
plicate word recognition and timestamp mis-
matches (Flynn and Ragni, 2023), also lead-
ing wrong reference for human annotators for
transcription and translation.

4. Human annotation variability: Even in man-
ually corrected ASR transcriptions, human anno-
tators introduce timestamp errors due to cognitive
biases, differences in annotation tools, and subjec-
tive interpretations of timing.

* Different perceptions of word onset and off-
set: Annotators may not consistently agree on
where a word starts and ends, especially for
words with soft or gradual onsets (e.g., "uhh",
"well")

* Tool latency and interface limitations: Anno-
tation software often has playback controls
that introduce slight delays, affecting manual
timestamp adjustments.

* Multispeaker confusion: When multiple
speakers are involved, annotators may strug-
gle to pinpoint precise timestamps for over-
lapping speech.
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5. Background noise and acoustic challenges:
Long-form audio often includes background noise,
cross-talk, and varying microphone quality, which
impact the accuracy of human validation and thus
timestamp precision. (Maas et al., 2012)

6. Post-processing and formatting issues: Af-
ter ASR transcription, further processing (such as
punctuation insertion, casing normalization, or for-
matting corrections) can introduce wrong context
for human validation.

 Text normalization adjustments: Some ASR
systems correct text formatting after the initial
transcription, potentially shifting timestamps
(Manohar and Pillai, 2024).

* Forced alignment corrections: Post-
processing often involves forced alignment
techniques to match text to audio, but this can
introduce additional errors when realigning
sentences (Mathad et al., 2021), making
synthetic MT transcripts unreliable for human
validation.
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H List of Abbreviations

AED

Al
ASR

CER

CNN

FFT

FFW

GQA

ITN

LLM

MECC

MT

NMT

RBMT

In automatic speech recognition (ASR), AED (Attention-based Encoder Decoder) is
a neural model that maps speech features to text by using an encoder to process the
audio sequence and an attention-guided decoder to generate the transcription step by
step.. 4, 27-29, 33, 34

General term for systems that perform tasks requiring human-like intelligence. 120
It is the technology that converts spoken language into written text by analyzing and
transcribing audio signals.. 2-10, 23, 24, 27, 29, 30, 32-35, 40-42, 55, 58, 61, 65,
69, 73,717,91, 93, 95, 97, 99, 122, 123

CER (Character Error Rate) is a metric that measures the accuracy of text recognition
systems by calculating the ratio of character insertions, deletions, and substitutions
to the total number of characters in the reference text.. 5, 55

In automatic speech recognition (ASR), a CNN extracts local acoustic patterns from
spectrograms by learning time-frequency features that help capture phonetic and
speaker-invariant information.. 23, 27, 29

In automatic speech recognition (ASR), the Fast Fourier Transform (FFT) quickly
converts audio signals from the time domain into frequency components, enabling
models to analyze phonetic information.. 26

In machine learning, FFW (Feed-Forward Network) refers to a neural network
where information moves only in one direction-from inputs through hidden layers to
outputs-without feedback loops or recurrence.. 42-44

GQA (Grouped Query Attention) is a Transformer variant where multiple attention
heads share key-value projections but keep separate query projections, reducing
computation while preserving expressiveness.. 39

ITN (Inverse Text Normalization) is the process of converting normalized text (like
"twenty twenty-five") back into its spoken-style or symbolic form (e.g., "2025").. 34,
35

A Large Language Model is an Al system trained on vast text data to understand and
generate human-like language.. 3, 5, 6, 8, 9, 24, 37-39, 56-58

MEFCC (Mel-Frequency Cepstral Coefficients) are compact representations of speech
audio that capture perceptually relevant frequency features, widely used in Automatic
Speech Recognition (ASR) and as input features for speech-to-speech or speech-to-
text Machine Translation (MT).. 26-29, 44

Machine translation is the automatic process of converting text or speech from one
language into another using computational models.. 2-9, 23-25, 31, 35, 37, 40-43,
54, 56, 58, 78, 120, 123

It is a deep learning approach that translates text directly from one language to
another using end-to-end neural networks.. 23-25, 37, 40

RBMT (Rule-Based Machine Translation) is a translation approach that relies on
linguistic rules and bilingual dictionaries to convert text from a source language into
a target language.. 24
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RNN

RNN-T

seq2seq

SFT

SMT

SOTA

ST

STFT

WER

A Recurrent Neural Network (RNN) in Automatic Speech Recognition (ASR) models
sequential dependencies by processing speech frames one at a time, using past context
to better predict phonemes or words.. 23

The Recurrent Neural Network Transducer (RNN-T) is an end-to-end sequence
model that jointly learns acoustic and language modeling to directly map input audio
to text without needing frame-level alignment.. 4, 34

seq2seq is a neural network architecture that transforms one sequence (like a sen-
tence) into another (like a translation) using an encoder-decoder structure.. 2, 4, 23,
35,41

SFT (Supervised Fine-Tuning) means training a language model on parallel source-
target sentence pairs so it learns to generate accurate translations in a supervised
way.. 38, 45,48, 51

In machine translation, Statistical Machine Translation (SMT) is a method that
generates translations by learning statistical patterns from large bilingual text corpora..
24

SOTA means "state of the art," the best or most advanced performance achieved in a
given field at the present time.. 4

Speech translation is the process of automatically converting spoken language in one
tongue into spoken or written language in another, combining speech recognition,
machine translation, and speech synthesis in real time.. 1-10, 23, 24, 29, 31-33, 40,
41, 44-57, 89, 91, 93, 95, 97, 99-122

In automatic speech recognition (ASR), the Short-Time Fourier Transform (STFT)
converts the raw audio waveform into a time-frequency representation by analyzing
short overlapping windows, making speech features easier for models to process.. 26

WER (Word Error Rate) is a common metric that measures how many words a speech

recognition system got wrong compared to the reference transcript.. 5, 55, 61, 65,
69, 73,77,91, 93, 95,97, 99
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