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Abstract

Charts are a crucial visual medium for commu-
nicating and representing information. While
Large Vision-Language Models (LVLMs) have
made progress on chart question answering
(CQA), the task remains challenging, partic-
ularly when models attend to irrelevant re-
gions of the chart. In this work, we present
ChartGaze, a new eye-tracking dataset that cap-
tures human gaze patterns during chart reason-
ing tasks. Through a systematic comparison
of human and model attention, we find that
LVLMs often diverge from human gaze, lead-
ing to reduced interpretability and accuracy. To
address this, we propose a gaze-guided atten-
tion refinement that aligns image-text attention
with human fixations. Our approach improves
both answer accuracy and attention alignment,
yielding gains of up to 2.56 percentage points
across multiple models. These results demon-
strate the promise of incorporating human gaze
to enhance both the reasoning quality and inter-
pretability of chart-focused LVLMs'.

1 Introduction

Charts are a common visual medium for com-
municating structured information and support-
ing analysis, comparison, and decision-making
across domains. With the advancement of large lan-
guage models (LLMs) (Brown et al., 2020; Achiam
et al., 2023; Touvron et al., 2023; Chiang et al.,
2023; Grattafiori et al., 2024; Anil et al., 2023;
Liu et al., 2024a) and large vision-language mod-
els (LVLMs) (Liu et al., 2023; Team et al., 2023;
Zhou et al., 2024; Chen et al., 2024c,b; Masry
et al., 2025b), Chart Question Answering (CQA)
has emerged as a key research challenge at the
intersection of language, vision and data under-
standing (Masry et al., 2022). Early CQA ap-
proaches often converted charts into structured data

!Code and dataset are publicly available at ChartGazeCode
and ChartGazeData, respectively.

[ Did Turkey have a ratio of investment funds to GDP of 1.1? }

Generated Answer: Yes

Figure 1: Motivation. Example of the model’s atten-
tion maps. The left model, trained with language loss
only, attends inconsistently and gives the wrong answer.
The right model, trained with our proposed attention
refinement loss, focuses more meaningfully on relevant
regions and answers correctly.

or templates, but recent efforts have increasingly
focused on leveraging LVLMs directly on chart im-
ages (Han et al., 2023; Masry et al., 2025b; Tian
et al., 2025).

Automated chart understanding can significantly
aid evidence-based decision-making, by supporting
fact-checking (Akhtar et al., 2023) or improving
accessibility for visually impaired users through
textual or spoken descriptions (Choi et al., 2019).
As these models continue to advance and find in-
creasing deployment, there is an increasing interest
in understanding their internal mechanisms, espe-
cially their attention dynamics. Attention between
visual and textual input modalities plays a vital role
in how LVLMs form inductive biases and make an
inference. Additionally, image-text attention serves
as a window into the model’s reasoning process,
offering a potential avenue for interpretability and
transparency. This is particularly important in high-
stakes domains such as finance, medicine, and sci-
entific research, where the ability to interpret model
decisions is critical.

12093

Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 12093-12113
November 4-9, 2025 ©2025 Association for Computational Linguistics


https://github.com/alisalamatian1/ChartGaze
https://huggingface.co/datasets/alisalam/ChartGaze

However, recent studies have shown that image-
text attention maps in LVLMs often fail to align
with the regions humans focus on when answer-
ing questions, a phenomenon known as attention
misalignment (Li et al., 2024; An et al., 2025; Han
et al., 2025; Shu et al., 2025). This misalignment
can cause models to fixate on irrelevant text or vi-
sual elements, leading to incorrect predictions and
reduced interpretability. In chart understanding,
this issue can be even more problematic, as key
information, such as a specific bar, point, or legend
entry, is often small or densely packed. As a result,
the decision-making process of LVLM-based CQA
systems becomes untrustworthy, limiting their use
where interpretability is critical.

Hence, in this paper, we analyze the attention
misalignment in the context of CQA. We observe
that LVLMs, even those instruction tuned on charts,
frequently attend to irrelevant chart elements, lead-
ing to incorrect responses and a reduced inter-
pretability. We draw inspiration from human vi-
sual attention, as prior work (Gao et al., 2022;
Yan et al., 2024) has shown that human gaze tends
to align with perceived importance. We leverage
eye-tracking data as explicit supervision to guide
the attention maps of LVLMs. Specifically, we
collect eye-tracking data from human participants
responding to chart reasoning questions. Using
the human gaze data, we train models for CQA
to focus on regions where humans typically fixate,
thereby improving both alignment and interpretabil-
ity. As shown in Figure 1, models trained with our
approach produce more interpretable and human-
aligned attention maps, leading to more accurate an-
swers. Empirical results show that aligning LVLM
attention with human gaze improves CQA accu-
racy by up to 2.56 percentage points compared to
fine-tuning with language loss alone.

To summarize, our key contributions are:

* Eye-Tracking Chart Dataset: We introduce
anew eye-tracking dataset for CQA, capturing
regions users look at while answering chart-
related questions, serving as the ground-truth.

* Analysis of LVLM Attention on Charts: To
the best of our knowledge, we are the first to
conduct a systematic study of attention pat-
terns of LVLMs on chart understanding and
analyze how they compare with human gaze.

¢ Gaze-Guided Attention Refinement: We de-
velop a training approach that aligns LVLM

attention with human gaze, using a gaze-
supervised loss.

2 Related Work

Chart Question Answering Datasets: Document
understanding, particularly scientific chart under-
standing, has gained significant attention in the
machine learning community. As a result, various
datasets and benchmarks have been developed to
accelerate progress and evaluate models in chart un-
derstanding, including summarization (Kantharaj
et al., 2022b), question answering (Masry et al.,
2022), explanation generation (Kantharaj et al.,
2022a), and fact-checking (Akhtar et al., 2023).
Among these, CQA has become a focal point,
driven by the rapid advancements of LVLMs. Early
benchmarks such as STL-CQA (Singh and Shekhar,
2020), LEAF-QA (Chaudhry et al., 2020), Fig-
ureQA (Kahou et al., 2018), and DVQA (Kafle
et al., 2018) relied on synthetic charts or templated
questions. Later efforts like PlotQA (Methani et al.,
2020) and ChartQA (Masry et al., 2022) introduced
charts from real-world sources, improving the di-
versity and realism of the data. Recent benchmarks
pushed the evaluation into open domains (Masry
et al., 2025a; Wang et al., 2024b; Liu et al., 2024b)
and more complex, reasoning-intensive understand-
ing tasks (Fan et al., 2024; Xia et al., 2024; Xu
et al., 2023). Different from prior work, our bench-
mark uses eye-tracking annotations alongside chart
question pairs to measure how well the LVLMs’
attention aligns with that of humans. This human-
centric design is crucial for bridging the gap be-
tween model performance and interpretability.

Gaze Datasets: Several studies have collected hu-
man gaze data to understand visual attention on
charts. Borkin et al. (2016) collected a dataset of
393 visualizations along with participants’ fixation
locations during encoding and recognition of the vi-
sualizations. Polatsek et al. (2018) analyzed human
visual attention during task-solving on 30 charts.
More recently, Shin et al. (2022) gathered human at-
tention on 10,960 chart images for the task of chart
type recognition using webcam-based eye tracking.
In the context of chart question-answering, Wang
et al. (2024a) used BubbleView (Kim et al., 2017)
to crowd-source mouse-click approximations of
attention over 3,000 visualizations. While these
datasets have contributed valuable insights, many
either remain relatively small in size or rely on indi-
rect, lower-fidelity methods such as mouse clicking
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or webcam-based tracking. We chose to use high-
precision eye-tracking equipment for our dataset,
as prior work has demonstrated that eye tracking
yields more accurate and consistent attention maps
than mouse tracking. For example, Tavakoli et al.
(2017) showed that visual congruency across par-
ticipants is considerably higher with eye-tracking
data, noting that even a large volume of mouse-
tracking data from 90 participants could not match
the performance of eye-tracking data from just 15
participants. Moreover, eye tracking captures im-
mediate, cognitively grounded attention, whereas
mouse-based methods introduce delays due to the
slower nature of cursor movement. Prior work has
shown that gaze data reliably reflects natural visual
behavior and is widely used in saliency prediction,
cognitive studies, and attention-aware interface de-
signs (Jacob and Karn, 2003; Judd et al., 2012;
Nielsen and Pernice, 2009; Majaranta and Bulling,
2014). Therefore, for a deeper analysis of LVLM
and human attention and to fine-tune models for im-
proved interpretability, we provide a high-quality,
large-scale eye-tracking and CQA dataset (4,638
attention maps).

Visual Attention in LVLMs: In LVLMs, the atten-
tion mechanism between visual and textual tokens
is critical not only for enabling cross-modal inter-
action but also for providing interpretability into
how models integrate visual and textual informa-
tion (Aflalo et al., 2022; Ben Melech Stan et al.,
2024). Despite this, recent studies have shown that
LVLMs often exhibit unintuitive visual attention
patterns (Arif et al., 2025; Woo et al., 2025). Specif-
ically, LVLMs tend to assign disproportionately
high attention weights to specific tokens which are
irrelevant to the text query (Zhang et al., 2025a;
Kang et al., 2025). Moreover, prior works (Liu
et al., 2024c¢; Chen et al., 2024a; Tong et al., 2024)
have found that LVLMs under-utilize the visual
inputs, leading to text-biased reasoning and weak
visual grounding.

Several techniques have been proposed to ad-
dress these issues. VAR (Kang et al., 2025) redis-
tributes attention from irrelevant to relevant visual
tokens. Visual contrastive decoding (Leng et al.,
2024) encourages reliance on visual inputs by con-
trasting outputs with and without images. Other
methods (Zhu et al., 2025; Zhang et al., 2024) ex-
plicitly boost attention to visual tokens to improve
grounding. Unlike these approaches, we propose
a novel approach that guides LVLM attention in

training, using human gaze as an implicit supervi-
sory signal, offering a cognitively grounded prior
that enhances both reasoning and interpretability.

3 ChartGaze Dataset

To address attention misalignment in LVLMs (Shu
et al., 2025), we introduce ChartGaze, a novel
dataset that captures how humans visually process
charts. By capturing high-precision human gaze
patterns for chart-based questions, ChartGaze en-
ables detailed comparisons between human and
model attention. This opens up new insights into
how human gaze can serve as an implicit training
signal to enhance LVLM performance on chart un-
derstanding. We describe the dataset’s curation
process and statistics in the following subsections.

3.1 Dataset Construction

ChartGaze builds on chart images from the Vis-
Text and ChartQA datasets (Tang et al., 2023;
Masry et al., 2022), which feature real-world charts
sourced from platforms such as Statista and Pew
Research. These charts span a broad range of top-
ics, making them suitable for diverse question gen-
eration and visual reasoning. In what follows, we
detail our two-stage dataset construction process:
question-answer generation and gaze data collec-
tion.

3.1.1 QA Generation

While ChartQA already includes queries alongside
each chart, for the VisText subset, we generated
3-5 question—answer pairs per chart caption us-
ing the pipeline illustrated in Figure 2. Because
VisText summaries are human-authored, detailed,
and semantically rich, they provide the necessary
context for LLMs to generate questions that are
meaningfully grounded in chart content. We used
few-shot prompting with GPT-40 to generate ques-
tions regarding descriptive statistics, point-wise
comparisons, and trend analysis. To ensure high-
quality supervision, we instructed the model to:

» Use diverse phrasing in the questions,
* Balance True/False answers equally,
* Return output in a strict JSON format to facili-

tate automatic parsing and validation.

The complete prompt can be found in Appendix A.
For detailed error analysis and to better under-
stand our dataset’s composition, we categorized
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[’ VisText a Corpus of Charts and Summaries
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Chart and QA For Eye Tracklng

Given the chart, each user should answer the
question with either "True" or [False". Meanwhile,
the Tobii Pro Fusion captures user's eye-
interaction with the chart.

o)

Figure 2: Overview of the dataset creation pipeline for generating chart-question-answer pairs with human gaze.

each question into one of six semantic types: Trend
Analysis (TA), Finding Extremum (FE), Filtering
(F), Comparison (CP), Retrieving Value (RV), and
Computing Derived Value (CV). We defined each
category with examples and incorporated them into
the GPT-40 prompt (Appendix B).

3.1.2 Gaze Collection

We first detail the Ul layout and then the gaze col-
lection process.

Each chart was displayed at the bottom center
of the screen, with the corresponding question in
the top-left corner. This encouraged participants to
read the question first and then shift their gaze to
the chart, which helped reduce noise from repeated
top-to-bottom transitions. A visualization of our
Ul is provided in Appendix C.

We captured gaze data using the Tobii Fusion
Pro eye-tracker, which records gaze positions at the
pixel level with microsecond temporal resolution.
We then extracted fixation points and aggregated
them into gaze maps via the following steps:

* Compute total fixation duration for each pixel.

* Apply a logarithmic non-linearity to smooth
out sharp differences in fixation time.

* Apply Gaussian filter on the fixation map to
simulate human visual receptive field.

3.2 Quality Control

We performed a two-step quality control process on
our collected data to ensure reliability and accuracy.
This included filtering both the generated questions-
answers, and the collected gaze data.

3.2.1 QA Pair Quality Control

To ensure the correctness of our generated ques-
tions, we had human annotators flag ambiguous or

incorrect questions during data collection. Of 4,811
questions, only 98 were flagged (a 2.0% error rate),
which is lower than the 3.7% error rate found in the
593 selected ChartQA questions (22 errors). All
flagged instances were removed.

We also verified the quality of the GPT-generated
answers by measuring agreement with human anno-
tators. A random sample of 100 examples showed
a93% agreement between GPT-40 and the majority
vote of our seven human annotators. The highest
pairwise agreement among human annotators was
92%. For this subset, Fleiss’ Kappa was 0.7098,
with an average pairwise agreement of 83.75%.
These high agreement scores confirm the quality
of both the GPT-40 answers and the human annota-
tions.

3.2.2 Gaze Data Quality Control

We implemented a calibration and filtering pro-
cess to ensure high-quality gaze data. For each
participant, we calibrated the device and manually
validated its accuracy, proceeding only when there
was 0% data loss, resulting in an average accuracy
of 0.42 degrees (16.8 px).

We also filtered the collected data to remove
noise. Specifically, we removed invalid gaze sam-
ples and non-fixations caused by blinks or head
movements. To ensure reliable gaze maps, we also
discarded the bottom 3% of charts based on total
viewing time.

3.3 Dataset Statistics

After filtering, our dataset consists of 4,638 at-
tention maps derived from 1,620 unique chart im-
ages. These maps were collected from 476 yes/no
QA pairs sourced from ChartQA and an additional
4,162 pairs generated from 1,144 VisText captions,
averaging 3.6 QA pairs per caption. The dataset
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was divided into a training set of 3,716 maps (80%)
and a validation set of 922 maps (20%). The eye-
tracking data was gathered from 32 student par-
ticipants (11 volunteers and 21 paid contributors
at $21/hour). The attention maps are distributed
across chart types as follows: 2,470 bar charts,
1,100 line charts, 968 area charts, and 100 pie
charts. Figure 6 shows the distribution of question
categories. The prominence of TA and FE ques-
tions underscores the dataset’s focus on level 2 and
3 semantic reasoning (Lundgard and Satyanarayan,
2021). Finally, the average question length was
12.2 words.

4 Gaze-Guided Refinement Method

LVLMs typically process and integrate informa-
tion from both visual and textual inputs through
multi-head self-attention layers. In this work, we
investigate the attention pattern of these models
during output generation and tune them to be more
interpretable. As shown in Figure 3, the attention
maps from LVLM are extracted and aligned with
human gaze using a joint training objective that
combines standard language modelling loss and
gaze-guided attention alignment loss. We explain
each component in the subsequent sections.

4.1 Extracting the Attention Maps

To obtain the image-text attention maps that capture
how the model attends to image patches based on
the text prompt, we first extract the maps from the
first M layers. Our choice to focus on the first M
layers is based on a qualitative analysis that aligns
with the findings of Zhang et al. (2025b), which
shows that earlier layers of LVLMs are crucial for
this type of interaction and that information flow
converges in these shallow layers. The relevant
part of the attention matrices have a dimension of
RMXNuxTXI where M is the number of initial
layers selected, Ny, is the number of heads, T' is
the number of text tokens, and I is the number of
image patches.

To simplify the representation while preserving
the core attention structure, we followed the work
of Jiang et al. (2025); Zhang et al. (2025b); Hel-
bling et al. and averaged the attention maps across
the text tokens, the NV, heads, and the first M layers.
We obtained a single aggregated attention score
for each image token, represented as A’ € R1*/,
This map is then reshaped to the original image
dimensions, creating a visual saliency map that is

spatially aligned with the gaze data. For more in-
formation on our analysis and the specific values
of M used for each model, see Appendix E.

4.2 Model Training

Following the attention extraction process, we train
the model to align its visual attention with human
gaze patterns while maintaining its language mod-
eling capabilities. To this end, we jointly optimize
two objectives: a language modeling loss and a
gaze-guided attention alignment loss.

Let x = {z1,...,z7} denote the sequence of
input tokens representing the question and answer.
The standard language modeling loss is defined as:

T
1
Lim = —7 ;log P(xy | v<4) (D

To align model attention with human gaze, we
used a weighted mean squared error (W-MSE) loss
over the flattened attention maps (Bruckert et al.,
2021). Let A € R”*W denote the model’s normal-
ized attention map over the image, and G € R *W
be the corresponding normalized gaze map. We flat-
ten both maps into vectors of length N = H x W:
A = [A,Ay,..., AN], G = [G1,Ga,...,GN].
For each pixel 7, we define the weight:

with @ = 1.1 )

W; = o — Gi,

Here, « is a tunable parameter. We followed
(Bruckert et al., 2021) in setting « to 1.1; this
weighting emphasizes areas with higher human
gaze values, which we want to prioritize. The W-
MSE loss is then:

N
1
Lw-MSE = N Z w; - (G — A;)? 3)
i1

Finally, we combine both objectives (i.e., equa-
tions (1) and (3)) into a single loss function:

Liotal = M Lim + A2 Lw-MSE 4

Here, A\ and )\, are tunable parameters that we
set to 1. This joint training encourages the model
to produce gaze-aligned visual attention while pre-
serving its ability to generate accurate and fluent
responses.
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Figure 3: Overview of our attention refinement training, including attention map extraction and loss computation.

TinyLLaVA w attention-

: QUESTION

Did the number of ;™
Caterpillar employees
decline steadily after 2012?

Ground Truth Eye-Tracking

ChartGemma w attention

TinyLLaVA w/o attention ChartGemma w/o attention InternVL2 4B w/o attention

InternVL2 4B w attention InternVL2 8B w attention

InternVL2 8B w/o attention

Figure 4: Comparison of attention maps from models trained with attention refinement loss vs. language loss only

5 Experiments and Results

LVLMs Evaluated: We evaluated the effective-
ness of our approach on four models with di-
verse architectures, training strategies, and sizes:
TinyLLaVA-450M, InternVL2-4B, InternVL2-8B,
and ChartGemma-3B. TinyLLaVA-450M is the
smallest model in the TinyLLaVA family, which
has shown competitive results despite its size (Zhou
et al., 2024). InternVL2 is a state-of-the-art vision-
language foundation model with strong perfor-
mance in visual question answering tasks (Chen
et al., 2024c). We include both the 4B and 8B
variants to assess the impact of scale. Finally,
ChartGemma-3B is an instruction-tuned model
built on PaliGemma and currently represents the
state-of-the-art in CQA (Masry et al., 2025b).

Metrics: Since our dataset consists of yes/no ques-
tions, we use accuracy, defined as the percentage of
questions correctly answered, to compare chart un-

derstanding performance across different models.
To assess the similarity between the LVLM atten-
tion maps and the human attention maps, we used
three standard metrics commonly used in saliency
prediction (Meur and Baccino, 2012; Bruckert
et al., 2021). Pearson’s Correlation Coefficient
(CC), Kullback—Leibler (KL) divergence, and his-
togram intersection (also known as similarity or
SIM metric) between the ground-truth human gaze
distribution and the model’s attention distribution
over the chart image.

5.1 Performance Improvement Across Models

We compare model performance under three con-
ditions: zero-shot, fine-tuning with language loss
only, and fine-tuning with our proposed attention-
guided loss. As shown in Table 1, models fine-
tuned with attention-guided loss consistently out-
perform those trained solely with language loss.
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We set the temperature to zero to ensure determin-
istic zero-shot results. All other experiments were
repeated three times, and we report the mean and
standard deviation of each evaluation metric.

Notably, TinyLLaVA-450M, InternVL2-4B, and
InternVL2-8B achieved statistically significant im-
provements of 1.19%, 1.54%, and 2.56% respec-
tively. In contrast, ChartGemma-3B showed a
marginal improvement of 0.18%, which was not
statistically significant. We hypothesize that this
is due to its extensive prior exposure to a corpus
of 122,857 charts during instruction tuning (Masry
et al., 2025b), which may have resulted in an effec-
tive, though less interpretable, attention structure.

In addition to accuracy gains, our approach im-
proves the alignment between model attention and
human gaze. As shown in Table 1, models fine-
tuned with our method produce higher CC and
SIM scores and lower KL divergence, indicating
more human-aligned and interpretable attention.
Furthermore, we observe a consistent positive cor-
relation between interpretability metrics and QA
performance, both within repeated runs of the same
model and across different model architectures as
shown in Figures 9 and 10 (in Appendix).

Figure 4 compares attention maps produced by
different models trained with and without our pro-
posed attention refinement loss. Models fine-tuned
with language loss alone exhibit noisy attention,
often failing to align with salient chart regions.
In contrast, models trained with attention super-
vision display sharper, more human-like focus pat-
terns. ChartGemma, in particular, closely aligns
with human fixation maps, while TinyLLaVA simi-
larly produces coherent attention, often emphasiz-
ing trend-relevant regions. InternVL?2 variants also
demonstrate focused activation on key visual ele-
ments such as chart peaks and axis labels. These
qualitative results support the effectiveness of our
approach in guiding models to attend to the most
relevant regions of the chart.

5.2 Error Analysis

We analyze error rates by question categories and
chart types for both TinyLLaVA and ChartGemma.
As shown in Figure 5, TinyLLaVA struggles the
most with computing derived value (CV) questions,
which require multi-step reasoning, while it per-
forms best on trend analysis (TA), likely due to the
high number of TA examples in the training set.
Across chart types, TinyLLaVA performs rela-
tively consistently, with the exception of pie charts,

where it shows notably higher error. This may be
attributed to limited exposure; only 77 pie chart
examples were included in training.

ChartGemma outperforms TinyLLaVA in most
categories, except for TA and comparison (CP)
questions. This may be because its extensive prior
exposure to over 120K charts during instruction
tuning limited its responsiveness to the specific
supervision in our setting.

5.3 Ablation Studies: Masked Inference

To evaluate the role of human-aligned attention in
the model’s reasoning process, we conducted con-
trolled ablation experiments using two intervention
strategies: masking and blurring human-attended
regions. We used the fine-tuned InternVL2-8B
model on our human gaze data in this experiment.

For the masking condition, we generated a bi-
nary mask from human gaze annotations, where
pixels attended by humans were set to 0. For the
blurring condition, we directly modified the input
images by applying a Gaussian blur (kernel size =
15, o = 5) to the regions with high human attention
density, thus degrading the visual information in
those critical areas. These experiments allow us to
assess whether the model merely mimics human
attention or leverages it for accurate reasoning.

As shown in Table 2, performance dropped sig-
nificantly for the attention-tuned models, with a
7.08% decrease for blurring and an 8.00% decrease
for masking. In contrast, the model trained only
with a language loss saw a smaller drop of 4.34%
and 5.22%, respectively. This suggests that the
attention-tuned model relies more heavily on these
semantically meaningful areas to generate its an-
swers. Blurring the non-human-attended regions,
on the other hand, resulted in a relatively minor
performance decrease (1.90%), reinforcing that the
model is not only aligned with human gaze visu-
ally but also actively uses that information during
reasoning.

5.4 Ablation Studies: Loss Function

We investigated the role of different loss functions
in aligning TinyLLaVA-450M attention maps with
human gaze data. Specifically, we chose our losses
from two broad categories of loss functions: pixel-
based and distribution-based.

For pixel-based loss, we adopted W-MSE as de-
fined in Section 4.2, which prioritizes regions with
high fixation density. Among distribution-based
losses, we evaluated KL Divergence (KLD), Focal
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Training Model Test Acc. CCt KL | SIM 1
TinyLLaVA-450M 46.64 -0.078 1.810 0.267
Zero-shot InternVL2-4B 49.86 -0.060 1.722 0.282
InternVL2-8B 50.93 -0.054 1.681 0.296
ChartGemma-3B 52.39 0.100 1.559 0.323
TinyLLaVA-450M 62.58 +0.27 -0.048 + 0.005 1.705 £+ 0.031 0.288 + 0.004
Without Attn InternVL2-4B 63.91 £0.20 -0.028 £ 0.004 1.532 £0.010 0.301 = 0.004
InternVL2-8B 65.36 + 0.22 -0.017 £ 0.003 1.487 + 0.009 0.312 + 0.004
ChartGemma-3B 7249 + 1.69 0.092 + 0.004 1.594 + 0.026 0.316 + 0.003
TinyLLaVA-450M 63.77 + 0.54 0.391 + 0.007 1.132 £ 0.015 0.439 + 0.002
With Attn InternVL2-4B 65.45+0.23 0.402 + 0.006 1.072 £ 0.008 0.451 = 0.004
InternVL2-8B 67.92 +0.15 0.417 + 0.006 1.036 + 0.007 0.468 + 0.005
ChartGemma-3B 72.67 + 1.24 0.436 + 0.011 1.033 + 0.014 0.452 + 0.005

Table 1: Performance of models trained with and without attention loss. 1/ | indicates higher / lower is better.

Condition Ace.T CCT KL| SIM?T

6536 -0.017 1.487 0.312
61.02 -0.139 1.681 0.236
60.14 -0.124 1.713 0.221
64.10 0.112 1.392 0.298
62.85 0.064 1.456 0.274

Language loss only:

t— Blur human gaze areas
+— Mask human gaze areas
— Blur non-gaze areas

L— Mask non-gaze areas

0.417 1.036 0.468
-0.174 1.794 0.201
-0.152 1.752 0.188
0.284 1.218 0.395
0.203 1.314 0.356

Gaze supervision + language loss: 67.92
t— Blur human gaze areas 60.84
— Mask human gaze areas 59.92
— Blur non-gaze areas 66.82
L— Mask non-gaze areas 63.72

Table 2: Ablations showing the importance human-
aligned attention towards the model’s reasoning pro-
cess. The experiments are grouped by training setup.
Each header row reports the unperturbed model’s per-
formance; indented rows apply perturbations to probe
model’s reliance on attended vs. non-attended regions.

Loss (Lin et al., 2020), and a combined Dice + Bi-
nary Cross Entropy (BCE) loss. KLLD encourages
similarity between the extracted and ground-truth
human attention distributions, while Focal Loss and
Dice + BCE emphasize salient regions with higher
ground-truth attention values. Detailed information
is provided in Appendix D.

Figure 8 in Appendix presents qualitative com-
parisons of attention maps extracted from models
trained with each loss function. As can be seen,
W-MSE matches the ground truth most closely. KL
and Focal loss have resulted in uniformly high at-
tention on the axis and top of the bar and BCE +
Dice had a too focused attention map that misses
some critical points.

Table 4 reports test accuracy along with three
attention evaluation metrics. W-MSE yields the

Error Rate Comparison: TinyLLaVA vs. ChartGemma

B TinyLLaVA
ChartGemma

0.0 0.1 0.2 0.3 0.4 0.5
Error Rate

Figure 5: Comparison of error rates for TinyLLaVA
and ChartGemma across question categories (top) and
chart types (bottom), sorted by TinyLLaVA’s error rates.
A dashed line separates the two groups. ChartGemma
consistently shows lower error rates, particularly on
chart types and reasoning-heavy categories.

best performance, achieving both the highest task
accuracy and the most faithful attention alignment
with human gaze. Notably, we observe a consistent
trend across loss types: improvements in attention
quality are correlated with gains in task accuracy.

5.5 Effect of Dataset Size

In domains where interpretability is essential, such
as medical applications, training data is often lim-
ited. To evaluate the effectiveness of our attention
supervision approach under low-data settings, we
conducted experiments using randomly selected
25% and 50% of the ChartGaze dataset in addition
to our previous result on the entire dataset. We
trained InternVL2-8B with three different random
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Training Setup Test Acc. CcCt KL | SIM *+
Without Attn Supervision
MODEL-25% 60.21 £0.73  -0.045£0.005 1.602+0.012 0.274 £+ 0.006
MODEL-50% 63.58 +£0.24 -0.028 £0.004 1.530 £ 0.010 0.295 £ 0.005
MODEL-100% 65.36 £0.22 -0.017 £0.003 1.487 +0.009 0.312 4 0.004
With Attn Supervision
MODEL-25% 64.07+ 026 0.297 +£0.008 1.174 £ 0.011 0.402 £+ 0.006
MODEL-50% 66.51 £0.20 0.396 +0.007  1.065 £ 0.009  0.454 £ 0.005
MODEL-100% 67.92 +0.15 0.417 + 0.006 1.036 + 0.007 0.468 + 0.005

Table 3: Performance of models trained with and without attention loss across different dataset sizes.

Loss Function Test Ace. CC1T KL| SIM?T
W-MSE 64.53 0.386 1.145 0.438
KLD 62.36 0.306 1.209 0.380
Focal Loss 61.06 0.339 1.188 0.388
Dice + BCE 60.41 0.194 4.174 0.183

Table 4: Impact of loss functions on performance.

Fixationoc TestAce. CC1T KL| SIM?
20 62.89 0.277 1.875 0272
40 63.77 0.391 1.132 0439
80 61.49 0.490 0.588 0.612

Table 5: Performance of models trained with attention
loss across different o values.

seeds for each data setting to account for variability,
which tends to be amplified in low-data regimes.
This is reflected in the higher standard deviations
reported in Table 3. Our method consistently out-
performs models trained with standard language su-
pervision, with performance gains becoming more
pronounced as data availability decreases. Specif-
ically, our approach achieves accuracy improve-
ments of 3.86, 2.93, and 2.56 percentage points
for the 25%, 50%, and 100% subsets, respectively.
This trend highlights the value of attention supervi-
sion in low-resource settings.

Moreover, we again observe a strong linear corre-
lation between attention quality and task accuracy,
reinforcing the link between interpretable attention
mechanisms and overall model performance.

5.6 Gaze Map Post-Processing Analysis

As part of our gaze map post-processing pipeline,
we applied a Gaussian filter with a fixed standard
deviation of o = 40 pixels, corresponding to the
spatial spread of visual attention around fixation
points. To investigate the sensitivity of our model to
this hyperparameter, we trained TinyLLaVA-450M
with two different values of . Table 5 presents

the results of this analysis. Our choice of sigma
yields the best accuracy. Interestingly, 0 = 80
scores really well on the attention quality metrics,
but has a lower accuracy. This is because choosing
such a high sigma results in high attention in a very
large radius, therefore the model learns to have high
attention in many regions, which is not beneficial
for distinguishing the relevant parts of the image.
Thus, high attention on a large part of the image as
shown in Figure 11, results in a good metric value
but in this case it is not same as learning which
regions to attend to and hence not improving the
accuracy.

6 Conclusion and Future Work

As chart understanding models are increasingly de-
ployed in real-world applications, it is critical to
ensure their interpretability. In this work, we in-
troduced a novel attention refinement method and
demonstrated its effectiveness on the newly col-
lected ChartGaze dataset. Our results show that
attention supervision not only improves alignment
with human gaze (making the model attend to the
interpretable parts of the chart) but also leads to
performance gains in non-instruction-tuned models.
While our method proved effective across multiple
architectures, including TinyLLaVA and InternVL,
it yielded only marginal gains on ChartGemma.
This may be due to ChartGemma’s prior instruction
tuning on chart-related tasks, which could result
in attention patterns that are either already well-
formed or less responsive to additional supervision.
Future work could explore strategies to better in-
tegrate attention refinement into instruction-tuned
models, as well as extend this work to more di-
verse chart types and free-form question formats
to better understand how attention varies with task
complexity.
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Limitations

This study focuses on Yes/No questions and rela-
tively simple chart types (bar, line, and pie). These
choices enabled large-scale data collection while al-
lowing for accurate capture of participant attention
during reasoning. However, these decisions may
limit the generalizability of our findings to more
complex visualizations and open-ended questions,
where attention behavior may differ.

Ethical Considerations

This study was reviewed and approved by the Uni-
versity of British Columbia behavioural research
ethics board. All participants provided informed
consent prior to participation. Participants were re-
cruited based on normal vision and hearing criteria
and completed a chart interpretation task while eye-
tracking data were collected. To protect privacy,
all collected data were de-identified and securely
stored on encrypted devices. Only anonymized
data were used for analysis and model training.
Participants were compensated at a rate of $7 per
20-minute session, up to a maximum of $21. They
were informed of their right to withdraw at any time
without penalty. Any public release of the dataset
ensures participant anonymity and complies with
open-access research guidelines. Moreover, our use
of ChartQA and VisText is consistent with their in-
tended purpose as open research datasets for chart
understanding. For the ChartGaze dataset we cre-
ated, we specify its intended use is for research on
chart understanding, question-answering and inter-
pretability. Model trained using our approach may
still have over-reliance on superficial visual-textual
correlations, leading to plausible-sounding but in-
correct answers. We caution against deploying
this system in high-stakes environments without ro-
bust safeguards and proper fact checking. We used
generative Al tools, including ChatGPT, to sup-
port editing, formatting, and idea refinement during
the research and writing process. All intellectual
contributions, experimental designs, and analyses
were developed and validated by the authors. No
Al-generated content was included without human
review and revision.
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A Prompt for Question-Answer Generation

Question and Answer Generation Prompt

Generate a set of question-answer pairs based on the following summary of the chart in JSON
format. Focus on the following semantic levels of questions:

* Level 2 (L.2): Descriptive statistics, extrema, outliers, and correlations (binary: True/False)
* Level 3 (L3): Point-wise comparisons, complex trends, pattern synthesis (binary: True/False)

For Level 2 and Level 3, make decisions on how to generate the questions to produce specific
True/False answers. Ensure that the generated questions:

» Have a 50/50 chance of being True or False.

* For False answers, use values that are domain-appropriate and plausible based on the chart
data.

Use diverse language and ensure that the questions are relevant to the key points in the text and
that the answers are accurate and concise. Only include questions that have a clear answer in the
text. Aim to generate 1-5 questions for each level.

IMPORTANT: Return your response as a valid JSON array where each question follows this
exact format:

L
{
"question”: "...?",
"answer": true/false,
"level”: 2/3
e
...more questions...

]

VERY IMPORTANT: DO NOT use markdown code blocks (“‘json or “‘). Return ONLY the raw
JSON.

There are five chart summary, QA pairs below as examples. Note that level 1 is given for the
context of the chart and we don’t want to create question answer pairs for this level.

First example:

Summary:

L1: This line diagram is titled Canadian imports of bauxite from 2005 to 2019 (in 1,000 metric
tons). The x-axis measures Year on linear scale from 2006 to 2018 while the y-axis shows Imports
in thousand metric tons on linear scale of range 0 to 4,000.

L2L.3: The year with the lowest import of bauxite was 2009. Although the results fluctuate from
year to year, the graph tends to show a general increase in bauxite imports over time, with the
exception of 2009, where there was a large decrease in imports.

QAs (in JSON format):
L
{
"question”: "Was the year with the lowest import of bauxite 20097?",
"answer": true,
"level”: 2
Yo
{
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"question”: "Was the year with the highest import of bauxite 20087?",
"answer”: false,

"level”: 2
P
{
"question”: "Did the Canadian imports of bauxite tend to show a general increase
over time?",
"answer": true,
"level”: 3
e
{
"question”: "Was there a large decrease in imports in 2015?",
"answer”: false,
"level”: 3
}

]

Second example:

Summary:

L1: Poverty rate for families in the United States from 1990 to 2019 is a line chart. The y-axis
plots Poverty rate while the x-axis plots Year.

L21.3: Poverty in the USA was at its highest in the early nineties, dropping in 2000 to its second
lowest point on the chart. Then poverty rose gradually again, almost hitting the same peak in 2010
and staying level for a few years before dropping sharply in the mid 2000’s to well below the levels
of the 90s.

QAs (in JSON format):
L
{
"question”: "Was poverty at its highest in the early nineties?”,
"answer": true,
"level”: 2
o
{
"question”: "Was the second lowest poverty rate recorded in 2005?",
"answer”: false,
"level”: 2
3},
{

"question"”: "Did the poverty rate rise from 2000 to 20107?",
"answer": true,

"level”: 3
P
{
"question”: "Was there a rise in poverty rates right after 2010?",
"answer”: false,
"level”: 3
e
{

"question”: "Was the poverty level in 9@0s way higher than that of mid 2000s?",
"answer": true,
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"level”: 3

1,

{
"question”: "Did the poverty in the USA fluctuate over the years but had an
overall upward trend?”,
"answer”: false,
"level”: 3

}

]

Third example:

Summary:

L1: This bar diagram is labeled Top 10 U.S. states based on production value of principal fresh
and processing market vegetables in 2019 (in 1,000 U.S. dollars). There is a categorical scale with
Arizona* on one end and Washington at the other on the x-axis, marked State. Production value in
thousand U.S. dollars is plotted on the y-axis.

L2L3: California has the most production value of principal fresh and processing market vegetables
at nearly 8,000,000 US dollars whereas New Jersey has the least production value of principal
fresh and processing market vegetables at only approximately 100,000 US dollars.

QAs (in JSON format):

L

{
"question”: "Was California the state with the highest production value?",
"answer": true,
"level”: 2

o

{
"question”: "Was the production value of New Jersey 500,000 US dollars?"”,
"answer": false,
"level”: 2

3},

{
"question”: "Did New Jersey have the second-highest production value?”,
"answer": false,
"level”: 3

P

{

"question”: "Was the difference between the highest and lowest production values
around 7,900,000 US dollars?”,
"answer": true,
"level”: 3

}

]

Fourth example:

Summary:

L1: This bar diagram is titled Egypt: National debt from 2015 to 2025 in relation to gross domestic
product (GDP). The y-axis shows Year on a categorical scale with 2015 on one end and 2025* at
the other. Along the x-axis, National debt in relation to GDP is measured with a linear scale of
range 0.0 to 1.0.
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L2L.3: The National debt in Egypt between 2015 to 2025 has been pretty consistent with a slight
rise in 2017.

QAs (in JSON format):
L
{
"question”: "Was there a slight rise in national debt in 2017?",
"answer": true,
"level”: 2
o
{

"question”: "Was national debt at its highest in 2017?",
"answer”: false,

"level”: 2
e
{
"question”: "Has the national debt in Egypt been consistent overall?”,
"answer": true,
"level”: 3
3,
{
"question”: "Was there a sharp drop in national debt in 20187?",
"answer": false,
"level”: 3
}
]
Fifth example:
Summary:

L1: This is an area plot called Number of passengers arriving and departing at airport terminals
in the United Kingdom (UK) from 1992 to 2019 (in millions). On the x-axis, Year is measured.
Passengers in millions is plotted on the y-axis.

L2L.3: The number of passengers at UK airports has risen steadily since 1992 to 2019 with the
exception of a period of a few years in 2007-2010 where numbers fell. Overall, numbers have
nearly tripled from just over 100 million passengers in 1992 to almost 300 million in 2019. The
rate of increase has been relatively steady with the exception of the 2007-2010 period.

QAs (in JSON format):

L
{
"question”: "Was the number of passengers in 1992 just over 100 million?",
"answer”: true,
"level”: 2
o
{

"question”: "Did passenger numbers fall sharply from 2015 to 20197?",
"answer"”: false,
"level”: 2

"question”: "Did the number of passengers double from 1992 to 2019?",
"answer": false,

12109




"level”: 3

IS
{

"question”: "Was the period of 2007-2010 an outlier with falling numbers?”,
"answer": true,
"level”: 3
}
]

Now generate question-answer pairs from the following summary in the specified JSON format:
{caption}

\

B Prompt for Question Category Annotation
Question Category Prompt
Classity the following questions into one of the six categories based on its intent:

* CP (Comparison): The question compares two or more data points (e.g., "Which country has
more X than Y?").

e CV (Computing Derived Value): The question involves computing a value from others (e.g.,
difference, average, ratio). - RV (Retrieving Value): The question asks for the value(s) of
specific data points or attributes.

* FE (Finding Extremum): The question asks for the maximum or minimum value in the data.
* F (Filtering): The question asks for data points that satisfy multiple specified conditions.

* TA (Trend Analysis): The question asks about changes over time, patterns, increases, de-
creases, or stability.

Output format: Return only the category abbreviation without additional text in a list.
Questions: {questions}
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Figure 6: Distribution of questions across categories
used in the prompt. TA and FE are the most common,
reflecting the reasoning-heavy nature of the dataset.

C User Interface Setup and Participant
Demographics

Figure 7 shows the interface used for our chart-
based Yes/No question answering task. All par-
ticipants were students who reported interacting
with charts on a daily to weekly basis. The co-
hort was gender-balanced and represented a range
of academic backgrounds, including engineering,
computer science, and statistics.

Case 4 / 6276

s
Share of adult internet users in the United

States who use social networking sites from
2005 to 2015

Percentage of Intemet users
o © 8 g®

2006 2008 2010 2012 201
Response

Figure 7: Example user interface setup used for collect-
ing gaze data.

D Attention Loss Function Details

Focal Loss. To address the foreground-
background imbalance in gaze prediction, we
adopt the Focal Loss introduced by Lin et al.
(2020). This loss down-weights well-classified
examples and focuses training on hard examples.
It is defined as:

HxW

Le(PQ) == Y [P(1-Qi) 105 Qs

i=1
+ (1= P)QIog(1- Q)] ©)
where ¢ indexes H x W pixels, P; is the ground

truth, (J; is the predicted value, and + is a focusing
parameter (set at 2 in our experiments).

Layers used Accuracy 1
All layers 57.27%
First 10 layers 63.77 %
Last 10 layers 60.20%

Table 6: Effect of layer selection in TinyLLaVA. Consis-
tent with (Zhang et al., 2025b), focusing on early layers
yields the highest accuracy, indicating that information
critical for attention map extraction is concentrated in
the initial stages.

Dice + BCE Loss. To improve overlap between
predicted and true gaze maps, we combine Dice
Loss with Binary Cross-Entropy (BCE). The total
loss is:

EBCE+Dice(P> Q) = ADice . EDice(Pa Q)
+ ABcE - Lece(P, Q) (6)
where Apice and Apcg are scalar weights. We use

Abice = 100 and Agcg = 1.0. The Dice loss is
defined as:

2) ,PQi+e¢
Lpice(P,Q) =1 — L 7
where ¢ = 1078 is added for numerical stability.
The BCE loss is given by:
HxW
Lace(P,Q)=— Y [Pz log @
i=1

+(1-P)log(1- Q)] ®

This composite loss ensures both accurate per-
pixel predictions and global shape alignment.

Note that to ensure comparability across losses,
we apply a scaling coefficient to each attention loss
term so that their magnitudes are roughly aligned;
this coefficient can be treated as a tunable hyperpa-
rameter.

E Implementation details.

E.1 Attention Map Extraction Layer
Justification

We extract attention maps capturing the alignment
between visual and textual modalities from three
representative LVLM, TinyLLaVA (Zhou et al.,
2024), InternVL2 (Chen et al., 2024c), and Chart-
Gemma (Masry et al., 2025b), which serve as the
basis for gaze-guided attention refinement.
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Figure 8: Comparison of attention maps from models trained with different attention refinement loss functions.

Following the work of (Zhang et al., 2025b),
which identified that the initial layers of LVLMs
like LLaVA play a key role in cross-modal inter-
action, we conducted an analysis on TinyLLaVA
to determine which layers were most effective for
our task. As seen in Table 6, our findings showed
that focusing on the first 10 layers resulted in an ac-
curacy of 63.77%, a significant improvement over
using all layers (57.27%) or only the last 10 layers
(60.195%). This demonstrates that the information
crucial for attention map extraction is primarily
concentrated in the model’s earlier layers.

We adopt a similar strategy for InternVL2. Due
to its deeper architecture and higher-resolution vi-
sual encoding, we extracted attention from twelve
layers (instead of ten) for both the 4B and 8B ver-
sions. For ChartGemma, we aggregated attention
maps from the first six layers, as it is shallower
than both TinyLLaVA and InternVL2.

E.2 Training Details

We finetuned TinyLLaVa using Low-Rank Adap-
tation (LoRA) on 15 epochs with learning rate of
1 x 10~* with batch size 4, gradient accumulation
steps 8, LoRA rank of 32 and LoRA « of 64. More-
over, we used RTX 3090 GPU with 24G VRAM.
The fine-tuning was fast and took approximately
4 hours only. For ChartGemma, since the model
has already instruction tuned on charts, we fine-
tuned using LoRA on 7 epochs with learning rate
of 5x 102, and batch size of 1 due to memory con-
straints with the same LoRA rank and « and with
early stopping. For ChartGemma we used A100
with 40G VRAM. For InternVL2, we performed
LoRA fine-tuning using 2x A100 GPUs with 80GB
VRAM each. We used a learning rate of 5 x 1075,
batch size 2, gradient accumulation steps 16, LoORA
rank of 32, and LoRA « of 64.

F Correlation Between Attention
Interpretability and Accuracy

As can be seen in Figures 9 and 10, there is a pos-
itive correlation between attention interpretability
and accuracy.

Correlation between CC and Accuracy per Run

0744
= cC 0.716 0.720

B Accuracy

Run 1 Run 2 Run 3

Figure 9: Correlation between CC (Correlation Coef-
ficient) and accuracy across three independent runs of
ChartGemma. Higher CC is consistently associated
with higher QA accuracy, suggesting that more inter-
pretable attention benefits task performance.

Model Comparison: CC and Accuracy
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Figure 10: Model-level comparison of CC and QA accu-
racy across four models. Models with higher CC (e.g.,
InternVL2 and TinyLLaVA) tend to achieve higher QA
accuracy, reinforcing the link between attention align-
ment and task effectiveness.
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Figure 11: Comparison of different o values and its effect on the human gaze map.

Model Relaxed Accuracy

No Fine-tuning

InternVL2-4B (Pre-trained) 81.52

InternVL2-8B (Pre-trained) 83.28
Fine-tuned on ChartGaze, lang loss only

InternVL2-4B 49.15

InternVL2-8B 50.28
Fine-tuned on ChartGaze, lang+attention loss

InternVL2-4B 51.42

InternVL2-8B 53.08

Table 7: Model performance on the ChartQA test set
after fine-tuning with different strategies on our dataset.

Model Relaxed Accuracy

No Fine-tuning

InternVL2-4B (Pre-trained) 81.52

InternVL2-8B (Pre-trained) 83.28
Fine-tuned on ChartGaze, lang loss only

InternVL2-4B 76.40

InternVL2-8B 77.25
Fine-tuned on ChartGaze, lang+attention loss

InternVL2-4B 78.64

InternVL2-8B 79.85

Table 8: Model performance on the ChartQA test set af-
ter fine-tuning with different strategies on our modified
dataset.

G Generalization

We conducted preliminary experiments on 150
open-ended ChartQA examples and observed an
improvement of about 1% in relaxed accuracy. This
indicates that the method may generalize beyond
Yes/No tasks, though further study is required to as-
sess cost-effectiveness and scalability. We also eval-
vated InternVL2 models finetuned on our dataset
using the ChartQA test set. As shown in Table
7, accuracy drops significantly because the models
largely lose their language ability when trained only

on Yes/No questions. Nevertheless, models trained
with our loss still achieve better test performance.
To further mitigate this issue, we re-trained the
models on a version of our dataset where answers
included full sentences (generated by GPT-40 from
the question and Yes/No response) and then tested
them on ChartQA. As shown in Table 8, this strat-
egy reduces the performance drop, indicating that
language ability is preserved to a greater extent.
Once again, our trained model outperforms the
baseline, suggesting that our attention refinement
method yields models with stronger generalizabil-

ity.
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