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Abstract

Large language models (LLMs) have shown
great potential in flagging harmful content
in online communities. Yet, existing ap-
proaches for moderation require a separate
model for every community and are opaque
in their decision-making, limiting real-world
adoption. We introduce Mixture of Moderation
Experts (MoMoE), a modular, cross-community
framework that adds post-hoc explanations to
scalable content moderation. MoMoE orches-
trates four operators— Allocate , Predict ,
Aggregate, Explain—and is instanti-
ated as seven community-specialized experts
(MOMOEcommunity) and five norm-violation ex-
perts (MOMoEyormyio). On 30 unseen subreddits,
the best variants obtain Micro-F1 scores of 0.72
and 0.67, respectively, matching or surpassing
strong fine-tuned baselines while consistently
producing concise and reliable explanations.
Although community-specialized experts de-
liver the highest peak accuracy, norm-violation
experts provide steadier performance across do-
mains. These findings show that MoMoE yields
scalable, transparent moderation without need-
ing per-community fine-tuning. More broadly,
they suggest that lightweight, explainable ex-
pert ensembles can guide future NLP and HCI
research on trustworthy human-Al governance
of online communities.'

1 Introduction

A persistent challenge that online communities
face is identifying content that violates commu-
nity norms. This challenge is particularly crucial
on platforms like Reddit, which hosts over 125,000
active communities called subreddits with diverse
norms and moderation needs, placing significant
burden on unpaid moderators (Li et al., 2022).

*Both authors contributed equally.
#Both authors are advisors of this work.
Code: https://github.com/scuba-illinois/MoMoE

To alleviate this burden, various sociotechni-
cal tools for content moderation have been pro-
posed in prior work. These include keyword-based
moderation using simple regular expression fil-
ters (Long et al., 2017; Jhaver et al., 2019, 2022),
traditional ML-based moderation, which range
from embedding-based classifiers (Chandrasekha-
ran et al., 2017, 2019) to language model (LM)-
based moderation approaches, which have recently
gained popularity as they show promising perfor-
mance and can enhance transparency. (Kumar et al.,
2024; Kolla et al., 2024; Zhan et al., 2025).

However, existing LM-based approaches for con-
tent moderation face some key challenges that hin-
der their deployment in real-world scenarios.

First, while Zhan et al. (2025) demonstrated
that fine-tuned SLMs can outperform off-the-shelf
LLMs on content moderation, they require sub-
stantial community-specific training data for fine-
tuning models. This creates significant barriers
for new communities, as they may lack historical
moderation data required to fine-tune these models.

Second, research has identified that different on-
line communities operate under shared yet distinct
norms and values (Chandrasekharan et al., 2018;
Goyal et al., 2024). Yet, existing LM-based ap-
proaches rely on instantiating a single model per
community, which hinders the ability of these mod-
els to cater to a large number of communities that
may share a similar kind of norms violations, to
enable a cross-community moderation approach.

Third, while existing approaches focus solely
on accuracy, recent work has called for im-
proved transparency in order to improve moderator
trust (Huang, 2024; Palla et al., 2025; Moran et al.,
2025) and ensure that moderator workload doesn’t
increase due to difficulty in identifying inconsisten-
cies within these systems (Ashkinaze et al., 2024).

Finally, current Al-based approaches treat con-
tent moderation as a fully automated task, over-
looking the crucial role of human moderators who
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possess contextual understanding and community
expertise. Effective moderation systems should not
aim to replace human moderators but rather aug-
ment and complement their capabilities by provid-
ing transparent justifications that allow for human
oversight and intervention (Selbst et al., 2019a;
Kolla et al., 2024; Huang et al., 2024). There-
fore, there is a critical need for frameworks that
can show how to efficiently operate with these Al-
based approaches by leveraging the complementary
strengths of humans and LLMs.

In this paper, we introduce MoMoE (Mixture of
Moderation Experts), a novel ensemble frame-
work for cross-community content moderation that
addresses these limitations. MoMoE is a modular
framework that is composed of four operators: (1)
Allocate : Operator that decides how to pick rele-
vant experts and weigh their decisions for a specific
instance of the moderation task (e.g., classification-
based, similarity-based, etc.); (2) Predict : Op-
erator that leverages a mixture of fine-tuned small
language models (“experts”) representing either
community-based experts (MOMOE community) OF norm
violation-based experts (MOMOEnormvio) tO provide
a moderation outcome; (3) Aggregate : Opera-
tor that decides how to combine predictions of the
individual experts (e.g., dot-product composition,
majority voting, etc.); and (4) Explain : Opera-
tor that provides simplified post-hoc LLM-based
explanations for MoMoE decisions.

We evaluate the effectiveness of MoMoE using a
comment removal dataset (Chandrasekharan and
Gilbert, 2019) by simulating a real-time content
moderation scenario, and perform an extensive
quantitative and qualitative analysis. We find
that MoMoE performs competitively against strong
baselines on 30 unseen communities. Specifi-
cally, the best configurations of MoMoEcommunity and
MOMOEnormvio achieve Micro-F1 scores of 0.72 and
0.67, respectively. While MOMOE community achieves
a wider range of performance depending on the tar-
get community, MOMoEyormyio provides consistently
strong performance across communities. Through
case studies, we provide a detailed analysis of the
complementary strengths of different operator con-
figurations. Further, through manual inspection we
find that the explanations provided by Explain
reliably reflect the decision-making trace of MoMoE.

By integrating multiple expert perspectives and
providing transparent explanations, MoMoE aims
to create a more generalizable approach to Al-
assisted governance of online forums that upholds

community-specific norms while leveraging cross-
community knowledge. The modular nature of
MoMoE provides human moderators the agency to
intervene and perform recalibration at the level of
each operator, and moreover it also provides oppor-
tunity for individual components to be enhanced
with advancements in NLP. Our goal is to enhance
the potential for human-Al collaborative moder-
ation by contributing a framework for Al-based
tools that complement rather than replace human
expertise, while still performing competitively in
comparison to strong baselines.

2 Related Work

Al-assisted content moderation: Content mod-
eration on most online platforms is primarily done
manually by either commercial moderators or un-
paid volunteers (Gillespie, 2018; Roberts, 2019;
Li et al., 2022). Prior work has proposed many
Al-based approaches to content moderation. This
includes both embedding-based classifiers (Chan-
drasekharan et al., 2019; Park et al., 2021) and
LLM-based approaches (Mullick et al., 2023; Kolla
et al., 2024; Kumar et al., 2024; Vishwamitra et al.,
2024; Zhan et al., 2025). However, it has been
found that in highly contextual tasks such as mod-
eration, human judgment is often superior to auto-
mated judgment (Jurgens et al., 2019; Gorwa et al.,
2020). Due to the dichotomous nature of this prob-
lem, there has been a lack of studies on this front,
except that of Park et al. (2025) which proposes a
human-LLM pipeline for cross-cultural hate speech
moderation. Our work is a step in this direction
of enhancing Al-assisted moderation. We focus
on rule-based content moderation, which encom-
passes hate-speech moderation but is broader and
more reflective of real-world moderation processes.

Human-AI collaborative decision making: Hu-
man decision-making is highly nuanced and con-
textual. With the rise of LLMs, there has been an
increasing body of research that proposes to use
LLMs for high-stakes decision making in domains
of healthcare (Benkirane et al., 2025), modera-
tion (Koshy et al., 2024), etc. Key considerations in
these collaborative tools is to assist human decision-
making without replacing them, and the final judg-
ment is that of humans (Steyvers and Kumar, 2024).
As a result, there has recently been a growing body
of research (Li et al., 2023; Vereschak et al., 2024,
Li et al., 2025; Castafieda et al., 2025) building
tools and approaches that facilitate these decision-
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Figure 1: MoMoE is composed of four modular operators— (1) Allocate : Determines how to pick the relevant
experts and weigh the predictions they provide using softmax probabilities from classification models or similarity-
based scoring; (2) Predict : Determines individual expert predictions from two kind of ensembles, with community-
specific experts or norm-violation experts; (3) Aggregate : Determines how to aggregate the predictions of
individual experts into a single outcome using strategies like dot product between allocated weights and expert
predictions or majority voting; and (4) Explain : Uses a post hoc LLM-based approach to summarize and explain
MoMoE’s decision output to help moderators understand outcomes and rectify potential inconsistencies.

making processes. However, despite the growing
interest in using LLMs for content moderation,
there is a lack of research in developing approaches
to enhance online governance which our work aims
to address.

3 Preliminaries

‘We now detail the communities we examine and
the datasets we curate.

Communities: We categorize communities (sub-
reddits) of interest into two groups for our study:
(1) Source subreddits: These subreddits serve
as the foundation for our expert models. We se-
lect 7 popular subreddits with a wide spectrum of
topics, moderation styles, and community norms?:
r/AskHistorians, r/AskReddit, r/Games, r/anime,
r/changemyview, r/politics, and r/science.

(2) Target subreddits: These subreddits are used
for testing the performance and generalization ca-
pabilities of MoMoE compared to other baseline ap-
proaches. We select 30 diverse subreddits (listed
in Appendix A) chosen for their variety in topics,
community sizes, and community norms.

Datasets: We curate our data from the publicly
available dataset of Reddit comment removals col-
lected between May 10, 2016 and February 4, 2017
by Chandrasekharan et al. (2018). We create two
kinds of datasets for our tasks:

2Although we select these subreddits, our framework can
be extended to any other set of subreddits and number of
experts at the time of deployment. (See Section 10)

(1) Community Dataset (Dcommunity): This
dataset consists of subreddit, comment, context,
and label, where the context is the parent-comment
of the original comment, and the label is a binary
value of “True’ or ‘False’ to indicate whether the
comment was removed by moderators. Dcommunity
contains a total of 70,000 entries (7 source subred-
dits x 10K comments/subreddit)

(2) Norm Violation Dataset (Dnormvio): This
dataset consists of norm-violation, subreddit, com-
ment, context, and label, where the norm-violation
column represents the specific kind of norm the
original comment violates or does not violate, as
noted by the label. We create the labels for this
column through an LLM-based approach. Specif-
ically, we prompt GPT-40 (OpenAl, 2024) with
the context, comment, and the rules of the subred-
dit and ask it to label each removed comment in
our source datasets with the subreddit rule that
it violates. Next, we manually categorize the set
of rules from different subreddits into 5 broader
norm-violation themes.> We then use these map-
pings as the final label for the norm-violation col-
umn. Overall, DNormvio contains 81,262 entries,
balanced across norm-violation categories. The
prompt to obtain rule-to-norm violation mappings,
and their validity in terms of accuracy (87% accu-
racy) and coders’ inter-rater reliability (Krippen-

3The 5 themes are (1) ‘Bad Faith or Unsubstantiated Argu-
ments’, (2) ‘Civility and Respect’, (3) ‘Low Effort, Off-Topic,
or Non-Substantive Contributions’, (4) ‘Rule Enforcement
and Structural Integrity of Discussions’, and (5) ‘Spam, Solic-
itation, Misinformation, and Machine-Generated Content’.
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dorff’s o = 0.82) can be found in Appendix B.

4 MoMoE Framework

We now explain each component of MoMoE and the
rationale behind our choices.

Allocate: Given an incoming context-
comment pair, this operator identifies the
appropriate experts within MoMoE and determines
their relative importance. We implement two
distinct approaches for this allocation:

(1) Classification-based allocation: We create an

80:20 train-test split for the source datasets and
fine-tune two separate RoBERTa-base model (Liu
et al., 2019) given the concatenated “context” and
“comment” as input to (i) predict the source subred-
dit label from Dcommunity and (ii) predict the norm-
violation label from Dnormvio. These classifiers for
Dcommunity and Dnormvio achieve a test accuracy of
78% and 62% respectively.* Next, for allocation,
we compute the softmax probabilities from logits
of the penultimate layer of the model, and use them
directly as expert weights. This approach leverages
the model’s ability to identify subreddit-specific
linguistic patterns and discussion topics.

(2) Similarity-based allocation: We utilize the
SentenceBERT model (Reimers and Gurevych,
2019) all-mpnet-base-v2 to compute embed-
dings for all comments in both source and target
subreddits. For each comment in the target datasets,
we compute two types of averaged cosine similari-
ties: (i) between the embedding of the target com-
ment and the embeddings of all comments in each
source subreddit; and (ii) between the embedding
of the target comment and the embeddings of all
comments in each norm-violation category in the
source subreddits. This process yields either: (i) 7
similarity scores (one per source subreddit) or (ii) 5
similarity scores (one per norm-violation category)
that each lies in [—1, 1]. We apply a softmax func-
tion (7 = 0.1) to convert these scores into prob-
ability distributions, which serve as the weights
for our experts. This approach captures semantic
similarity between comments across communities.’

Predict : This operator is the core component
of MoMoE that uses the mixture-of-experts inspired
framework to determine moderation outcomes.
This component takes the context-comment pair

*See Appendix C for fine-tuning hyperparameters.

Note that learning allocation weights through backpropa-
gation is another alternative which we do not explore in this
work as one of our key goals is transparent allocations.

as input and produces binary moderation deci-
sions from multiple specialized experts. For our
expert models, following Zhan et al. (2025), we
leverage two state-of-the-art open-source small
language models (SLMs): Llama-3.1-8B (Dubey
et al., 2024), and Mistral-Nemo-Instruct (Mistral
Al, 2024). Each model is fine-tuned using Low-
Rank Adaptation (LoRA) (Hu et al., 2021) to cre-
ate specialized experts for content moderation. We
fine-tune these models using rule-based prompting.
The detailed prompts used for LoRA fine-tuning
as well as hyperparameter details can be found in
Appendix C. We explore two distinct approaches
to expert specialization:

(1) Community-based Experts: This approach
(MOMOE community) creates subreddit-specific experts
by fine-tuning SLMs on data from each source sub-
reddit. Using an 80:20 train-test split of Dcommunity
stratified by subreddit, we fine-tune separate ex-
pert models for each source subreddit. Each expert
specializes in the specialized rules and moderation
patterns of its respective community.

(2) Norm-violation Experts: This approach
(MoMoEnormvio) creates subreddit-specific experts
by fine-tuning SLMs on data from each norm-
violation category. Using an 80:20 train-test split of
DnNormVio stratified by norm-violation, we fine-tune
separate expert models for each of the 5 categories,
where each expert is specialized in detecting partic-
ular kinds of norm violations.

These complementary approaches offer distinct
advantages for content moderation. We hypothe-
size that community-based experts would excel at
capturing the nuanced, community-specific norms
that may vary significantly across different subred-
dits. In contrast, norm-violation experts should
generalize better across communities by focusing
on fundamental categories of problematic content
that tend to be universally unacceptable across most
online spaces, albeit to possibly varying extents.

Aggregate : This operator is responsible for
combining the decisions of multiple experts using
their allocated weights to produce a final outcome.
We implement this component with a “Top-K” ap-
proach that selects the K experts with the highest
allocation weights. Within this framework, we ex-
plore two distinct aggregation strategies:

(1) Dot Product: We compute a weighted compo-
sition score by taking the dot product between two
vectors of dimension K: (i) a binary decision vec-
tor from the experts; and (ii) the allocation weight
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LLM Base SLM Fine-tuned SLM MOMOE community MoMoEnormvio
Subreddit GPT-40-mini GPT-40 Llama Mistral Llama Mistral Llama Mistral Llama Mistral
r/anime 41.8 33.0 56.6 12.6 63.1 75.5 61.4 72.9 58.7 70.6
r/AskHistorians 26.3 38.2 54.9 8.3 67.4 76.9 66.9 74.5 63.6 72.6
r/AskReddit 51.7 51.5 56.3* 40.6 55.3 62.5 55.7* 60.8 49.7 60.1
r/changemyview 79.4 74.9 57.7 55.4 90.3 91.8 84.8 86.7 83.5 85.4
r/Games 457 44.2 55.6 229 69.9 74.3 70.3* 72.4 68.4 71.5
r/politics 71.8 72.2 54.3 53.8 72.5 78.1 72.8 78.3 70.2 73.6
r/science 42.9 66.6 52.2 30.2 63.0 72.7 62.2 69.4 61.3 67.4

Table 1: MoMOoE Performance on Source Subreddits. Micro-F1 scores (higher is better) are colored by relative
drop vs. the corresponding fine-tuned SLM (for MOMOE communi ty, MOMOENormvio, and Base SLM) or vs. the best fine-

tuned SLM (for LLMs): < 2.5 % drop, 2.5-10 % drop , > 10 % drop , and improvement (*p < 0.05). The
MoMoE models use the classification-based strategy and dot-product based aggregation.

vector determined by the Allocate operator. We
apply a threshold at 0.5—if the composition score
exceeds this threshold, it returns ‘True’ (comment
should be removed); otherwise, it returns ‘False’.
(2) Majority Vote: We determine the final outcome
by taking a simple majority vote among the Top- K
chosen experts. The decision supported by more
than half of the experts is final.

These aggregation strategies allow us to evalu-
ate the trade-offs between relying on a few highly
relevant experts versus incorporating a broader
consensus, and different aggregation methods.

Explain : This operator is the final component
of MoMOoE, aimed at using a strong LLM like GPT-
4o for providing transparent justifications for mod-
eration decisions to human moderators who would
use such a framework in practice (See Appendix D
for prompt design). We generate explanations that
detail the reasoning behind MoMoE’s decisions.

These explanation strategies have many benefits.
First, it enables moderators to easily understand
which experts were most relevant to a particular
moderation decision and why. Second, it helps
moderators identify the specific types of norm vio-
lations or community standards that were consid-
ered while making these decisions, which helps
in facilitating more consistent and fair moderation
decisions across similar cases that may have other-
wise been treated differently or overlooked. Most
importantly, the transparent nature of these explana-
tions allows moderators to identify potential biases
or miscalibrations within the MoMoE framework.

Evaluation Baselines: (A) Performance: We
evaluate MoMOoE against the following baselines:
(1) Detoxify (Hanu and Unitary team, 2020):
a model that computes toxicity and is thresh-
olded at 0.5 to determine the moderation outcome.
(2) Global SLMs: Small language models fine-
tuned separately on entire train-split of Dcommunity

(G-Llamacommunity and G-Mistralcommunity) and
DnNomvio (G-Llamanomvio and G-MistralNormvio)-
(3) Global LLMs: Zero-shot prompted LLMs
(GPT-40 and GPT-40-mini) to predict whether a
comment will be removed. Note that we do not per-
form few-shot ICL as prior work (Zhan et al., 2025)
has shown that it does not reliably improve perfor-
mance due to lack of ways to incorporate examples
relevant to specific communities. (B) Explainabil-
ity: We perform manual validation to check that the
generated explanations reliably reflect the course
of MoMoE’s decision-making trace.

5 Results

We now evaluate Predict in terms of Micro-F1
(F1 hereafter), highlighting the key tradeoffs com-
pared to community-specific SLMs and LLMs, and
demonstrate the benefits of MOMoE operators.

MoMoE Performance on Source Subreddits: We
first evaluate how MOMOE community and MOMOEnormyvio
perform on the test splits of the source subreddits,
the train-data of which their experts were fine-tuned
on. This evaluation acts as a sanity check to en-
sure that shifting from community-specific SLMs
to a mixture-of-moderation-experts does not lead
to a large drop in performance and at the same
time can still outperform off-the-shelf SLMs and
LLMs. From Table 1, we see that both MoMoE ap-
proaches show only moderate performance drops
compared to community-specific fine-tuned SLMs,
with MoMoEcommunity €Xxperiencing smaller drops
(typically <2.5%) than MOMOEnormvio across most
subreddits. All drops are significant by Welch’s
t-test (Welch, 1947) for MoMoE (p<0.05) and LLMs
(p<0.001). Notably, MOMOEcommunity €ven outper-
forms the source SLMs in two cases (p<0.05), high-
lighting that the ensemble approach can sometimes
benefit from shared moderation patterns across
communities. Furthermore, both MoMoE variants
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MoMoE: Target Subreddit Performance Comparison By Experts, Models, and Operators
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Figure 2: Performance of MoMoE on Target Subreddits reveals that both MOMOE community and MoMoEnormyio perform
competitively against baselines either matching or outperforming them in terms of Micro-F1 score.

substantially outperform off-the-shelf LLMs GPT-
40-mini and GPT-40, which show dramatic per-
formance drops (often >10%) compared to spe-
cialized SLMs. This shows that MoMoE performs
well on source data, encouraging us to apply MoMoE
to a more challenging setting where we adopt a
community-agnostic approach without prior knowl-
edge of comment origins.

MoMoE Performance Against Baselines: In
our subreddit-agnostic setting where we use
comments from 30 target subreddits, Figure 2
demonstrates that MoMoE consistently matches or
outperform baselines. The strongest baselines
are the Global SLMs G-Mistralcommunity and G-
Llamacommunity With F1 scores of 0.656 and 0.634
respectively, while the LLMs GPT-40 and GPT-
40-mini show much weaker performance with F1
scores of 0.521 and 0.565 respectively. The tox-
icity classifier based on Detoxify (not plotted)
showed the worst performance with an F1 score
of 0.38. The Mistral-based MOMOEcommunity With
both classification and similarity allocation strate-
gies with majority-voting based aggregation is the
best performing configuration with F1 scores of
0.72. All improvements for MOMOE community against
the strongest baseline—community-based Global
SLMs—are significant at K=5 and 7 (p < 0.001),
except dot-product aggregation for Llama with clas-
sification allocation. For MOMoEnormvio, all improve-
ments at K=1 and K=3, and at K=5 only improve-
ments by Mistral, are significant (p < 0.05).

We find that for MOMOEcommunity, increase in the
number of experts K generally leads to a notable
increase in performance, while for MOMoEyormyio, in-

creasing the number of experts maintains or slightly
drops performance. Based on our rule-to-norm
mappings (Appendix B), we hypothesize that in
the case of norm-violation experts even if one of
the experts deems the comment as violating, it
should be removed as the violation of any of these
norms is harmful across most communities. In-
corporating more experts could therefore lead to
misclassification in some cases. We expand on
these findings with a precision-recall trade-off anal-
ysis comparing MOMOE community and MOMoEnormvio in
Appendix F. Also see Appendix G for performance
of Predict on imbalanced test-split in terms of
AUC and Macro-FI1.

Impact of Operator Choice: In terms of the

Allocate operators, for low number of experts
(K =1 or 3) classification-based allocation slightly
outperforms similarity-based allocation (=~ 0.04 F1
on average, p < 0.05), while for higher number of
experts (K =5 or 7), both allocation strategies are
equivalent with negligible differences in F1 scores.
In terms of Aggregate operators, we find that for
MOMOE community, majority voting consistently out-
performs dot-product based aggregation. On the
other hand, for MoMoEyormvio the two aggregation
strategies are roughly equivalent with dot product
slightly outperforming majority vote in the case of
classification-based allocation (= 0.01 F1 on aver-
age, n.s.). We discuss potential reasons for some
of these observations in Section 5.

Dissecting Performance of Predict on Target
Subreddits: We now dive deeper into the per-
formance of Llama-based MoMoE on the target sub-
reddits, providing insights into the key differences
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MoMoE Performance on Target Subreddits
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Figure 3: Comparing F1 score performance with

dot-product based aggregation we observe that while
MOMOE community provides a wider range of performance
across subreddits (= 0.45 — 0.8), MoMoEyormvio giVes
consistent moderate performance across subreddits (=
0.65). (*p < 0.05, **p < 0.01, ***p < 0.001)

between MOMOEcommunity versus MoMoEnormvio With
the dot-product based aggregation strategy for this
case study, although these trends are consistent
with majority-voting as well. All significance lev-
els are from Welch’s t—test (Welch, 1947).

Figure 3 shows key differences in performance
variability between our two MoMoE approaches.
The Llama-based MoMoEcommunity demonstrates a
much wider performance range across target sub-
reddits, with F1 scores spanning from as low as
0.45 for r/hillaryclinton with the classification al-
location strategy to as high as 0.78 for r/Over-
watch with the similarity allocation strategy. Over-
all, MoMoEcommunity With similarity-based alloca-
tion achieves a mean F1 score of 0.67 (£0.07),
while with classification allocation it achieves
0.62 (£0.07) (p < 0.01). In contrast, MOMOEormvio
shows consistent performance across all subreddits,
with a much narrower range of F1 scores from
0.58 for r/pokemontrades with similarity-based
allocation to 0.69 for #/DestinyTheGame with
classification-based allocation. For MOMOoEnormvio,
both allocation strategies yield similar overall per-
formance with mean F1 scores of 0.64 (£0.02)
for similarity- and 0.64 (£0.03) for classification-
based allocation (n.s.). Mistral MoMoE shows very
similar trends (See Appendix E).

How do Allocate and Aggregate operators

affect outcomes of Predict ? In principle, the
Allocate operator is similar in functionality to
a jury allocator in the jury learning setting (Gor-
don et al., 2021) by helping identify which experts
and in what proportion should determine MoMoE’s
prediction. As a result, a natural followup question
after observing the strong performance of MoMoE
is analyzing what kind of expert compositions are
facilitated by the two strategies of classification-
and similarity-based allocation. One notable thing
about our framework is that if any single expert is
allocated a weight of more than 0.5, the decision
taken by that expert would be the final one, and
therefore in such cases only that expert is required
to arrive at an outcome.

We find that since classification-based allo-
cation is essentially a prediction task, on aver-
age for MoMoEcommunity and MoMoEormvie, 72.7%
and 69.3% of all predictions on the target sub-
reddits are guided by just one expert respec-
tively. For MOMOE community the most and least solely-
utilized experts were r/AskReddit (23.1% of cases)
and r/AskHistorians (3.2% of cases), while for
MoMoEnormvio they were the ‘Civility and Respect’
expert (38.5% of cases) and ‘Bad Faith or Un-
substantiated Arguments’ expert (2.8% of cases).
Similarity-based allocation on the other hand shows
the opposite pattern, where at least 3 experts are
needed in 87% of all predictions, and the allocation
weights are much more uniform in comparison to
classification-based allocation.

These insights also provide an explanation for
the performance differences between majority vot-
ing and dot product based Aggregate operators.
Specifically for MOMOEcommunity, We see in Figure 2
that majority vote aggregation performs very sim-
ilarly across both similarity- and classification-
based allocation, as despite the difference in allo-
cation distributions, the top experts remain similar
across strategies. On the other hand, dot product
aggregation is more sensitive to allocation distri-
butions and as a result we see a clear drop in F1
performance from similarity-based to classification-
based allocation by ~ 0.05 and ~ 0.04 for all ex-
perts with Llama and Mistral respectively. This
further indicates that with dot-product based ag-
gregation, our ensemble framework can leverage
knowledge from multiple experts to get large bene-
fits over a single, dominant expert.
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False Positives
Error Category # Instances
Sarcasm and Jokes 16

Civil Disagreement / Critique 7
Pop Culture / Meme Reference 9
Innocuous Factual Statement 7
Self-Deprecation / Light-weight Banter 3
Ambiguous / Need More Context 8
False Negatives
Error Category # Instances
Not-so-civil Disagreement 10
Missed Hate Speech and Slurs 8
Social Stereotypes including Sexism 9
Endorsement of lllegal Piracy 11
Off-topic Comments 12

Table 2: Error Taxonomy Summary. Prevalence of
representative patterns in false positives (FP) and false
negatives (FN) from the manual audit of #/movies.

6 Error Analysis of MOMoE Decisions

In order to identify and analyze potential failure
cases of the moderation decisions made by MoMoE,
we perform an error analysis. Understanding of
failure modes is crucial to improve the system and
deploy it safely in real-world settings.

Specifically, we analyzed results on the target
community r/movies for the best-performing
setting: Mistral-based MoMoEcommunity With
classification-based allocation and majority vote
based aggregation. We sample 100 instances where
MoMoE got the moderation outcome incorrect (50
False Positives and 50 False Negatives) to perform
a qualitative error analysis, open-coding each error
instance into fine-grained categories.

From Table 2, we find that most false positives
arise from sarcasm, jokes, and innocuous or civil
disagreement-cases where tone and intent are play-
ful or critical but non-toxic. False negatives on
the other hand cluster around not-so-civil disagree-
ment, nuanced hate speech/stereotypes, and policy-
violating yet context-light content (e.g., piracy or
off-topic posts). This pattern indicates that the
model often over-penalizes borderline or humor-
ous language without sufficient pragmatic/contex-
tual cues, yet still under-detects subtle toxicity and
norm violations that require fine-grained semantic
and socio-linguistic reasoning.

These errors suggest a need for stronger con-
textualization in the form of conversation/thread
history, community context, and better modeling
of pragmatic phenomena such as sarcasm, stance,
politeness. While the NLP community has long
targeted these capabilities, our results underscore
that distinguishing civil versus toxic disagreement

and detecting nuanced hate speech remain open
challenges, warranting future work in this area.

7 MoMoE Explanations

The final component of MoMoE is the Explain op-
erator that turns raw model signals into concise,
moderator-facing rationales. The operator is de-
signed around three key principles inspired by HCI
research in human-Al collaborative systems: (i)
Progressive Disclosure: provide a one-line verdict
first and allow cascading when needed (Choi et al.,
2023); (ii) Reliability: the explanation is based
on the same evidence driving the decision (Selbst
et al., 2019b); and (iii) Actionability: by surfacing
disagreements or low confidence so that modera-
tors know when to intervene (Koshy et al., 2024).
During inference, we log a trace of every ex-
pert containing its vote and confidence. Next,
we prompt GPT-40 to convert the trace into a
three-level JSON explanation with keys Summary,
Key Points, and Trace. The Summary provides a
simple actionable insight with a ‘Remove’, ’Keep’,
"Review’ decision, a brief reason inferred from the
top expert, and level of "High’ or "Low’ consensus
among experts. The Key Points provides informa-
tion about the top expert along with its allocation,
and details about consensus on the decision. The
Trace represents the original trace for audit includ-
ing the decision and MoMoE confidence-level, along
with LLM-inferred salient spans that could pos-
sibly indicate problematic areas in the comment.
See Appendix D for the prompts, in which we in-
clude three-shot exemplars and query GPT-40 with
temperature=0 to generate explanations.

Summary: Review: Hate Speech; Low Consensus
Key Points:

1. Top expert: ‘Civility and Respect’ (0.35)

2. Low consensus: 2/5 experts — Review

Trace:

1. Decision: “REMOVE”

2. Confidence: 0.58

3. Salient Spans: [“go back to your country”, “lmao’]

We manually sample four explanation samples
from each target subreddit totaling 120 examples,
and we obtain a 100% reliability, which indicates
that given MoMoE’s trace, GPT-4o0 can generate
nearly perfect explanations in terms of reliably re-
flecting the decision processes. The Explain op-
erator is therefore model-agnostic, and enhances
transparency without overwhelming moderators.
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8 Discussion and Implications

Cross-community Content Moderation: MoMoE
improves cross-community moderation by pool-
ing knowledge from a small set of specialized ex-
perts instead of fine-tuning one model per subred-
dit. Its architecture leverages the Allocate and
Aggregate operators adapt to unfamiliar com-
munities while retaining high F1 on known ones.
This design lowers the data barrier for new or
low-resource communities and shows that perfor-
mance need not be sacrificed for good generaliza-
tion capabilities. For NLP researchers, our results
show the power of lightweight expert ensembles
without resorting to generalist models, highlight-
ing the need for research on efficient transfer and
dynamic selection of experts.

Complementary Strengths of ‘Community’ and
‘Norm-violation’ Experts: With the Predict
operator, we show that community experts can pro-
vide a wider range of performance across unseen
communities while norm-violation experts provide
consistently strong performance. This shows that
while a community ensemble can prove beneficial
when the target community has similar content or
norms to the source communities, they may strug-
gle to adapt to completely different kinds of com-
munities. An ensemble based on broader norm-
violations, on the other hand, may offer consistent
performance, as research has shown that such vio-
lations are often shared across communities (Chan-
drasekharan et al., 2018). This suggests that con-
tent deemed undesirable in one community is also
likely to be considered norm-violating in others.

Al-assisted Content Moderation: Beyond raw
accuracy, MoMoE illustrates a practical blueprint for
Al-assisted moderation. The Explain operator
converts model traces into layered, human-readable
rationales that surface confidence and expert dis-
agreement, giving moderators clear cues about
when to intervene. This workflow shifts the narra-
tive from automation to augmentation, letting mod-
erators handle edge cases while the system filters
routine decisions. For HCI researchers, the frame-
work highlights the value of progressive disclo-
sure and actionable transparency in sociotechnical
tools, opening avenues for studying trust calibra-
tion and interface design in mixed-initiative gover-
nance systems, and also real-time deployment and
user-studies using MoMoE.

Directions for future work: Although our of-
fline metrics are promising, they provide an incom-
plete view of moderator support. Systems such as
MoMoE should be assessed with user-centric evalua-
tions that foreground human outcomes (Selbst et al.,
2019b). Useful study designs could include within-
subjects experiments to assess outcomes such as
decision quality, time-to-decision, workload, re-
liance, and perceived transparency and trust.

Further, moderation systems should not focus
solely on removals, but also on supporting proac-
tive approaches that elevate identify and reinforce
desirable content (Grimmelmann, 2015; Lambert
et al., 2024). One direction is to add “prosocial ex-
perts” trained to detect prosocial (Bao et al., 2021)
and high-quality discourse (Goyal et al., 2025), en-
abling ranking/boosting policies alongside removal
recommendations.

9 Conclusion

We introduce MoMoE, a modular ensemble frame-
work that scales content moderation of online com-
munities beyond resource-intensive community-
specific approaches in a transparent manner. MoMoE
attains strong F1 scores on 30 unseen communi-
ties, matching or surpassing fine-tuned SLM base-
lines and comprehensively outperforming zero-shot
LLMs. MoMoE explanations turn raw decision traces
into concise, moderator-ready rationales that were
judged reliable in manual inspection. These find-
ings highlight expert ensembles as a viable path
toward data-efficient, human-AlI collaborative gov-
ernance. We outline directions for future work on
adaptive expert selection, real-time user studies,
and deployment of moderation systems at scale.

10 Limitations

Our work has limitations, which also suggest inter-
esting future directions.

(1) Specific choice of in-domain subreddits:
We evaluate MoMoE on seven subreddits that were
deliberately varied in size, topic, and rule complex-
ity, but we do not test how alternative in-domain
sets influence performance. Other community se-
lections or a different mix or count of experts might
improve or lower the performance we observe. Be-
cause our primary goal was to establish MOMoE as a
viable framework, we chose breadth over exhaus-
tive tuning; the reported results therefore serve as
a proof-of-concept. Future work should replicate
our study with additional subreddit collections and

12653



systematically vary the number and granularity of
both community and norm-violation experts.

(2) No exploration of multi-agent LLM
frameworks: We deliberately restrict MOMoE to
lightweight, single-pass SLM experts rather than
a multi-agent setup in which several large LLMs
interact or debate. This choice was informed by
recent work that found that fine-tuned SLMs sur-
pass zero- and few-shot LLMs in moderation while
remaining far cheaper to deploy (Zhan et al., 2025),
and it keeps our design focused on data-efficient
generalization to unseen communities rather than
a multi-agent orchestration. Future work could
build human-AlI collaborative, multi-agent systems
where each agent embodies a community, a moder-
ator persona, or a norm-violation category.

(3) Label noise and annotation bias: Our train-
ing and test labels are derived from ground truth
moderator actions collected by prior work, which
can be inconsistent and influenced by local norms,
human biases, or fatigue. This noise may both in-
flate and depress measured performance. Similarly,
while our LLLM-based approach for constructing
DNormvio shows high accuracy and inter-annotator
agreement, it is imperfect which could lead to some
amount of performance drop.

(4) English-only evaluation: All subreddits in
our study are English-speaking. MoMoE’s experts
and especially the Explain operator therefore
rely on English language cues. Generalizing to
multilingual or code-switched communities will
likely demand new experts and prompt adaptation,
and is something that future work could explore.

(5) Latency and resource overhead: Although
each of our experts is a lightweight 4—bit quantized
SLM, invoking multiple experts plus GPT-40 for
explanations adds latency and compute relative to
a single classifier. While this is not an issue for
deployment as such systems would likely be hosted
on a Reddit backend, in high-traffic settings this
could raise deployment costs.

(6) Lack of user-centric evaluation: We mea-
sure explanation quality with manual validation but
do not study how MoMoE affects actual moderation
workflows on Reddit, and the trust or decision time
of Reddit moderators. Controlled user studies and
longitudinal field deployments are needed to vali-
date practical utility and uncover such findings.

Ethical Considerations

MoMokE is targeted at the reduction of harmful con-
tent, yet its deployment could raise several ethical
questions. First, moderation labels inherited from
Reddit may encode community-specific biases. We
mitigate this by releasing our code and allowing
researchers to audit or retrain experts on alternative
annotations. Second, false positives in moderation
can censor legitimate speech while false negatives
can expose community users to harm, and therefore
we design the Explain operator to surface confi-
dence and disagreement so that humans remain in
the loop for contentious cases. Finally, since we
use GPT-40-mini and GPT-40 we ensure to comply
with the OpenAI API’s terms of use policies.® We
believe that our transparent reporting of limitations,
along with the open release of artifacts upon pub-
lication will ensure that we minimize introducing
any new harms.
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A Target Subreddits

In this section, we list the 30 subreddits we used as
our target communities for downstream evaluation
of MoMoE. These communities were randomly sam-
pled from the original comment removal dataset
released by Chandrasekharan et al. (2019) after
removing the source communities our in-domain
experts were fine-tuned on. Sampling these sub-
reddits from the original dataset was crucial as we
needed ground truth removal labels for evaluation.

r/food, r/PoliticalDiscussion, r/hearthstone,
r/OldSchoolCool, r/gonewild, r/spacex, r/WTEF,
r/pokemongo, r/DestinyTheGame, r/BlackPeo-
pleTwitter, r/nottheonion, r/Overwatch, r/pokemon-
trades, r/explainlikeimfive, r/TAmA, r/personalfi-
nance, r/hillaryclinton, r/news, r/leagueoflegends,
r/funny, r/toronto, r/depression, r/pcmasterrace,
r/OutOfTheLoop, r/HistoryPorn, r/ShitRedditSays,
r/asoiaf, r/relationships, r/nba, r/movies.

B Norm Violation Dataset Creation

As outlined in the main text, we use an LLM-based
approach to create our norm-violations dataset

DNormvio Using GPT-40. We use the prompt be-
low asking the LLM to classify each instance of
rule-violating comment into a specific set of rules
it violated. We then augment this “positive” class
with a sample of non-violating comments to form
a balanced dataset for fine-tuning experts with an
80% split, while the rest is used for testing.

PROMPT

You are an expert moderator for the
r/{SUBREDDIT} subreddit on Reddit.

Here is a description of the subreddit:
{SUBREDDIT_DESCRIPTION}

You are given a comment, the preceding
context which it is replying to, and a list
of rules for the subreddit.

This comment was removed by the moderators
of the subreddit, and your task is
to determine which rule(s) the comment
violates.

Context:
{CONTEXT}

Comment:
{COMMENT?}

Rules:
{RULES}

Please return the list of rule number(s)
that the comment violates in a list format:
e.g., 5 7, 9.

If the comment violates only one rule,
return a list with one element: e.g., 9.
Even if you think the comment violates no
rules or you are not sure, return the rule
it is most likely to violate and nothing
else.

Once the LLM classified comments into specific
rules, we then manually grouped the rules from
all in-domain subreddits in broader norm-violation
categories, ending up with 5 themes listed below.
To ensure annotation quality, we have the first and
second authors manually validate a sample of 140
comments (20 from each source subreddit) obtain-
ing an accuracy of 87%, and an inter-rater reliabil-
ity (IRR) Krippendorft’s o = 0.82 which denotes
high agreement (Hayes and Krippendortf, 2007).

Norm-Violation Mapping

Civility and Respect

« r/science: 2. No abusive or offensive com-
ments

* r/politics: 3. No incivility or personal attacks
towards users

* r/politics: 4. No flaming, baiting, or trolling

* r/AskReddit: 2. Be respecitful to other users
at all times

 r/AskHistorians: 1. Users shall behave with
courtesy
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» r/changemyview: 2. No rude/hostile com-
ment
* r/AskHistorians: 9. No racist or bigoted com-
ments
* r/politics: 1. No hateful speech
» r/Games: 2. No attacks / witch-hunts / bigotry
/ inflammatory language
Low-Effort, Off-Topic, or Non-Substantive
Contributions
* r/science: 1. No off-topic comments, memes,
low-effort jokes
r/Games: 3. No off-topic or low-effort content
r/anime: 2. No memes, reaction images, shit-
posts
e r/anime: 1. Everything posted must be
anime-specific
» r/Games: 1. No content primarily for humor
or entertainment
r/changemyview: 5. No comment that
doesn’t contribute meaningfully
r/AskHistorians: 2. Comments must be in-
depth and comprehensive
Bad-Faith or Unsubstantiated Arguments
* r/science: 3. Non-professional personal
anecdotes will be removed
r/science: 4. Criticism must assume basic
competence of researchers
r/science: 5. Dismissing established findings
must provide evidence
r/AskHistorians: 3. Comments should reflect
topic familiarity
r/AskHistorians: 4. No speculative or anec-
dotal comments
r/’changemyview: 3. No bad-faith accusation
r/anime: 4. Do not post heavily NSFW con-
tent
Spam, Solicitation, Misinformation, Machine-
Generated Content
* r/politics: 2. No spam or solicitation
» r/AskReddit: 4. No spam, machine-
generated content, or karma farming
» r/anime: 5. No spam, low-effort comments,
or karma farming
r/AskHistorians: 6. Comments should not be
only links or quotations
r/AskHistorians: 7. Must cite all quotes; no
plagiarism
r/AskHistorians: 8. Comments should not
consist solely of jokes
» r/AskReddit: 3. No harmful misinformation
Rule Enforcement and Structural Integrity of
Discussions
 r/AskReddit: 1. No begging for goods, ser-
vices, or awards
r/anime: 3. Do not link to illegal content
r/AskHistorians: 5. No political agendas or

moralising

 r/changemyview: 4. No delta abuse or mis-
use

» r/changemyview: 1. Top-level comments

must challenge OP
r/science: 6. No medical advice

C Fine-tuning Details

For community-based and norm-violation-based
SLMs, we perform Low-Rank Adaptation (LoRA)

fine-tuning (Hu et al., 2021) for 1 epoch on bal-
anced samples from the positive and negative class
labels. We use rank r = 16, a = 32. We do not
use any dropout. Further, we use a learning rate
Ir = 2e — 4 with a linear schedule and 5 warmup
steps, and the AdamW (Loshchilov and Hutter,
2017) optimizer with a weight decay of 0.01.

For the Global SLM baselines, due to the sig-
nificantly larger amount of data these models are
fine-tuned on, we perform 2 epochs of fine-tuning,
keeping all other hyperparameters intact. We now
outline our fine-tuning prompts for each scenario,
inspired by Zhan et al. (2025).

Community Expert SLM Prompt

You are acting as a moderator for the
r/{SUBREDDIT} subreddit. You will be given
a comment from Reddit and the rules deemed
suitable to arrive at a moderation outcome,
and your task is to determine if the given
text is undesirable or not based on the
information provided to you.

Here is a comment from a Reddit conversation
thread, the context (preceding comment),
and the associated subreddit rules.

Context:
{CONTEXT}

Comment:
{COMMENT?}

Rules:
{RULES}

Determine whether the provided text is
undesirable or not. Answer with ‘True’ or
‘False’.

### Your Response:

\.

Norm-Violation Expert SLM Prompt

You are acting as a moderator for the
r/{SUBREDDIT} subreddit. You will be
given a comment from Reddit and the
community norm deemed suitable to arrive
at a moderation outcome, and your task is
to determine if the given text violates
the provided norm or not based on the
information provided to you.

Here is a comment from a Reddit conversation
thread, the context (preceding comment),
and the associated community norm.

Context:
{CONTEXT}

Comment:

\
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{COMMENT?}

Norm:
{NORM}

Determine whether the provided text is
undesirable or not. Answer with ‘True’ or
‘False’.

### Your Response:

Finally, for the RoBERTa-base models fine-
tuned for classification as part of the Allocate
operators, we use fine-tune the model for 3 epochs
with a learning rate Ir = le — 5 and maximum
sequence length of 512 tokens.

D Explanation Prompt Design

In this section, we report our prompt used for gen-
erating MoMoE explanations:

MoMoEnormvio EXxplain Prompt

### System:

You are “MoMoE-Explain”, an assistant that
writes short, moderator-facing rationales for
Al-based content moderation decisions.

- Audience: Experienced Reddit moderators.

- Style: concise, neutral, no technical jargon, no
private model thoughts.

- Output JSON keys in this exact order:
Summary, Key Points, Trace.

#i# User:
Here is the decision trace for a comment:
{TRACE}

Generate:

1. Summary: < 25 words stating outcome rec-
ommendation ('Remove’, 'Review’, 'Keep’), Key
norm violated, Consensus-level among experts
(Low’, 'High’).

2. Key Points: 2 bullet points (< 10 words each)
covering:

- Top expert: <Name_of_Expert> (<Weight>)

- <Level_of Consensus> consensus: X/5 ex-
perts - <Recommendation>

3. Trace:
- Decision: “<Decision>"
- Confidence: <MoMoE confidence_score>

- Salient Spans: [‘<span_1>", “<span_27]

For ‘Salient Spans’, identify upto three specific
sequence within the comment that likely led
to the moderation outcome, keeping in mind
the top experts that voted for its removal. If the
outcome is to ‘Keep’ the comment, leave the
Salient Span list empty.

Respond only with valid JSON.

We provide the model with three-shot exemplars

of a TRACE and generated explanations, covering
all decision cases in order to provide the model
with the precise format expected.

E Further Discussion on MoMoE
Performance Across Target Subreddits

In this section, we provide a deeper discussion of
the performance and differences between Mistral-
based MOMOEcommunity and MOMoEyormyio ON target
communities, shown in Figure 3. All significance
levels are from Welch’s t—test (Welch, 1947).

The Mistral-based MOMOE community, similar to the
case of Llama, shows a much wider range of
performance, with F1 scores ranging from 0.52
for r/hillaryclinton with the classification allo-
cation strategy to as high 0.81 for r/Overwatch
with the similarity allocation strategy. Overall,
MOMOE community With similarity allocation achieves
amean F1 score of 0.71 (+0.06), while with clas-
sification allocation it achieves 0.67 (£0.07) (p <
0.05). MoMoEnormvio again shows contrasting, con-
sistent performance across all subreddits, with F1
scores from 0.66 for r/gonewild with classification-
based allocation to 0.72 for r/PoliticalDiscussion
with classification-based allocation. Both alloca-
tion strategies for MOMoEnormvio yield similar overall
performance with mean F1 scores of 0.67 (4-0.00)
for similarity and 0.67 (£0.01) for classification-
based allocation (n.s.).

F Precision-Recall Trade-offs

We saw that both MOMOE commynity and MoMoEnormvio
perform competitively in comparison to base-
lines, while MOMOEcommunity generally outperforms
MOMOEnormvio.  We discuss here two kinds of
precision-recall trade-offs with MoMoE in Figure 4.

First, we observe that the recall of both
MOMOEcommunity and MoMoEwormvio 1S higher than
their precision, which in combination with our ex-
isting results highlights that MoMoE may be overag-
gressive, flagging potentially violating comments
rather than erring on the side of caution. In con-
trast, the precision and recall of LLMs on the target
communities was 0.78 and 0.44 for GPT-40-mini,
and 0.82 and 0.38 for GPT-4o, respectively. This
observation is in line with that of Zhan et al. (2025),
who found that SLMs prioritize potentially harmful
content even at the cost of over-flagging.

Second, within the two types of ensem-
bles MoMoEcommunity and MoMoEnormyio W€ Ob-
serve that on recall, MOMoEnormvio OUtperforms
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Subreddit Imb. (%) Llama AUC Llama F1 Mistral AUC  Mistral F1  G-Llama AUC G-Llama F1 G-Mistral AUC G-Mistral F1
2 r/Overwatch 5 0.87 +£0.02 0.46 +0.01 0.90 4 0.02 0.49 + 0.01 0.82 + 0.02 0.44 + 0.01 0.85 + 0.02 0.47 +0.01
2 r/hillaryclinton 5 0.60 +£0.06 0.44+0.02 0.71 +0.04 0.47 + 0.02 0.55 + 0.05 0.41 £ 0.02 0.66 + 0.04 0.45 £ 0.02
& r/Overwatch 10 0.86 + 0.01 0.52+0.01 0.89+0.02 0.56 + 0.01 0.81 +0.02 0.50 + 0.01 0.84 + 0.02 0.54 + 0.01
= r/hillaryclinton 10 0.60 +0.03 0.47 +£0.01 0.70+0.02 0.51 + 0.01 0.55 + 0.03 0.44 + 0.01 0.65 + 0.02 0.48 + 0.01
° r/Overwatch 5 0.74+0.01 0.43+0.01 0.76 +0.01 0.44 + 0.01 0.69 + 0.01 0.40 + 0.01 0.71 +0.01 0.42 + 0.01
g r/hillaryclinton 5 0.57+0.05 0.34+0.01 0.63+0.02 0.31+0.01 0.52 + 0.04 0.31 +0.02 0.58 +0.03 0.28 + 0.02
- r/Overwatch 10 0.73+0.01 0.49+0.01 0.75+0.01 0.51 +0.01 0.68 + 0.02 0.46 + 0.02 0.70 + 0.01 0.48 + 0.02
3 r/hillaryclinton 10 0.58 +0.02 0.38 +0.01 0.63+0.02 0.36 + 0.01 0.53 + 0.02 0.35 + 0.01 0.58 + 0.01 0.33 £ 0.01

Table 3: Performance in terms of AUC and Macro-F1 of Llama- and Mistral-based MOMOE community models under
majority-vote and dot-product aggregation on class-imbalanced test splits (5 % and 10 % “removed” labels). “Global
SLMs” denote the strongest single-model baselines, fine-tuned on Dcommunity- Values are mean = sd over 10 runs.
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Figure 4: Comparison of precision-recall trade-offs with
Llama-based MoMoE community With MOMOEgrmyio USing a
dot-product aggregation. We observe that MOMOEormvio
has higher recall compared to MOMoEcommunity (mean
difference ~ 0.06), whereas in terms of precision,
MOMOE community outperforms MoMoEyormvio (mean differ-
ence ~ 0.08). (*p < 0.05, **p < 0.01, ***p < 0.001)

MOMOE communi ty, With a recall of 0.80(£0.05) com-
pared to that of MOMOEcommunity at 0.73(£0.11)
for similarity-based allocation, and 0.81(+£0.06)
in comparison to 0.66(=£0.11) for MOMOE communi ty-
With precision on the other hand, we observe
that MOMOE communi ty outperforms MoMoEnormyio, With
a precision of 0.63(£0.07) compared to that of
MOMOENormvio at 0.53(40.02) for similarity-based
allocation, and 0.60(£0.06) in comparison to
0.54(40.02) for MoMoEyornvio- All differences are
significant by Welch’s t—test. This highlights that
although both ensembles are over-aggressive at re-
moving comments, this tendency is particularly
enhanced in MOMoEnormvio-

For practitioners, this means that the Predict
component MoMoEygrmvio in @ standalone manner
is more suited for a comment triaging scenario
where a human moderator will oversee decisions,
rather than automated moderation settings. This

would ensure that community members are not
wrongfully punished with their benign comments
being removed. We see the same trend with Mistral-
based MoMoE as well.

G Performance on Imbalanced Test Split

In this section we report the performance
of the best performing Predict configura-
tion, MoMoEcommunity On imbalanced test split on
the worst (#/hillaryclinton) and best performing
(r/Overwatch) subreddits. Table 3 shows perfor-
mance of Llama- and Mistral-based MOMOE communi ty
compared to the best performing baseline of G-
Llamacommunity and G-Mistralcommunity in terms
of AUC and Macro-F1 scores. Prior work has
shown that the proportion of comments that actu-
ally violate community norms in the real world
are around 6-7% of all comments (Park et al.,
2022). We therefore test on two imbalance thresh-
olds of 5% and 10% violating comments, and the
remaining non-violating comments over 10 ran-
dom seeds. Since both classification and similarity-
based allocation performed very similarly in the
case of MOMOEcommunity, We report here the results
for classification-based allocation.

Similar to the case of balanced test split, we ob-
serve that Mistral-based MOMOEcommunity performs
the best in terms of both AUC and F1 scores,
followed by Llama-based MoMoEcommunity, both of
which outperform the Global SLM baselines. We
also again observe that majority vote based aggre-
gation works better than dot product aggregation.
These results indicate that MOMoE continues to show
superior performance on target communities even
under a more realistic imbalanced data scenario.

H Compute Resources

All experiments on open-source models were run
on internal GPU servers equipped with 4xNVIDIA
A100 and 3xNVIDIA A40. The experiments with
the OpenAl models cost about 100 USD.
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