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Abstract

Recent advancements in Large Language Mod-
els (LLMs) have driven growing interest in
LLM-based agents for complex planning tasks.
To avoid costly agent training, many studies
adopted memory mechanism that enhances
LLM with offline experiences or online trajec-
tory analysis. However, existing works focus
on single-granularity memory derived from dy-
namic environmental interactions, which are
inherently constrained by the quality of the col-
lected experiences. This limitation, in turn,
constrain the diversity of knowledge and the
flexibility of planning. We propose Coarse-
to-Fine Grounded Memory (CFGM), a novel
framework that grounds coarse-to-fine memo-
ries with LLM, thereby fully leverage them for
flexible adaptation to diverse scenarios. CFGM
grounds environmental information into coarse-
grained focus points to guide experience col-
lection in training tasks, followed by ground-
ing of actionable hybrid-grained tips from each
experience. At inference, CFGM retrieves task-
relevant experiences and tips to support plan-
ning. When facing environmental anomalies,
the LLM grounds the current situation into
fine-grained key information, enabling flexible
self-QA reflection and plan correction. Exten-
sive experiments on AlfWorld, Webshop and
ScienceWorld demonstrate that CFGM signifi-
cantly outperforms competitive baselines and
comprehensively optimizes memory-enhanced
LLM Agent system.

1 Introduction

The remarkable progress of LLMs has ignited in-
tense interest in their deployment as autonomous
agents capable of tackling complex, long-horizon
tasks within interactive environments (Wang et al.,
2023; Xi et al., 2023; Gur et al., 2024; Wang et al.,
2024a). These LLM-based agents leverage exten-
sive world knowledge (Zhao et al., 2023) and rea-
soning capabilities to formulate policies (Yao et al.,
2023a). However, significant challenges hinder

their practical effectiveness. Agents often suffer
from inefficient exploration, yielding sparse or irrel-
evant data (Arumugam and Griffiths, 2025; Zhang
et al., 2025a,c). They also struggle with reasoning
derailment in partially observable environments,
where incomplete observations cause cascading
errors (Kim et al., 2024). Existing methods at-
tempt to mitigate these issues using memory mech-
anisms, such as storing offline experiences and
insights (Zhao et al., 2024a), extracting context-
aware guidelines (Fu et al., 2024b), or checking
belief states with fixed-question reflection (Kim
et al., 2024).

However, recent studies depend on single-
granularity memory derived from dynamic envi-
ronmental interactions, whose effectiveness is lim-
ited by the quality of the collected experiences.
This constraint consequently reduces the variety
of knowledge and limits the adaptability of plan-
ning. These limitations lead to explicit outcomes
manifested in three aspects: (1) When confronted
with challenging planning tasks, the initial explo-
ration efficiency of LLMs is often suboptimal, con-
straining the quality of memory. (2) Current ap-
proaches extract knowledge either at a holistic level
or a scenario-specific level, both of which lead to
homogenized granularity in the acquired knowl-
edge. (3) Although directly using manually de-
signed questions to reflect on trajectory informa-
tion in short-term memory can yield decent results,
it lacks generalizability across environments.

To bridge this gap, we introduce Coarse-to-Fine
Grounded Memory (CFGM), a novel agent frame-
work that leverages the internal knowledge of LLM
to guide the memory collection and utilization,
thereby enhancing their planning capabilities in
complex environments. As illustrated in Figure 1,
CFGM operates through three progressively mem-
ory grounding stages to ensure that the agent’s plan-
ning and actions remain continuously anchored in
LLM’s prior understanding of memory. Guided by
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Figure 1: Conceptual overview of CFGM. During the
offline training, our method first extracts coarse-grained
focus points to guide experience collection, then distills
hybrid-grained tips from these experiences. At the on-
line inference time, it retrieves relevant experiences and
tips for planning. When encountering anomalies, the
system identifies fine-grained key details for adaptive
self-QA and plan adjustment.

environmental information (initial memory), the
LLM first identifies coarse-grained focus points for
task planning. This preliminary understanding en-
ables the collection of higher-quality experiences.
For each one of the offline experiences (long-term
memory), LLM grounds the knowledge it contains
into high-level principles and detailed techniques,
thereby constructing an experience-wise hybrid-
grained tips dictionary. During online interactions,
the most relevant successful experiences and tips
are retrieved to enhance LLM planning as context.
Upon facing environmental anomalies, the agent
conducts a fine-grained key information analysis
of the current state (short-term memory) , followed
by a self-QA reflection grounded in both past suc-
cesses and the present situation to effectively cor-

rect planning. By grounding explicit coarse-to-fine
memories with LLM’s internal knowledge, CFGM
enables the LLM to autonomously consider diverse
information in complex planning environments and
optimizes the collection and utilization of memory
based on its reasoning outcomes. Because of this,
CFGM is able to enhance the quality of collected
memories, diversify experiential knowledge, and
provide more flexible error-correction support dur-
ing planning. Finally, this enables LLMs to tackle
complex tasks more effectively, even preserving
compatibility with powerful closed-source models.
We evaluate CFGM on three diverse interactive
planning benchmarks. Our results demonstrate that
CFGM significantly outperforms existing memory-
enhanced agent systems, showcasing improved per-
formance and robustness.

Our three key contributions are as follows: (i)
We propose Coarse-to-Fine Grounded Memory
(CFGM), a novel framework that enhances LLM
agents by systematically grounding memory with
LLM’s internal knowledge during experiences col-
lection, tips extraction and adaptive planning. (ii)
We validate the effectiveness of CFGM across mul-
tiple challenging benchmarks, achieving state-of-
the-art performance compared to strong memory-
enhanced LLM agent system baselines. (iii) We
perform comprehensive ablation studies and anal-
yses on the framework’s core components, which
show coarse-to-fine grounded memory enhances
the quality of collected memory experiences, con-
structs hybrid-grained tips with more useful infor-
mation in offline phase, and enables flexible and
effective reflection during online planning.

2 Related Work

2.1 LLM-based Agents

As an emerging technology, LLM-based agents
employ LLM which provides language under-
standing and generation capabilities as the core
of planning (Yue, 2025). Compared to tradi-
tional AI agents, LLM-based agents demonstrate
higher levels of autonomy and reasoning capabil-
ities (Luo et al., 2025). LLM-based agents have
been applied in various domains, including soft-
ware engineering (Jin et al., 2024), question an-
swering (Yue, 2025), scientific research (Xiao et al.,
2024), web navigation (Deng et al., 2023), math-
ematical reasoning (Ahn et al., 2024), embodied
intelligence (Zhao et al., 2024b), and search and
recommendation systems (Zhang et al., 2025b). In
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this paper, we aim to construct high-performance
agents targeting diverse planning task with coarse-
to-fine grounded memory.

2.2 Experience-based Optimization for Agents

Experience-based optimization focuses on improv-
ing the performance of agents by leveraging his-
torical data and accumulated knowledge (Li et al.,
2024b,a; Zhao et al., 2024a; Bai et al., 2024a; Chen
et al., 2024; Fu et al., 2024b; Qian et al., 2024;
Fu et al., 2024a; Zhang et al.). This optimization
provides a mechanism for LLM agents to learn and
adapt over time without adjusting the model’s pa-
rameters (Du et al., 2025; Zheng et al., 2025; Song
et al., 2024). ExpeL (Zhao et al., 2024a) exem-
plifies this approach through prompt-based learn-
ing with experience recall and insight extraction.
AutoGuide (Fu et al., 2024b) extracts and applies
context-aware guidelines from experiences. How-
ever, these methods often struggle with inefficient
exploration in complex planning tasks due to lim-
ited prior task understanding, leading to suboptimal
memory collection. Furthermore, when extracting
knowledge from memories, they typically rely on
single-grained information, restricting the agent’s
holistic comprehension. To overcome these issues,
CFGM leverages LLM-generated focus points to
guide exploration toward critical dynamics, reduc-
ing redundancy. Additionally, it extracts hybrid-
grained tips from experiences to enhance LLMs’
comprehensive memory understanding.

2.3 Feedback-based Optimization for Agents

Feedback-based optimization involves using vari-
ous types of online feedback to guide the learning
and improvement of agents. This feedback can
come from external models (Bo et al., 2025; Huang
et al., 2023; Yao et al., 2023b; Zhang et al., 2024a;
Bai et al., 2024b; Sun et al., 2025), or the agent it-
self (Huang et al., 2024; Wang et al., 2024b; Liang
et al., 2024; Zhang et al., 2024b; Zhou et al., 2024;
Shinn et al., 2023; Cui et al., 2025). Self-reflection
and self-correction enable agents to iteratively im-
prove their outputs by identifying and addressing
errors (Luo et al., 2025). Reflexion (Shinn et al.,
2023) preforms trial-and-error attempts on online
inference trajectories, reflects on the mistakes, and
applies the lessons learned to subsequent attempts.
QuBE (Kim et al., 2024) conducts belief-state
reflection with fixed-question templates, which ad-
dresses errors in tasks that allow only a single at-
tempt. To enable more flexible short-term mem-

ory reflection in single-attempt planning compared
to existing approaches, CFGM employs adaptive
Self-QA reflection that dynamically leverage key
information extracted from online trajectory infor-
mation with LLM.

3 Method

To tackle the current challenges that memory-
augmented agents encounter during planning, we
introduce an LLM-based agent system character-
ized by a coarse-to-fine grounding of the model’s
internal knowledge into explicit memories. This
system leverages inherent LLM knowledge to en-
hance the quality of collected memories, diver-
sify high-level experiential knowledge, and provide
more flexible error-correction support during plan-
ning, ultimately enabling LLMs to handle complex
decision-making tasks more effectively. The frame-
work is depicted in Figure 2 and comprises three
components: coarse-grained focus-driven experi-
ence collection, hybrid-grained experience-wise
tips extraction and fine-grained key information
adaptive planning. The prompt template related
to memory grounding in the entire framework are
presented in Appendix C.

Algorithm 1 Coarse-Grained Focus-Driven Expe-
rience Collection.
1: N = len(Ttrain), n = 0
2: FP = LLMFocus(Descenv, Fmanual)
3: while task n < N do
4: tn ← Ttrain[n], νn,0 ← “”
5: for trial z = 0 to Z do
6: Initialize Trajectory τn,z ← env.reset(tn)
7: for timestep i = 0 to H do
8: ai ← LLMReAct(ai | τn,z, Fmanual, νn,z, FP )
9: oi+1, done← env.step(ai)

10: τn,z ← τn,z ∪ {(ai, oi+1)}
11: if done then
12: break
13: end if
14: end for
15: B ← B ∪ (tn, τn,z)
16: if done or z = Z then
17: n← n+ 1
18: break
19: else
20: νn,z+1 ← concat(νn,z + LLMReflect(τn,z))
21: end if
22: end for
23: end while
24: return B

3.1 Coarse-Grained Focus-Driven Experience
Collection

To collect usable and diverse experiential mem-
ories, we adopted a synergistic approach Reflex-
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Figure 2: Framework of CFGM. CFGM collect experiences offline with coarse-grained focus points grounded
from environmental information, followed by extracting the hybrid-grained tips grounded from trajectories of each
experience to construct tips dictionary. Then, agent’s online planning will be enhanced by retrieved experiences
and tips, in which the fine-grained self-QA reflection is activated by the key information grounded from current
situation and relevant history when anomaly observed. The orange arrow represents the memory grounding process.

ion (Shinn et al., 2023) for collaborative thinking
and retry-reflection to collect diverse experiences.
Additionally, we enabled the LLM to ground en-
vironmental foundational information to obtain fo-
cus points that guide LLM with their own prelim-
inary understanding of the environment to collect
higher-quality experience. The workflow of this
component is illustrated in the pseudo-code of Al-
gorithm 1. Specifically, at the initiation of expe-
rience collection, the agent LLMFocus conducts a
comprehensive analysis of the environmental de-
scription Descenv and manual trajectories few-shot
Fmanual using its internal knowledge. Through
coarse-grained examination of task-related foun-
dational information, the agent can generate some
preliminary thoughts for handling the environmen-
tal tasks. Guided by these focus points FP on train-
ing task sets Ttrain, the agent LLMReAct executes up
to Z + 1 rounds of trial attempts involving think-
act iterations. During this process, failures trig-
ger introspective reflection LLMReflect(τn,z), with
updates incorporated into task-specific reflections
νn,z+1 to assist subsequent attempts until task tn
completion. High-quality trajectory information
τn,z collected under focus points guidance is stored
in the experience pool B with the corresponding

task tn. Both successful and failed trajectories in
success task will subsequently support tip genera-
tion and key information reflection phases.

Algorithm 2 Hybrid-Grained Experience-Wise
Tips Extraction.
1: N = len(Ttrain)
2: Construct fail/success tuples of the same tasks in B :
3: Ccompare = {t1 : (τ success

1 , τ fail
1,0, ...), ...,

4: ti : (τ
success
i , τ fail

i,0 , ...), ...}
5: Construct success trajectories in B :
6: Csuccess = {t1 : τ success

1 , ..., ti : τ
success
i , ...}

7: for task m = 0 to N − 1 do
8: tn ← Ttrain[n]
9: if tn ∈ Ccompare then

10: TD[tn] = LLMTips(Ccompare[tn])
11: TD[tn]← (TD[tn],
12: LLMTips(Csuccess[tn], TD[tn]))
13: continue
14: end if
15: if tn ∈ Csuccess then
16: TD[tn] = LLMTips(Csuccess[tn]))
17: end if
18: end for
19: return TD

3.2 Hybrid-Grained Experience-Wise Tips
Extraction

Because the experience collection stage follows
a repeated trial-and-error paradigm (Sutton and
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Barto, 2018; Dong et al., 2020), many tasks stored
in the experience pool are accompanied by both
successful and failed trajectories. These trajectories
contain not only fine-grained scene-specific details
but also more high-level coarse-grained insights
that are applicable across similar tasks. We refer to
such hybrid-grained knowledge as tips. To help the
LLM make better use of this hybrid-grained infor-
mation, the current module leverages the model’s
internal knowledge offline to convert the multiple
trajectories of a given task experience into a set of
tips that blend hybrid-grained perspectives.

The complete workflow of this module is illus-
trated in Algorithm 2. We begin by re-indexing all
trajectory data in the experience pool B according
to their associated task tn. Trajectories that contain
both successful and failed attempts are aggregated
into the compare experience dictionary Ccompare,
while those consisting a successful attempt are
placed in the success experience dictionary Csuccess.
Next, we iterate over every training task tn. If tn
appears in the Ccompare, we prompt the LLMTips to
compare the task’s successful and failed trajectories
and, drawing on its internal knowledge, extract tips
that help prevent the observed errors. We then ask
the LLM to focus exclusively on successful trajec-
tories to refine additional success-specific factors
to expand tips. The resulting tips are stored under
the corresponding task tn in the Tips Dictionary
TD. For tasks that the LLM can solve directly in a
successful attempt, we perform the same reflective
analysis on their successful trajectories, aiming to
derive a moderate number of tips that remain appli-
cable in similar scenarios.

3.3 Fine-Grained Trajectory Information
Adaptive planning

After completing the offline collection of expe-
riences and extraction of relevant hybrid-grained
knowledge, we need to dynamically utilize these
auxiliary information online during evaluation
based on fine-grained current status information.
In addition to leveraging auxiliary information, the
agent model inevitably encounters unexpected sce-
narios during evaluation and planning. To mitigate
the resulting planning derailment, we employ LLM
to perform adaptive grounding of corrective plan-
ning by analyzing the fine-grained current trajec-
tory status and analogous successful cases.

The detailed workflow of the aforementioned
evaluation reasoning is presented in Algorithm 3.
For task tm from evaluation set Tevaluation, we

conduct a prior analysis based on task descrip-
tion retrieval before inference. Using the Faiss
library (Johnson et al., 2019), we retrieve the top-
k most similar experiences Esim from the Expe-
rience Pool B with textual embedder E . These
experiences’ successful trajectory contents τ success

h

and corresponding tips knowledge TD[th] are in-
tegrated into Similar Trajectories content ST and
relevant Experience Tips ET , which serve as con-
textual assistance for the decision-making of policy
model LLMCFGM during inference. During the rea-
soning process for task tm, we implement real-time
monitoring of observed information oi+1 and trig-
ger alerts for specific abnormal observations. When
triggered, we employ the Key Information Extrac-
tion model LLMKIE to perform a structured, fine-
grained analysis of the current trajectory content
τm, thereby obtaining grounded current trajectory
content as key information KI . Subsequently, by
synthesizing KI , τm, and ST as contextual ele-
ments, we further instruct the Key Information Re-
flection model LLMKIR to conduct self-reflective
question-answer qai, ultimately deriving a final cor-
rective plan refi. The refi is then integrated into
the current trajectory content to guide LLMCFGM
in implementing adaptive responses to exceptional
situations.

Algorithm 3 Fine-Grained Trajectory Information
Adaptive Planning.
1: M = len(Tevaluation)
2: for task m = 1 to M do
3: tm ← Tevaluation[m]
4: Initialize trajectory τm ← env.reset(tm)
5: Esim ← Faiss(tm,B, E , k)
6: ET ← “”, ST ← “”
7: for experience task (th, τ

success
h ) in Esimilar tasks do

8: ET ← concat(ET + TD[th])
9: ST ← concat(ST + τ success

h )
10: end for
11: for timestep i = 1 to H do
12: ai ← LLMCFGM(ai | τm, ET, ST )
13: oi+1, done← env.step(ai)
14: current step si ← (ai, oi+1)
15: if trigger(oi+1) then
16: KI ← LLMKIE(τm)
17: (qai, refi)← LLMKIR(τm,KI, ST )
18: si ← concat(si + refi)
19: end if
20: τm ← τm ∪ {si}
21: if done then
22: break
23: end if
24: end for
25: end for

13033



4 Experiments

4.1 Experimental Settings

We evaluate CFGM on three challenging interactive
environment to assess its effectiveness and capabil-
ities, particularly how its coarse-to-fine grounding
mechanism enhance LLM agent performance. We
refer Appendix A for detailed information of main
environments and WebArena (Zhou et al., 2023)
used in ablation study.
Environments. The basic introduction of envi-
ronment is as follows: (i) AlfWorld is an virtual
household agent benchmark where the agent per-
forms household tasks based on natural language
instructions. It requires navigation and object ma-
nipulation (Shridhar et al., 2020). (ii) WebShop is
an interactive environment simulating online shop-
ping, where the agent needs to find and purchase
a product matching specific criteria by interacting
with a website (Yao et al., 2022). (iii) ScienceWorld
is a text-based environment focusing on elementary
science tasks, requiring complex reasoning and in-
teraction with the simulated world (Wang et al.,
2022).
Evaluation. Following standard practices in in-
teractive agent evaluation, we use Success Rate
(SR) as the primary metric across all environ-
ments. Specifically, SR measures completing the
task within time limits for AlfWorld, purchasing
the item that matches all attributes for WebShop,
and successful task completion for ScienceWorld.
For WebShop, we also report the mean reward,
which quantifies the quality of the purchased prod-
uct based on the matching of required attributes.
Baselines. We compare CFGM against some main-
stream LLM agent methods, most of which are
memory-augmented agents: (i) ReAct is a founda-
tional method that interleaves reasoning steps with
actions in the environment (Yao et al., 2023a). (ii)
ExpeL learns from past experiences by extracting
insights and retrieving relevant trajectories (Zhao
et al., 2024a). (iii) AutoGuide generates context-
aware guidelines from offline experiences to guide
the agent at test time (Fu et al., 2024b). (iiii) QuBE
enhances agent reasoning by constructing belief
state reflection with human-curated questions to
alleviate reasoning derailment (Kim et al., 2024).
Implementation Details. Unless otherwise speci-
fied (e.g., in model generalization studies), we use
GPT-4-Turbo as the agent model and GPT-4o as
the knowledge extraction model (like insight extrac-
tion model in ExpeL) for all baselines and CFGM.

Additional implementation details are presented in
Appendix B.

4.2 Main Results
Table 1 presents the main performance compari-
son of CFGM (Ours) against the baselines for the
three benchmarks. Based on these results, we con-
duct separate analyses focusing on the framework’s
effectiveness and environmental generalizability.

Effectiveness of CFGM. As shown in Table 1,
CFGM outperforms ReAct across all environments:
AlfWorld SR (+10.40%), WebShop SR (+20%),
and ScienceWorld SR (+31%). This performance
boost is due to CFGM’s coarse-to-fine grounding
approach, which actively integrates LLM knowl-
edge into structured memories (Zhang et al., 2023).
Compared to other memory-augmented agent base-
lines, our method also achieves superior task per-
formance. This improvement stems from two key
aspects: firstly, our approach leverages both of-
fline experiences from long-term memory to assist
online planning and incorporates short-term mem-
ory reflection on current trajectories; secondly, we
utilize the internal knowledge of LLMs to ground
the memories, enabling the agent to better com-
prehend and utilize past experiences. Additionally,
CFGM consistently and significantly outperforms
the ExpeL + QuBE baseline. This demonstrates
CFGM’s superiority is not merely an artifact of
combining two orthogonal techniques.Furthermore,
we wish to re-emphasize that CFGM is not a simple
combination of existing ideas. Its components are
deeply integrated and synergistic with coarse-to-
fine grounded memory. Specifically, for example,
the coarse-grained Focus Points are not just an
independent pre-processing step; they fundamen-
tally improve the quality of the memories collected.
This, in turn, enhances the effectiveness of both
the hybrid-grained Experience-wise Tips and the
fine-grained Key Information Reflection. This syn-
ergistic "1+1>2" effect is a core contribution of
our work and distinguishes CFGM from a simple
integrated pipeline of unrelated modules.

Robustness in Diverse Environments. CFGM
shows strong scalability and robustness, achieving
significant gains in diverse environments. Specif-
ically, it reaches 91.00% SR in AlfWorld, 0.85
Reward and 57% SR in WebShop, and 74% SR
in ScienceWorld. These tasks range from long ac-
tion sequences planning to dynamic web navigation
and scientific experiments, where agents typically
struggle with planning derailment and inefficient
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Method
Features AlfWorld WebShop ScienceWorld

Off.
Exp.

Traj.
Ref.

Gro.
Mem.

Success Rate (SR)↑ Reward↑ SR↑ SR↑

ReAct ✗ ✗ ✗ 80.60% ± 0.68% 58.6 ± 1.0 37% ± 2% 43% ± 1%
ExpeL ✓ ✗ ✗ 81.34% ± 0.85% 62.2 ± 1.3 42% ± 3% 57% ± 2%
AutoGuide ✓ ✗ ✗ 83.58% ± 0.77% 73.3 ± 1.4 47% ± 2% N/A
QuBE ✗ ✓ ✗ 84.33% ± 0.73% N/A N/A N/A
ExpeL + QuBE ✓ ✓ ✗ 85.07% ± 1.03% 75.6 ± 1.3 49% ± 3% 65% ± 2%
CFGM ✓ ✓ ✓ 91.00% ± 0.82% 85.0 ± 1.3 57% ± 3% 74% ± 2%

Table 1: Main results across AlfWorld, WebShop, and ScienceWorld benchmarks. Off. Exp. refers to collecting
offline experiences, Traj. Ref. refers to reflection based on trajectories during online inference, and Gro. Mem.
refers to leveraging grounded memory with LLM’s knowledge. Best in bold, second-best underlined. CFGM
consistently outperforms the baselines on all domains, highlighting the importance of comprehensive memory
grounding and the scalability of CFGM in diverse environments.

exploration. These results demonstrate the general-
ization capability of CFGM’s memory grounding
approach across different environments. Detailed
CFGM’s experimental trajectory examples for each
environment are provided in the Appendix D with
ReAct’s comparative trajectories.

4.3 Ablation Studies

After evaluating the performance of the framework,
we conduct extensive experiments to assess the
framework’s effectiveness and the design of mem-
ory grounding process of each component.
Effectiveness of Different Components. Fistly,
we evaluate the impact of each core component of
CFGM—coarse-grained focus points (FP), hybrid-
grained experience tips (ET), and fine-grained key
information reflection (KIR)—by adding them indi-
vidually or in combination to a ReAct baseline on
AlfWorld. As shown in Table 2, adding coarse-to-
fine grounded memory individually provides con-
sistent gains over the ReAct baseline. This demon-
strates that grounded memory based on the LLM’s
internal knowledge enhances the agent’s planning
capability across all granularity levels. By integrat-
ing all three components, CFGM achieves the high-
est SR of 91.00%, demonstrating the enhancement
effects of grounded memory at different granulari-
ties on LLM planning are cumulative and validating
the rationality of our coarse-to-fine framework de-
sign. It is worth noting that removing FP causes
SR to drop to 88.06 %, showing FP enhances the
positive effects of ET and KIR on LLM planning
performance by improving the quality of collected
memories.
Generalizability across Different Models. Hav-

FP ✗ ✓ ✗ ✗ ✗ ✓

ET ✗ ✗ ✓ ✗ ✓ ✓

KIR ✗ ✗ ✗ ✓ ✓ ✓

SR% 80.60 85.82 86.57 85.82 88.06 91.00

Table 2: Module ablation experiment results on Alf-
World. FP refers to using focus points to guide experi-
ence collection, ET refers to extracting experience-wise
tips, and KIR refers to question-answer self-reflection
based on key information during online planning.

ing examined the detailed mechanisms of individ-
ual component, we proceed to evaluate the frame-
work’s overall generalizability across diverse agent
models. For closed-source GPT-based models up
to GPT-4o, we choose GPT-4o as knowledge ex-
traction model. For other models (Qwen, GPT-
4.1), the component rels on the model itself, allow-
ing evaluation of the framework’s self-sufficiency
with different base LLMs. As presented in Figure
3, from smaller open-source ones (Qwen2.5-7B-
Instruct) to powerful closed-source ones (GPT-4.1),
CFGM consistently outperforms both ReAct and
ExpeL by a significant margin, which proves that
the grounded memory in CFGM exhibits univer-
sal effectiveness in enhancing planning capabilities
across different LLM models. Having analyzed
the effectiveness and generalizability of grounded
memory, we further explore the design and capabil-
ity of grounded memory at key component.
Impact of Experience Retrieval Scope on Tips
Quality. For the hybrid-grained tips used online,
we investigate how the number of retrieved experi-
ences (top-k) affects the tips’ quality. Specifically,
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Figure 3: The SR achieved by different methods us-
ing various models on AlfWorld. CFGM demonstrates
strong generalization across different models and con-
sistently outperforms the baselines.

we evaluate the impact by the SR on AlfWorld us-
ing a ReAct + ET setup. As shown in 3, the baseline
ReAct (k = 0) has an SR of 80.60%. Introducing
just one relevant experience’s tips (k = 1) im-
proves SR to 82.09%. Performance peaks at k = 2
and k = 3, both achieving 86.57% SR. Increas-
ing k further to 5 leads to a drop in performance
(81.34%), due to the inclusion of less relevant or
potentially conflicting hybrid-grained tips. This
suggests that retrieving a moderate, focused set of
the most relevant experiences (k = 2 or 3) provides
the highest quality hybrid-grained tips to guide the
LLM agent.

k 0 1 2 3 5

SR 80.60% 82.09% 86.57% 86.57% 81.34%

Table 3: The impact of different Top-k experience re-
trieval scope on the quality of tips on AlfWorld. The
retrieved top-2 experiences yield tip sets with optimal
quality and retrieval efficiency.

Experience Tips’ Generalizability to Out-of-
Distribution Environments. To test the out-of-
domain capability of tips across different domains
but relevant tasks, we conduct a transfer learning
experiment from WebShop to WebArena-Shopping
that is a distinct domain but contain relevant tasks.
We extract hybrid-grained tips from WebShop ex-
periences and apply them to WebArena-Shopping.
For the domain adaptation, we align the tips to
WebArena-Shopping based on GPT-4-Turbo. As
presented in Table 4, the transferred tips achieves
25.1% SR, significantly outperforming all the base-
lines, which demonstrates that the hybrid-grained
tips grounded from experiences can capture gener-

alizable knowledge, enabling effective transfer to
related but distinct out-of-domain environments.

Method WebArena–Shopping SR
ReAct 10.2% ± 0.5%
ExpeL 18.5% ± 0.9%
AutoGuide 20.4% ± 0.7%
CFGM 25.1% ± 0.8%

Table 4: Out-of-distribution generalization of different
method’s extracted experience knowledge from Web-
Shop on the 98 WebArena–Shopping tasks. hybrid-
grained tips of CFGM perform superior out-of-domain
generalization compared to existing knowledge extrac-
tion agents after transfer.

Comparative Analysis of Online Reflection. To
explore the rationality of KIR’s memory grounding
design, we analyze the effectiveness of different
online reflection mechanisms on AlfWorld. Table
5 compares KIR against two other reflection vari-
ants: a template-free Self-QA reflection without
key information and a QA reflection via fixed ques-
tioning template like QuBE (Kim et al., 2024)),
both applied on top of a ReAct agent. As shown
in Table 5, KIR demonstrates superior corrective
assistance for agent planning compared to QA Re-
flection (Fixed Question), which indicates that fine-
grained grounded memory can achieve more effec-
tive reflection outcomes with greater flexibility than
manually human-crafted question-answering reflec-
tion approaches. The performance improvement of
KIR over Self-QA Reflection further demonstrates
that prior analysis of short-term memory can sig-
nificantly enhance subsequent comprehension and
reasoning effectiveness when utilizing grounded
memory.

Method AlfWorld SR
Self-QA Reflection 84.33%
QA Reflection(Fixed Question) 84.33%
Key Information Reflection 85.82%

Table 5: The comparative analysis of different reflection.
Fine-grained grounded memory enables more flexible
and effective reflection than manual QA approaches.
Prior short-term memory analysis (key information) fur-
ther enhances comprehension and reasoning when lever-
aging grounded memory.

The Overall Efficiency of CFGM. To assess the
practical efficiency of CFGM compared against
the baseline methods, we analyzed the token con-
sumption and interaction turns of the framework
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on the AlfWorld benchmark. As shown in Table
6, during offline processing, CFGM’s token cost is
comparable to ExpeL and notably more efficient
than AutoGuide, which show the efficient offline
traininng process of CFGM. Additionally, in the
online phase, CFGM is the most efficient frame-
work among the memory-augmented baselines in
terms of both tokens per step and average interac-
tion turns. This reduction in steps can lead to lower
overall latency and cost, demonstrating that the
comprehensive memory grounding leads to more
efficient, less redundant agent behaviors.

Method Off. Tokens On. Tokens On. Turns
ReAct - 1734.6 19.01
ExpeL 3888.2 5125.5 17.32
AutoGuide 4873.4 4809.4 16.55
QuBE - 4752.3 17.21
CFGM 4068.5 4681.4 14.32

Table 6: Average token consumption for processing
a single training data sample during the offline phase
on AlfWorld (Off. Tokens). Average token consump-
tion per step and average interaction turns per complete
trajectory during online inference on AlfWorld (On. To-
kens and On. Turns).

5 Conclusion

In this paper, we propose an LLM agent system
enhanced with coarse-to-fine grounded memory.
CFGM relies on the LLM’s intrinsic knowledge
to analyze coarse-grained environmental informa-
tion, hybrid-grained experiences’ trajectories, and
fine-grained current trajectory. This process yields
knowledge that enhances the LLM’s comprehen-
sion and interactive performance in complex plan-
ning scenarios. Experimental results across three
challenging benchmarks demonstrate the superi-
ority of CFGM over existing memory-enhanced
LLM agent systems. Through comprehensive op-
timization of the agent’s framework, CFGM ob-
tains higher-quality memory, more comprehensive
experiential knowledge, and more flexible online
reflection compared to other baselines. Additional
experiments further validate the rationality and ef-
fectiveness of each component of CFGM. These
findings offer valuable insights into the full utiliza-
tion of memory knowledge in LLM agent systems.

Limitations

As a memory-augmented LLM Agent system,
our work focuses primarily on memory optimiza-

tion utilization through LLM internal knowledge
grounding, yet still presents several limitations: 1)
Although the collection efficiency for training tasks
has improved, it remains challenging to generate
sufficient effective experiences when confronted
with extremely small training sets. Therefore, how
to effectively expand limited training task sets con-
stitutes an important research direction for future in-
vestigation. 2) While leveraging experiences from
similar tasks during online inference demonstrates
strong auxiliary effects under moderate task simi-
larity, their effectiveness may diminish if the trajec-
tory of experience is very long, potentially introduc-
ing redundancy or interference in LLM planning.
Future work can explore dynamic filtering mecha-
nisms to adaptively retain the most relevant plan-
ning information from the long trajectory, further
enhancing the robustness of the approach across
diverse scenarios.
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Appendix

A Environment Details

A.1 AlfWorld (Shridhar et al., 2020)

AlfWorld is a simulated environment that bridges
the gap between language-based reasoning and em-
bodied action by aligning tasks in a text-based in-
teractive fiction environment with corresponding
tasks in a visually rich, embodied 3D simulator.
This unique structure allows for the study of agents
capable of both high-level abstract planning and
low-level grounded execution.

AlfWorld encompasses a diverse set of house-
hold tasks, requiring agents to perform a sequence
of actions to achieve a specified goal. These tasks
are categorized into six main types:

• Pick & Place (e.g., “move a plate to the cof-
fee table”) - the agent must find an object of
the desired type, pick it up, find the correct
location to place it, and move it there.

• Examine in Light (e.g., “examine a book un-
der the lamp”) - the agent must find an object
of the desired type, locate and turn on a light
source with the desired object in-hand.

• Clean & Place (e.g., “clean the knife and move
it to the drawer”) - the agent must find an
object of the desired type, pick it up, go to
a sink or a basin, wash the object by turning
on the faucet, then find the correct location to
place it, and move it there.

• Heat & Place (e.g., “heat a mug and move it
to the coffee table”) - the agent must find an
object of the desired type, pick it up, go to
a microwave, heat the object turning on the
microwave, then find the correct location to
place it, and move it there.

• Cool & Place (e.g., “move a cool bottle to the
countertop”) - the agent must find an object of
the desired type, pick it up, go to a fridge, put
the object inside the fridge and cool it, then
find the correct location to place it, and move
it there.

• Pick Two & Place (e.g., “move two pencils to
the drawer”) - the agent must find an object
of the desired type, pick it up, find the correct
location to place it, move it there, then look
for another object of the desired type, pick it

up, return to previous location, and move it
there with the other object.

A.2 WebShop (Yao et al., 2022)
WebShop is an interactive environment that simu-
lates a real-world e-commerce website, designed
as a benchmark for evaluating interactive planning
and grounded language understanding in agents.
The environment features a substantial catalog of
1.18 million real-world products, each with vari-
ous attributes and options. Agents are tasked with
completing shopping missions based on 12,087 di-
verse, crowd-sourced natural language instructions.
The WebShop benchmark also includes over 1,600
human demonstration trajectories, which can be
utilized for validating the task and supporting imi-
tation learning.

The core task for an agent in WebShop is to
navigate the simulated website, search for prod-
ucts, identify items that match the criteria given
in the instruction, potentially customize options
(e.g., color, size), and finally purchase the correct
item. The agent interacts with the environment by
issuing a variety of actions, such as typing search
queries, clicking on product links or buttons, se-
lecting product options, and executing a purchase
command. Success is measured by whether the
purchased item exactly matches the instruction’s
requirements, yielding a binary success rate (SR).

A task episode concludes when the agent issues a
purchase action or a maximum step limit is reached.
The agent receives a reward based on the degree
to which the purchased item matches the specified
attributes and options in the initial instruction, in-
cluding price constraints. The reward function is
designed to reflect the quality of the purchased item
against the user’s requirements. Specifically, the
reward r is calculated as:

r =
|Uatt ∩ Yatt|+ |Uopt ∩ Yopt|+ I[yprice ≤ uprice]

|Uatt|+ |Uopt|+ 1
· rtype

(1)

where Uatt and Yatt are the sets of attribute names
from the user query and the purchased product,
respectively; Uopt and Yopt are the sets of optional
attribute values; I[yprice ≤ uprice] is an indicator
function which is 1 if the purchased product’s price
is less than or equal to the user’s preferred price,
and 0 otherwise. rtype is a term related to textual
matching between the selected product’s title and
the target product’s title, defined as:
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Retrieval Parameters

Vectorstore Faiss
Retriever Type kNN

Embedder all-mpnet-base-v2
Experience Retrieval Scope 2

Top-k Experience’s Tips Selection 2

Agent Parameters

Max Reflection Retries 3
Focus Points Generation Model gpt-4-turbo-2024-04-09

Policy Model gpt-4-turbo-2024-04-09
Reflection Model gpt-4-turbo-2024-04-09

Tips Generation Model gpt-4o-2024-08-06
Key Information Extraction Model gpt-4-turbo-2024-04-09
Key Information Reflection Model gpt-4-turbo-2024-04-09

Max Tips from Compare Traj. 5
Max Tips from Success Traj. 3

AlfWorld-specific Parameters

Max Number of Environment Steps 20
Number of Experiment Tasks 134

WebShop-specific Parameters

Max Number of Environment Steps 15
Number of Experiment Tasks 134

ScienceWorld-specific Parameters

Max Number of Environment Steps 80
Number of Experiment Tasks 100

WebArena-Shopping-specific Parameters

Max Number of Environment Steps 20
Number of Experiment Tasks 90

Tips Alignment Model gpt-4-turbo-2024-04-09

Table 7: Retrieval, Agent and Environment Parameters.
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rtype =





0, if TextMatch = 0

0.1, if TextMatch < 0.1

0.5, if TextMatch ≤ 0.2

1, otherwise.

(2)

The term "TextMatch" denotes the textual overlap
of pronouns, nouns, and proper nouns between the
selected product’s title and the target product’s title.

A.3 ScienceWorld (Wang et al., 2022)

ScienceWorld is a text-based virtual environment
designed to evaluate an agent’s scientific reasoning
and procedural task completion abilities, bench-
marked at the level of a standard elementary school
science curriculum.

ScienceWorld features a rich, dynamic, and in-
teractive simulated world. This includes multiple
interconnected locations (e.g., kitchen, workshop,
laboratory, greenhouse), populated with over 200
common household and science-related objects.
These objects possess various properties (e.g., tem-
perature, conductivity, state of matter) and afford a
wide range of actions. The underlying simulation
engines model simplified thermodynamics, elec-
trical circuits, chemical reactions, and biological
processes, allowing for complex interactions and
state changes within the environment.

The benchmark comprises 30 diverse task types,
spanning 10 distinct topics from the elementary
science curriculum. Examples include tasks re-
lated to changing states of matter (e.g., melting
ice, boiling water), understanding life cycles (e.g.,
growing a plant), exploring basic physics (e.g.,
building simple electrical circuits), and conduct-
ing simple chemistry experiments. For each task
type, multiple variations are procedurally gener-
ated, altering object properties, initial locations,
and specific sub-goals to test for generalization.
Agents interact with the environment by issuing
text commands from a predefined set of action tem-
plates (e.g., "open door", "take apple from table",
"use thermometer on beaker"), and receive textual
observations describing the current state of their
surroundings and the outcomes of their actions.
The average optimal decision depth for these tasks
can be significant, often requiring a long sequence
of correct actions to achieve the goal.

A.4 WebArena-Shopping (Zhou et al., 2023)

WebArena is a suite of realistic and reproducible
web environments designed for the development

and evaluation of autonomous agents. The platform
features fully operational, self-hostable web appli-
cations that emulate real-world websites across var-
ious domains.The WebArena–Shopping environ-
ment is implemented as part of the WebArena suite,
providing a realistic and reproducible e-commerce
setting for interactive planning agents.

B More Implementation Details

To fairly compare with ExpeL, we employ four-
fold validation for all experiments. We train on
one half of the dataset and evaluate on the other
half, and vice versa. All results include the mean
and standard error of the results across the folds.
The parameter information for the experiments con-
ducted in each environment is shown in Table 7.

We adopted different experimental task selec-
tion strategies for different environments. In the
case of ALFWorld (Shridhar et al., 2020), we uti-
lized the 134 solvable tasks that ReAct and ExpeL
used, which comprised of 6 different task types in
a virtual household environment: Pick (24), Clean
(18), Heat (31), Cool (23), Examine (21), and
Pick two (17). Similarly, for WebShop (Yao et al.,
2022), we evaluated using the same 100 tasks used
by ReAct and ExpeL. For ScienceWorld (Wang
et al., 2022), we assess performance using 100
tasks sampled from test set, which comprised of
diverse task types with environmental steps up to
80: task-10-use-thermometer (10), task-2-power-
component (5), task-2a-test-conductivity(10), task-
3-find-animal (10), task-3-find-living-thing (10),
task-3-find-non-living-thing (10), task-3-find-plant
(10), task-4-grow (8), task-5-chemistry (11), task-
6-lifespan (3), task-7-identify-life-stage (9), task-1-
change-the-state-of-matter (4).

C Prompt Templates

C.1 Focus Points Generation Model
We present our prompt template of focus points
generation model in the ALFWorld, WebShop and
ScienceWorld in Figure 4.

C.2 Experience-Wise Tips Generation Model
Figure 5, 6 and 7 detail our prompt template of
experience-wise tips generation model in the ALF-
World, WebShop and ScienceWorld.

C.3 Key Information Extraction Model
Figure 8 shows our prompt template for key in-
formation extraction to perform a structured, fine-

13043



grained analysis of the current trajectory content.

C.4 Key Information Reflection Model
When specific abnormal observations happen dur-
ing evaluation, we use the prompt with Figure 9 for
key information reflection.

D Example Trajectories

D.1 AlfWorld, CFGM & ReAct
Figure 10 and Figure 11 show the cases of tips and
key information reflection in CFGM compared to
ReAct, respectively, to help the agent avoid errors
or recover from derailed planning in AlfWorld.

D.2 WebShop, CFGM & ReAct
Figure 12 and Figure 13 show the cases of tips and
key information reflection in CFGM compared to
ReAct, respectively, to help the agent avoid errors
or recover from derailed planning in WebShop.

D.3 ScienceWorld, CFGM & ReAct
Figure 14 and Figure 15 show the tips and key
information reflection in CFGM, respectively, to
help the agent avoid errors or recover from derailed
planning in ScienceWorld.
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Figure 4: The prompt template of focus points generation model in the ALFWorld, WebShop and ScienceWorld.
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Figure 5: The prompt template of tips generation from compare trajectories.
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Figure 6: The prompt template of extra tips generation from single success trajectory. The extraction is performed
after generating tips from the compare trajectories as a supplement to get the factors leading to task success.
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Figure 7: The prompt template of tips generation from single success trajectory. The extraction targets the tasks
which are successfully completed at the first try.For these tasks, there is only single success trajectory.
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Figure 8: The prompt template of key information extraction model in the ALFWorld, WebShop and ScienceWorld.

13049



Figure 9: The prompt template of key information reflection model in the ALFWorld, WebShop and ScienceWorld.
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Figure 10: Example Trajectories in the ALFWorld. The tip says, ’Prioritize checking the desk,’ so the CFGM
can quickly find the bowl instead of obsessing over drawer 3 and overlooking the more accessible solution on the
desk—unlike ReAct, which ignored this efficient path.
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Figure 11: Example Trajectories in the ALFWorld. When interacting with drawer 3 and the environment returns
"Nothing happens", the CFGM realizes that it has not checked other locations by KIR. Instead of repeating the
operation like ReAct, CFGM skips drawer 3 and continues to check other drawers.
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Figure 12: Example Trajectories in the WebShop. The tips suggest using a detailed search query and investigating
products by clicking on them, ensuring that CFGM focuses more precisely on target-matching products rather than
relying on fuzzy searches like ReAct. Once a suitable product is found, CFGM proceeds to click on it and selects
the ’1 bottle, 60 capsules’ option.
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Figure 13: Example Trajectories in the WebShop. Through KIR, CFGM recognized that the closest match in the
current task progress failed to locate products with the desired color, prompting it to refine the search query by
broadening the search terms. This approach avoided unnecessary multiple searches and page navigation—unlike
ReAct, which exhausted its steps and ultimately failed.
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Figure 14: Example Trajectories in the ScienceWorld. When CFGM realizes that it can’t pick up the plant directly,
tips reminds that it can move the whole pot and teleport to the target location immediately after moving it, avoiding
the pointless search for a carrying tool in ReAct.
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Figure 15: Example Trajectories in the ScienceWorld. CFGM finds out that it is currently facing a mismatch error
between the battery and the wire through the KIR which prompt a possible exact term to connect. Then CFGM
successfully finds the correct way to connect by checking the connection points and avoids the invalid operation due
to the formatting error in the ReAct.
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