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Abstract

Ensembling large language models (LLMs) can
effectively combine diverse strengths of dif-
ferent models, offering a promising approach
to enhance performance across various tasks.
However, existing methods typically rely on
fixed weighting strategies that fail to adapt to
the dynamic, context-dependent characteristics
of LLM capabilities. In this work, we propose
Reinforcement Learning-Assisted Ensemble
for LLMs (RLAE), a novel framework that re-
formulates LLM ensemble through the lens
of a Markov Decision Process (MDP). Our
approach introduces a RL agent that dynam-
ically adjusts ensemble weights by consider-
ing both input context and intermediate genera-
tion states, with the agent being trained using
rewards that directly correspond to the qual-
ity of final outputs. We implement RLAE
using both single-agent and multi-agent rein-
forcement learning algorithms (RLAEPPO and
RLAEMAPPO), demonstrating substantial im-
provements over conventional ensemble meth-
ods. Extensive evaluations on a diverse set of
tasks show that RLAE outperforms existing
approaches by up to 3.3% accuracy points, of-
fering a more effective framework for LLM en-
sembling. Furthermore, our method exhibits su-
perior generalization capabilities across differ-
ent tasks without the need for retraining, while
simultaneously achieving lower time latency.
The source code is available at here.

1 Introduction

Recent years have witnessed remarkable progress
in large language models (LLMs), demonstrating
impressive capabilities in natural language under-
standing and reasoning. However, significant per-
formance variations persist among different models
in downstream tasks due to three primary factors:

†The corresponding authors.

(c) RL-assistant Ensemble (ours)

Who discovered 
the law of gravity? 

Isaac Newton

Albert Einstein

Isaac Newton

Span-Step +1
(stop in this case)

Ensemble Weight (action)
+1/-1

Feedback (reward)Model Size: 400M
Complexity: O(N)

(b) Heuristic Ensemble

Albert

Isaac

Who discovered 
the law of gravity? Isaac

Token-Step +1

Model Size: 400M+3B
Complexity: O(N2)

(a) Ranker-based Ensemble

Albert Einstein

Isaac Newton

Isaac NewtonWho discovered 
the law of gravity? 

pair-wise
comparison

Weighted
Ensemble

RL agent

(state)

Ensemble

fixed weight
(0.3,0.7)

Figure 1: Overview of Ranker-based Ensemble, Heuris-
tic Ensemble, and our RL-assisted Ensemble methods.

training data bias, architectural differences, and di-
versity in training algorithms (Jiang et al., 2023b).
For example, GPT-4o (OpenAI, 2024) excels in
mathematical reasoning, while Claude-series mod-
els (Anthropic, 2024) demonstrate superior perfor-
mance in code generation tasks. Nevertheless, re-
training these models with mixed training data, in-
tegrating model architectures, or adjusting training
algorithms are expensive and impractical. There-
fore, these distinct capabilities motivate research
into LLM ensemble methods that leverage the di-
verse strengths of different models (Chen et al.,
2025; Frick et al., 2025; Lu et al., 2024), aiming to
achieve enhanced performance on given tasks.

The complexity of LLMs presents unique chal-
lenges for ensemble, requiring a more flexible
framework beyond previous approaches. Figure 1
illustrates the key differences between existing
ensemble methods and our proposed framework.
Ranker-based ensemble methods, as shown in Fig-
ure 1 (a), aim to select the best candidate from
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outputs generated by various LLMs (Jiang et al.,
2023b; Tekin et al., 2024). However, these meth-
ods face several significant limitations: they require
quadratic computational cost for pair-wise compar-
isons, demand additional time for selection or fu-
sion, and encounter scalability issues when scaling
to multiple LLMs. Moreover, ranker-based meth-
ods typically operate at the response-level, provid-
ing merely coarse-grained ensemble capabilities.

To address these issues, heuristic ensemble meth-
ods, shown in Figure 1 (b), perform ensemble oper-
ations at each token generation step (Yu et al., 2024;
Huang et al., 2024; Mavromatis et al., 2024; Yao
et al., 2025). While these token-level approaches
fuse probability distributions from different mod-
els through weighted averaging, they lack consid-
eration of the border context that affects ensem-
ble performance. Furthermore, both ranker-based
and heuristic ensemble methods face two critical
challenges in ensemble weight allocation: (1) they
rely on fixed or manually designed rules to assign
weights, failing to adapt to domain shifts in in-
put texts (e.g., from mathematical proofs to story
writing), thus limiting their generalization ability
across diverse contexts, and (2) they inadequately
consider context dependencies throughout the gen-
eration process, resulting in responses that may be
locally optimal but globally suboptimal. Conse-
quently, developing effective LLM ensemble meth-
ods remains an open research challenge.

In this paper, we propose a Reinforcement
Learning-assisted Framework for LLM Ensemble
(RLAE) that reformulates the ensemble process
as a reinforcement learning problem. RLAE em-
ploys RL agent(s) to dynamically adjust the ensem-
ble weights of multiple LLMs based on the input
prompt and intermediate generation states, in or-
der to maximize the quality of the final response.
Our framework is grounded in two fundamental in-
sights: (1) different models exhibit context-specific
strengths that vary across tasks, and (2) local de-
cisions in reasoning tasks affect global outcomes
through path-dependent effects (Xiong et al., 2025).
Specifically, we formulate the ensemble problem
as a Markov Decision Process, where the state
contains the input prompt and generated response
history, while the action space determines the en-
semble weights at each generation step. To strike a
balance between response-level and token-level ap-
proaches, RLAE implements a span-level ensemble
strategy, an approach that has shown considerable
promise in recent work (Xu et al., 2025b; Lv et al.,

2024). While our framework maintains flexibility
in its reward function design, we primarily define
the output response quality as the reward signal to
directly align with the ultimate goal of LLM ensem-
ble. We instantiate RLAE using both single-agent
and multi-agent reinforcement learning algorithms.
In the multi-agent setting, we treat each LLM as
an independent agent, while in the single-agent
setting, one agent is responsible for all the ensem-
ble weights (Zhang et al., 2025b). Compared to
existing LLM ensemble methods, RLAE achieves
an effective balance between ensemble quality and
computational efficiency, ensuring the alignment
between ensemble objectives and response quality.

We evaluate our method on a diverse set of
benchmarks, including general reasoning, math-
ematical and scientific problem solving, and code
generation. Experimental results demonstrate that
RLAE outperforms baseline approaches in both
performance and computational efficiency. Addi-
tionally, our framework exhibits generalization ca-
pabilities across different tasks without retraining.

Overall, our key contributions are:

• We innovatively formulate the LLM ensem-
ble pipeline as a reinforcement learning task
and propose RLAE, a reinforcement learning-
assisted framework for ensemble. To the best
of our knowledge, this is the first framework
that uses reinforcement learning to adaptively
optimize ensemble weights.

• We employ both single-agent and multi-agent
reinforcement learning algorithms to instan-
tiate our framework, each demonstrating dis-
tinct advantages in different scenarios.

• We provide extensive experimental evidence
to demonstrate RLAE’s effectiveness and gen-
eralization capabilities, which improves the
performance by up to 3.3% accuracy points
compared to previous ensemble methods.

2 Related Works

LLM Ensemble. Recent advances in LLM ca-
pabilities have sparked significant interest in en-
semble methods that combine multiple models to
achieve superior performance. Current approaches
can be categorized into three main types: token-
level, response-level, and span-level ensembles.
Token-level methods, such as GAC (Yu et al.,
2024), DEEPEN (Huang et al., 2024), and PACK-
LLM (Mavromatis et al., 2024), combine probabil-
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Figure 2: The RLAE framework. Top row: at each generation step, our RL agent makes actions (ensemble weights)
based on the input prompt and history response; the reward feedback is used to train the policy network of the RL
agent with the PPO or MAPPO loss. Bottom row: visualization of the iterative generation process of our RL-assisted
ensemble framework, where the reward feedback from the final output is continuously used to train the RL agent.

ity distributions during generation through vocabu-
lary alignment and distribution projection. While
these methods enable fine-grained ensemble, they
often compromise semantic coherence and struggle
with computational complexity. Response-level ap-
proaches, including LLM-BLENDER (Jiang et al.,
2023b) and LLM-TOPLA (Tekin et al., 2024),
select or combine complete responses after genera-
tion. While these methods are practical for black-
box LLMs, they are unable to effectively leverage
the complementary strengths of different models.
Besides, both approaches are constrained by fixed
weight allocation strategies and insufficient consid-
eration of context dependencies. In this paper, we
propose a RL-assisted framework that dynamically
adjusts ensemble weights based on the prompt and
generation history. Our method aligns with span-
level approaches, such as SWEETSPAN (Xu et al.,
2025b) and SPECFUSE (Lv et al., 2024), which
operate on sequences of spans to achieve a balance
between granularity and efficiency.

Reinforcement Learning in LLM. Reinforce-
ment learning has been extensively used to enhance
LLM capabilities. Reinforcement learning from
human feedback (RLHF) leverages human pref-
erences to guide model outputs (Ouyang et al.,
2022; Tu et al., 2025), while reinforcement fine-
tuning (RFT) employs task-specific rewards for

performance improvements in tasks (Guo et al.,
2025; Fu et al., 2025; Xu et al., 2025a; Chai
et al., 2025; Zhang et al., 2025a). Additionally,
LLM routing (Zheng et al., 2025) or mixture-of-
agents (MoA) (Chakraborty et al., 2025) methods
employ RL to dynamically select the most appro-
priate LLM or expert based on input prompt or in-
termediate generation steps. However, these appli-
cations typically focus on selecting or fine-tuning
individual models rather than coordinating multiple
models for ensemble. In contrast, our framework
represents the first to apply RL for adaptive ensem-
ble weight adjustment, enabling the integration of
the strengths of different models.

3 Methodology

In this section, we introduce RLAE, a reinforce-
ment learning-assisted framework designed for dy-
namic LLM ensemble that facilitates collabora-
tive inference among models with complementary
strengths. As illustrated in Figure 2, RLAE em-
ploys a RL agent to adjust ensemble weights based
on both the input prompt and intermediate gen-
eration responses. We organize this section as
follows: Section 3.1 formalizes the LLM ensem-
ble problem, Section 3.2 details our Reinforcement
Learning-Assisted LLM Ensemble Framework, and
Section 3.3 presents our training methodology.

13454



3.1 Problem Formulation
LLM Ensemble Problem. Consider a set of K
foundational LLMs M = {M1, . . . ,MK} with
corresponding parameters {θ1, . . . , θK}. For a
given input prompt x = (x1, . . . , xm) of length
m, the ensemble generates an output sequence
y = (y1, . . . , yH) of length H through iterative
probability fusion:

p(yh|x,y<h) =
K∑

k=1

w
(k)
h pMk

(yh|x,y<h, θk),

(1)
where w

(k)
h ∈ [0, 1] denotes the ensemble weight

assigned to model Mk at generation step h, satisfy-
ing the constraint

∑K
k=1w

(k)
h = 1, and pMk

(yh|·)
is the probability of the h-th token generated by
model Mk. The history context ch = (x,y<h) con-
tains both the input prompt and previously gener-
ated tokens, while a weight function πϕ : C×M→
∆K−1, parameterized by ϕ, determines the weights
over the (K − 1)-dimensional probability simplex.

Span-Level Ensemble. Traditional LLM ensem-
ble approaches (Yu et al., 2024; Huang et al., 2024;
Mavromatis et al., 2024) typically combine proba-
bilities across the entire vocabulary at each genera-
tion step. This approach imposes significant com-
putational overhead during inference, adversely af-
fecting both performance and efficiency. To ad-
dress these challenges while maintaining semantic
coherence, we implement span-level ensemble, an
approach increasingly explored in recent work (Xu
et al., 2025b; Lv et al., 2024). Instead of adjusting
weights for individual tokens, our method applies
consistent weights at the span level, where each
span zt comprises L consecutive tokens:

zt = (yt,1, yt,2, . . . , yt,L), (2)

where zt represents tokens generated in the t-th
span, and L is a predefined span length. This
strategic approach reduces decision points from H
(token-level) to ⌈H/L⌉ (span-level), substantially
improving computational efficiency while ensuring
semantic continuity. This design enables the RL
agent to focus on examining model contributions
at span-level, streamlining the state-action space
for RL training and enhancing response quality.
Furthermore, following GAC (Yu et al., 2024), we
recognize that not all generation steps in the span
necessarily require ensembling. Therefore, we se-
lectively ensemble only critical tokens within each

span, further optimizing computational efficiency
without compromising generation quality.

Essential Elements of MDP. We formulate the
LLM ensemble as a Markov Decision Process
(MDP) with the following components:

• State (st): The state is represented as st =
(x, z<t), capturing both the input prompt and
the response up to the current span t.

• Action (at): The action at span t is defined
as at = (w

(1)
t , . . . , w

(K)
t ), representing the

ensemble weights across models for the next
span generation, where

∑K
k=1w

(k)
t = 1 and

w
(k)
t ∈ [0, 1] for all k.

• Reward (r(st, at)): The reward function eval-
uates the generation quality. For terminal
states, it uses task-specific metrics. For in-
termediate states, it employs a process reward
model that provides dense feedback.

• Transition (P (st+1|st, at)): The transition
function defines the environment dynamics
based on the current state and action. In LLM
ensemble, this is determined by the weighted
combination of model probabilities for gener-
ating the next span of tokens.

• Policy (πϕ(at|st)): As the weight function
mentioned before, the policy function defines
the ensemble weight distribution across mod-
els based on the current state.

Previous LLM ensemble approaches often com-
pute fixed weights across the entire dataset (Chen
et al., 2025; Lu et al., 2024), which fails to cap-
ture the context-dependent nature of model per-
formance. These methods typically assign fixed
weights to each model based on performance
metrics or heuristic rules, ignoring how model
strengths vary across different inputs and gener-
ation steps. In contrast, our reinforcement learning-
assisted framework, RLAE, learns to dynamically
adjust weights based on the prompts and interme-
diate generation states, effectively adjusting the
ensemble weights.

3.2 Reinforcement Learning-Assisted LLM
Ensemble Framework (RLAE)

Our ensemble procedure operates in an autoregres-
sive manner, which adjusts weights dynamically at
the end of each span. The process is formalized
in Algorithm 1 in Appendix A. The algorithm be-
gins with an empty output sequence and iteratively
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builds the response span by span. At each span,
the RL agent evaluates the current state, which in-
cludes the input prompt and generated responses.
Based on this evaluation, the RL agent samples
a weight distribution across the base models, de-
termining their relative contributions to the next
span. These weights remain fixed throughout the
span generation, with each token sampled from the
weighted probability distribution of the ensemble.
This process continues until reaching either the de-
sired output length or the termination token <EOS>.
The RL agent’s policy πϕ learns to assign appropri-
ate weights by analyzing input patterns and partial
generations, effectively identifying which models
are most reliable for different contexts. This dy-
namic adaptation allows the ensemble to leverage
the strengths of each base model while mitigat-
ing their individual weaknesses, resulting in higher
quality generations. Another key challenge in LLM
ensemble stems from the fact that different LLMs
are trained based on different tokenizers, result-
ing in diverse vocabulary sets across models. To
address vocabulary mismatch, RLAE projects prob-
ability vectors from multiple LLMs into a unified
vocabulary space through a mapping matrix. More
details can be found in Appendix D.

3.3 Training Process of RLAE

For optimization, the RL agent employs Proximal
Policy Optimization (PPO) (Schulman et al., 2017)
for single-agent training and its multi-agent variant
(MAPPO) (Yu et al., 2022) for multi-agent sce-
narios. The training process consists of iteratively
collecting trajectories by executing the current pol-
icy on input prompts, followed by policy and value
function optimization. Algorithm 2 in Appendix A
provides a detailed description of this process.

3.3.1 Single-Agent Training

In the single-agent version RLAEPPO, we formu-
late the ensemble process as a centralized decision-
making problem, where a single RL agent controls
the weights of all LLMs simultaneously. At each
step, the agent observes the current state and out-
puts a weight distribution over base models, de-
termining their relative contributions to the output.
We optimize RLAEPPO using PPO, which employs
a policy network (actor) that dynamically adjusts
ensemble weights, coupled with a value network
(critic) that estimates expected returns. The objec-

tive function of PPO is:

LPPO(ϕ) = min

(
πϕ(a|s)
πϕold

(a|s)A
πϕold (s, a),

clip

(
πϕ(a|s)
πϕold

(a|s) , 1− ϵ, 1 + ϵ

)
Aπϕold (s, a)

)
,

(3)
where πϕ/πϕold

denotes the importance sampling
ratio, which measures the difference between the
new and old policies, and ϵ serves as the clip-
ping parameter constraining policy updates. The
advantage function A(s, a) is estimated using
GAE (Schulman et al., 2016):

A(s, a) =

∞∑

l=0

(γλ)l δt+l, (4)

δt = rt + γV (st+1)− V (st), (5)

where γ is the discount factor, λ is the GAE pa-
rameter, δt is the temporal difference (TD) error,
and V (s) is the value function. The value network
is trained to minimize the mean squared error be-
tween its predictions and the actual returns, which
is detailed in Appendix C.

3.3.2 Multi-Agent Training
As the number of base models increases, the single-
agent approach faces challenges in managing the
expanding joint action space and modeling com-
plex interactions between base models. To ad-
dress these limitations, we reformulate the prob-
lem as a Markov game (see Appendix E for de-
tails) where each LLM is controlled by an indepen-
dent RL agent that determines its model’s contri-
bution weight. This design offers three advantages:
(1) It decomposes the complex joint action space
into smaller individual action spaces, reducing the
dimensionality of the learning problem for each
agent; (2) It enables each RL agent to specialize in
understanding its corresponding model’s strengths
and weaknesses; and (3) It facilitates more flexible
scaling through independent agent addition.

In RLAEMAPPO, we optimize RL agents using
MAPPO, which extends PPO to a multi-agent set-
ting. Each RL agent outputs a scalar logit value
through its own policy network. These logits are
then concatenated and passed through a Softmax
function to obtain the final ensemble weights that
sum to 1. The agents share a centralized critic that
coordinates global rewards, following the central-
ized training with decentralized execution (CTDE)
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paradigm (Gronauer and Diepold, 2022). The ob-
jective function of MAPPO is:

LMAPPO(ϕ) =
1

K

K∑

k=1

min

(
πϕ(a

(k)|s)
πϕold

(a(k)|s)A
(k),

clip

(
πϕ(a

(k)|s)
πϕold

(a(k)|s) , 1− ϵ, 1 + ϵ

)
A(k)

)
,

(6)
where πϕ(a

(k)|s) is the policy of agent k. The
centralized critic takes the global state as input to
better estimate the value function, facilitating more
effective credit assignment across agents. This de-
sign allows for context-aware weight adjustments
while maintaining alignment with overall ensemble
objectives through shared reward signals.

4 Experiments

4.1 Experimental Settings

Benchmarks. We evaluate our method on seven
benchmarks across three capability dimensions:
(1) General Ability: MMLU (0-shot) (Hendrycks
et al., 2021), a multiple-choice dataset covering
57 subjects across STEM, humanities, and social
sciences; ARC-C (0-shot) (Clark et al., 2018), con-
taining questions from standardized science ex-
ams for grades 3-9; and TriviaQA (5-shot) (Joshi
et al., 2017), a factual question-answering dataset
compiled by trivia enthusiasts to test retrieval of
world knowledge. (2) Math and Science Abil-
ity: GSM8K (5-shot) (Cobbe et al., 2021), featur-
ing linguistically diverse grade school math word
problems requiring multi-step reasoning; PIQA
(0-shot) (Bisk et al., 2020), a physical common-
sense reasoning dataset; and GPQA (5-shot) (Rein
et al., 2024), a graduate-level professional question-
answering benchmark focusing on physics, chem-
istry, and biology. (3) Code Generation: MBPP
(0-shot) (Austin et al., 2021), where models gener-
ate Python code for basic programming problems
designed for entry-level programmers.

Base Models. As ensemble methods typically
work better with models of comparable perfor-
mance but diverse capabilities, we select a set of
models with similar parameter scales. Our base
LLMs includes Llama-3.1-8B-Instruct (Grattafiori
et al., 2024), Qwen-2-7B-Instruct (Yang et al.,
2024a), Qwen-2.5-7B-Instruct (Yang et al., 2024b),
Mistral-7B-Instruct-v0.3 (Jiang et al., 2023a), and
OpenChat-3.5 (Wang et al., 2024).

Baselines. We compare our method against three
representative LLM ensemble approaches: (1)
PAIRRANKER, the key component of LLM-
BLENDER (Jiang et al., 2023b), which employs
pairwise comparison to evaluate candidate out-
puts from different LLMs and selects the highest-
scoring response as the final output (we omit GEN-
FUSER due to its significant refusal rate on our
benchmarks); (2) GAC (Yu et al., 2024), which con-
structs a union dictionary by combining vocabular-
ies from multiple models and projects each model’s
token distribution onto this unified space for aggre-
gated token selection at each generation step; and
(3) DEEPEN (Huang et al., 2024), which lever-
ages relative representation theory to map prob-
ability distributions from different models into a
shared space for aggregation, using the intersection
of model vocabularies as the basis for this projec-
tion. These baselines represent diverse approaches
to LLM ensemble, spanning ranker-based ensem-
ble and heuristic ensemble methods.

Implementation Details. For the RL agent archi-
tecture, we select DeBERTa-V3-Large (He et al.,
2021), a compact yet powerful model with around
400M parameters to minimize training overhead.
For reward design, we employ a rule-based sparse
reward model that provides feedback only at the
terminal state of generation, utilizing benchmark-
specific evaluation metrics such as accuracy. Al-
though reward computation introduces some com-
putational overhead during training, it is worth not-
ing that RLAE operates without requiring any re-
ward or supervision signals at inference time.

4.2 Main Results
Tables 1 and 2 demonstrate the performance of our
proposed RLAE framework compared to base mod-
els and baseline ensemble methods across various
benchmarks. Overall, our method consistently out-
performs existing methods in most scenarios, with
RLAEMAPPO achieving a superior average score of
70.1 in the primary experimental set, surpassing all
base models and ensemble methods. From these
results, we derive several observations:

(1) Effective Performance Enhancement with
Comparable Base Models. Our experiments
demonstrate significant improvements when ensem-
bling models with similar performance levels. For
instance, when combining Llama-3.1 and Qwen-2,
which have a relatively small performance gap of
1.5 points on MMLU, RLAEMAPPO achieves a sub-
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Dataset
MMLU ARC-C GPQA GSM8K MBPP

2 LLMs 3 LLMs 2 LLMs 3 LLMs 2 LLMs 3 LLMs 2 LLMs 3 LLMs 2 LLMs 3 LLMs

Llama-3.1-8B-Instruct 66.8 66.8 79.5 79.5 32.8 32.8 84.5 84.5 69.6 69.6

Qwen-2-7B-Instruct 65.3 65.3 81.9 81.9 34.3 34.3 85.7 85.7 67.2 67.2

Qwen-2.5-7B-Instruct 68.2 68.2 84.3 84.3 36.4 36.4 91.6 91.6 76.3 76.3

PAIRRANKER (Jiang et al., 2023b) 63.8 69.1 78.6 82.8 32.7 34.2 86.8 91.7 66.1 64.5

GAC (Yu et al., 2024) 67.5 67.8 82.1 84.5 35.0 33.4 83.1 88.1 68.6 74.6

DEEPEN (Huang et al., 2024) 67.1 68.0 81.8 84.1 33.8 32.6 84.2 86.2 69.9 69.9

RLAEPPO 68.5 69.2 82.8 84.7 35.1 36.1 86.9 91.3 70.5 75.8

RLAEMAPPO 69.1 70.1 83.4 85.6 34.7 35.3 87.4 92.5 69.8 75.3

Table 1: Performance of LLM ensemble. 2 LLMs mean Llama-3.1 and Qwen-2; 3 LLMs mean Llama-3.1, Qwen-2,
and Qwen-2.5. Highlight indicates the best performing method, while bold indicates the second best.

Model
Dataset

MMLU ARC-C TriviaQA GSM8K PIQA

Mistral-7B-Instruct-v0.3 59.3 74.5 64.3 56.5 80.6

OpenChat-3.5 60.8 78.1 61.7 73.4 87.1

PAIRRANKER 60.3 75.9 56.3 67.7 82.9

GAC 55.3 73.8 62.2 60.8 69.2

DEEPEN 61.8 71.6 67.3 69.4 77.5

RLAEPPO 61.1 79.2 67.5 66.6 81.2

RLAEMAPPO 62.5 78.4 65.6 67.9 80.8

Table 2: Performance of ensemble methods with Mistral
7B and OpenChat 3.5.

stantial 2.3-point improvement over the stronger
base model. We observe similar gains on ARC-C,
where RLAEMAPPO increases performance to 83.4
points, representing a 1.5-point improvement over
base model performance. However, the improve-
ments become more modest when incorporating
Qwen-2.5, which outperforms other models by 2.9
points on MMLU. In this case, the ensemble yields
only a 1.9-point improvement to reach 70.1 points,
highlighting the challenges in effectively combin-
ing models with larger performance disparities.

(2) RLAEMAPPO Superiority with Heteroge-
neous Base Models. In scenarios with signif-
icant performance variations among base mod-
els, RLAEMAPPO demonstrates advantages over
RLAEPPO. This superiority stems from several
key factors: First, the multi-agent framework al-
lows each agent to specialize in modeling a spe-
cific LLM’s behavior patterns and output charac-
teristics, leading to more accurate weight assign-
ments. Second, the shared critic in MAPPO enables
agents to learn from each other’s experiences while
maintaining their individual policies, facilitating
better coordination when base models have com-

plementary strengths. For example, we observe
that RLAEMAPPO learns to leverage Qwen-2’s su-
perior performance on STEM questions, which are
shown in Appendix G. These advantages are em-
pirically validated in our three-model ensemble
results, where RLAEMAPPO achieves a 0.3 point
improvement over the single-agent RLAEPPO, with
particularly high gains on questions requiring di-
verse domain expertise.

(3) RLAEPPO Advantage in Code Generation.
Notably, RLAEPPO outperforms RLAEMAPPO on
the MBPP programming benchmark (75.8 versus
75.3 in three-model settings). We attribute this to
the nature of code generation tasks, which require
maintaining global consistency throughout the gen-
eration process. This aligns with findings from
traditional reinforcement learning research, where
single-agent approaches provide more consistent
control and better performance in tasks requiring
coordinated actions, as demonstrated in robotics
control tasks like MuJoCo simulations (Brockman
et al., 2016; Peng et al., 2021).

4.3 Analysis

To comprehensively evaluate RLAE, we conduct
extensive analyses focusing on three critical as-
pects: computational efficiency in terms of time
latency, generalization capabilities across different
tasks, and ablation studies on key components. All
analysis experiments utilize a two-LLM ensemble
configuration (Qwen-2 and LLaMA-3.1).

Latency Analysis. In order to evaluate the com-
putational efficiency of our method, we test the
latency (ms/token) across different ensemble con-
figurations. As illustrated in Figure 3, our method
achieves latency comparable to GAC, which is sub-
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stantially lower than that of PAIRRANKER and
DEEPEN. Despite incorporating an additional RL
agent with 400M parameters, our method maintains
competitive efficiency through span-level ensem-
ble optimization, which reduces the frequency of
weight adjustments.
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Figure 3: Time latency comparison of different methods.

Dataset PAIRRANKER RLAEPPO RLAEMAPPO

ARC-C 78.6 82.8 83.4

MMLU→ARC-C 74.8 (-3.8) 82.2 (-0.6) 83.0 (-0.4)

Table 3: Generalization of RLAE and PAIRRANKER
from MMLU to ARC-C.

Generalization of RL Agent. To assess the gen-
eralization capability of our method, we conduct
a cross-task evaluation by directly applying the
RL agent and PAIRRANKER trained on MMLU to
ensemble LLMs on ARC-C, a related but distinct
task. As shown in Table 3, while PAIRRANKER

exhibits significant performance degradation on
ARC-C (3.8 points lower compared to direct train-
ing), our method demonstrates remarkable general-
ization with only minimal performance drops (0.6
and 0.4 points for PPO and MAPPO, respectively).
These results highlight the generalization capabili-
ties of RLAE across different tasks. More results
can be found in Appendix F.

Effect of Ensemble Weights by RL. To evalu-
ate the effectiveness of our RL-based weight gen-
eration approach, we conduct comparative exper-
iments against baseline weighting strategies, in-
cluding uniform weighting and perplexity-based
weighting. For perplexity-based weighting, we cal-
culate the perplexity (PPL) score as:

PPLk(x) = exp

(
− 1

m

m∑

i=1

log pMk
(xi|x<i)

)

(7)

where lower PPL indicates higher model confi-
dence and receives the higher ensemble weight.

As shown in Figure 4, RLAE outperforms base-
lines in both single-agent and multi-agent settings.
Besides, uniform weighting performs better on
MMLU, while perplexity-based weighting achieves
superior results on GSM8K. This suggests that pre-
vious methods require task-specific weight adjust-
ments, whereas RLAE automatically adapts to dif-
ferent tasks without manual intervention.
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Figure 4: Performance comparison of different weight-
ing methods across tasks.

A
cc

ur
ac

y 
(%

)

86.5

87.0

87.5

88.0

1 2 4 8 16
Span Length

87.1

86.5

86.9
87.0

87.3

86.9

87.1

87.6

87.4

87.5

RLAEPPO
RLAEMAPPO

A
cc

ur
ac

y 
(%

)

67.5

68.0

68.5

69.0

1 2 4 8 16
Span Length

67.6

68.0

68.5
68.3

67.8

69.5

68.2

68.7

69.1 69.0 69.2

(a) MMLU

(b) GSM8K

Figure 5: Span length ablation study on different tasks.

Effect of the Span Length. To explore the im-
pact of span length on performance, we conduct an
ablation study varying the span length from 1 to
16 and evaluate the performance of different meth-
ods. The ablation results are shown in Figure 5,
indicating that RLAEPPO is more sensitive to span
length compared to RLAEMAPPO. Additionally, the
impact of span length on performance varies across
different tasks. The span length of 4 used in our
main experiments proves to be a balanced choice.
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5 Conclusion

In this paper, we introduce RLAE, a novel rein-
forcement learning-assisted framework for LLM
ensemble that significantly enhances LLM capa-
bilities by dynamically combining the complemen-
tary strengths of different models. By formulating
the ensemble problem as a Markov Decision Pro-
cess at the span level, RLAE adaptively adjusts
ensemble weights based on both prompt and re-
sponses, enabling flexible and efficient generation.
Unlike previous ensemble methods, we employ
single-agent and multi-agent RL algorithms to opti-
mize the ensemble process. Extensive experiments
demonstrate that our RL-based framework achieves
not only substantial improvements but also gener-
alization capabilities across different tasks.

Limitations

Due to the inherent nature of the ensemble, our
approach, like other ensemble methods, requires
increased computational resources compared to
single-model inference. While parallel execution
on separate GPUs limits latency to that of the slow-
est model, the computational demand still scales
linearly with the number of models. This creates
resource challenges, especially during initial infer-
ence. Furthermore, the effectiveness of our method
is closely tied to reward design, where current met-
rics such as accuracy may not comprehensively
align with generation quality.

Future work could explore efficient model selec-
tion mechanisms that identify an optimal subset of
models prior to inference, thereby reducing compu-
tational overhead while maintaining ensemble ef-
fectiveness. Additionally, other promising research
directions include developing reward modeling ap-
proaches that better capture generation quality and
incorporating human feedback to improve align-
ment with human preferences.
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Appendix

A Pseudocode of RLAE

We describe the ensemble generation and training
process in Algorithm 1 and Algorithm 2.

Algorithm 1 Ensemble Generation for RLAE

Input: Prompt x, base models {M1, . . . ,MK},
controller policy πϕ, span length L
Output: Generated response y
Initialize y0 ← ∅
for t = 0, 1, . . . , ⌈H/L⌉ − 1 do
// Construct current state
st ← (x, z<t)
// Sample weights from policy

at ← (w
(1)
t , . . . , w

(K)
t ) ∼ πϕ(·|st)

for h = tL, . . . ,min ((t+ 1)L− 1, H) do
Generate ensemble probability by Eq. (1)
// Sample next token
yh ∼ P (yh|x,y<h)
z<t+1 ← z<t ⊕ yh

end for
end for
return y

Algorithm 2 Training Process for RLAE

Input: Base models {M1, . . . ,MK}, initial pol-
icy πϕ, dataset D
Output: Trained policy πϕ
for each epoch do

Initialize buffer B ← ∅
for prompt x in D do

Initialize y0 ← ∅, trajectory τ ← ∅
for each span t do
st ← (x, z<t), at ∼ πϕ(·|st)
// Sample Spans
Generate span using Algorithm 1
Compute reward rt
Add (st, at, rt) to trajectory τ

end for
Add τ to buffer B

end for
Update policy using Eq. (3) or Eq. (6)

end for
return πϕ

B Hyperparameters and Computational
Resources

The hyperparameters used in our experiments are
shown in Table A1. All experiments are conducted
on 8 NVIDIA A100 GPUs.

Hyperparameter Explanation Values
ϵ Clip range 0.2

γ Key GAE parameter 0.99

λ Key GAE parameter 0.95

L Span length 4

|B| Buffer size 128

lr Maximum learning rate 1e-4

lr_scheduler Learning rate schedule cosine

num_epochs Number of training epochs 3

entropy_coef Entropy coefficient 0.01

Table A1: Hyperparameters used in our experiments.

C Details of Value Network

The value function (critic) plays a crucial role in
reinforcement learning, as it estimates the expected
return of the current state. In our work, we adopt
a shared network architecture (Huang et al., 2022)
where both the value network and policy network
utilize the same DeBERTa-v3-large model. Then
RLAE builds a value head and a policy head that
share the output of the DeBERTa-v3-large model.
The value network is trained to minimize the mean
squared error (MSE) loss between its predictions
and the target values:

LV =
∑

(st,at,rt)

(Vϕ(st)− V̂t)
2 (A1)

where Vϕ(st) is the value prediction for state st,
and V̂t =

∑T−t
l=0 γlrt+l is the target value com-

puted by the reward function rt.

D Vocabulary Mismatch

We adopt the approach proposed in GAC (Yu et al.,
2024) to address this vocabulary mismatch, which
projects probability vectors from multiple LLMs
into a unified vocabulary space through a mapping
matrix. Specifically, we construct a comprehen-
sive unified vocabulary set Vu by aggregating to-
kens from each base model in our ensemble. Dur-
ing the construction of this unified vocabulary, we
eliminate any duplicate tokens while preserving all
unique tokens present across the different model
vocabularies. For tokens that exist in the unified set
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Vu but are absent from a particular model’s vocabu-
lary Vk, we implement a principled zero-probability
assignment strategy, where the generation proba-
bility of such tokens from model Mk is explicitly
set to 0. This principled approach allows us to
aggregate outputs from different models at each
generation step to select the next token, ensuring
comprehensive coverage of the token space while
maintaining proper probability distributions across
models with heterogeneous tokenization schemes.
Recently, UNITE (Yao et al., 2025) proposes to
match the vocabulary by considering only the union
of top-k tokens from each model. This approach
eliminates the need for full vocabulary alignment
and reduces computational overhead, while being
complementary to our method.

E Markov Game

For the multi-agent setting, we extend beyond the
Markov Decision Process (MDP) framework and
formulate the ensemble problem as a Markov Game
(MG) (Littman, 1994). A MG generalizes MDP to
multiple interacting agents and is formally defined
by a tuple ⟨K,S,A,P,R, γ⟩, where:

• K = {1, . . . ,K} is the set of agents, with
each agent corresponding to ensemble weight.

• S is the state space, representing the current
prompt and generation history.

• A is the action space, which determines the
ensemble weight assigned to the correspond-
ing LLM’s output.

• P : S ×A×S → [0, 1] is the state transition
probability function.

• R : S × A × S → R is the reward function
for all agents.

• γ ∈ [0, 1] is the discount factor.

At each step, all agents observe the current state
st and simultaneously select actions ak according
to their policies πk. The environment then transi-
tions to a new state st+1 based on the joint actions,
and each agent receives its individual reward r.
The goal of each agent is to maximize its expected
discounted return:

Jk(πk) = Eπk,π−k

[ ∞∑

t=0

γtrt

]
(A2)

where π−k denotes the joint policy of all agents
except agent k. This formulation enables coopera-

tive behavior among agents through the reward de-
sign, while allowing each agent to learn specialized
ensemble policies based on their corresponding
LLM’s strengths.

F Additional Experimental Results on
Generalization

We provide additional experimental results on the
generalization in Tables A2. The results show that
the RL-assisted framework can achieve better gen-
eralization on different tasks.

Dataset PAIRRANKER RLAEPPO RLAEMAPPO

GPQA 32.7 35.1 34.7

ARC-C→GPQA 27.3 (-5.4) 33.3 (-1.8) 32.6 (-2.1)

Table A2: Generalization from ARC-C to GPQA.

G Ensemble Weights Visualization

In this section, we provide the visualizations of the
ensemble weights across different benchmarks. We
first visualize the ensemble weight differences be-
tween different benchmarks, as shown in Figure A1.
The experimental results demonstrate that different
benchmarks require distinct ensemble weights. For
instance, Llama-3.1-8B-Instruct achieves higher
weights on MMLU, while Qwen-2-7B-Instruct ob-
tains higher weights on STEM-related tasks like
GPQA and GSM8K. Through reinforcement learn-
ing training, our proposed method RLAE can adap-
tively adjust ensemble weights to achieve better
performance across different benchmarks. Then,
we provide a demo of the ensemble weights visual-
ization in a single response, as shown in Figures A2
and A3. We conducted the visualization on two dif-
ferent prompts, and the experimental results show
that RLAE can leverage the advantages of differ-
ent models by adjusting ensemble weights, thus
achieving better performance on different tasks.

0.00

0.25
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0.75

1.00

MMLU

Llama-3.1-8B-Instruct Qwen-2-7B-Instruct

ARC-C GPQA GSM8K MBPP

Figure A1: Ensemble weights across different bench-
marks. We calculate the average weights across different
benchmarks.
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Ensemble Weight Visualization Demo 1

Prompt: 1.5 chickens lay 1.5 eggs in 1.5 days. How many eggs will 9 chickens lay in 9 days?
Answer: 54

Llama-3.1-8B-Instruct: Step 1: Determine the rate at which the chickens lay eggs. 1.5
chickens lay 1.5 eggs in 1.5 days, so the rate of egg laying per chicken per day is 1.5 eggs
/ 1.5 chickens / 1.5 days = 1 egg / 1 chicken / 1 day. Step 2: Calculate the number of eggs
1 chicken lays in 9 days. Since 1 chicken lays 1 egg in 1 day, in 9 days, 1 chicken will lay
9 eggs. Step 3: Calculate the total number of eggs 9 chickens will lay in 9 days. Since 1
chicken lays 9 eggs in 9 days, 9 chickens will lay 9 * 9 = 81 eggs in 9 days. The final answer
is: 81

Qwen-2-7B-Instruct: To solve the problem, we can start by determining the egg-laying
rate of the chickens and then apply that rate to the given conditions. First, we know that
1.5 chickens lay 1.5 eggs in 1.5 days. We can use this information to find out how much
one chicken can lay in 1.5 days. Since 1.5 chickens lay 1.5 eggs in 1.5 days, one chicken
would lay: 1.5 eggs

1.5 chickens = 1 egg in 1.5 days So, one chicken lays 1 egg in 1.5 days. Now,
we need to find out how many eggs one chicken lays in one day. Since 1 chicken lays 1
egg in 1.5 days, it will lay: 1 egg

1.5 days = 2
3 egg per day Next, we need to find out how many

eggs 9 chickens will lay in 9 days. Since one chicken lays 2
3 egg per day, 9 chickens

will lay: 9 → 2
3 eggs per day = 6 eggs per day Now, we need to find out how many eggs 9

chickens will lay in 9 days. Since 9 chickens lay 6 eggs per day, in 9 days they will lay:
9→ 6 eggs = 54 eggs So, 9 chickens will lay 54 eggs in 9 days.

RLAE: To solve this problem, we need to determine the rate at which the chickens lay eggs
and then use that rate to find out how many eggs 9 chickens will lay in 9 days. First, let’s find
the rate at which the chickens lay eggs. We know that 1.5 chickens lay 1.5 eggs in 1.5 days.
This means that 1 chicken would lay: 1.5 eggs

1.5 chickens = 1 egg per chicken in 1.5 days. Next, we
need to find out how many eggs 1 chicken lays in 1 day. Since 1 chicken lays 1 egg in 1.5
days, the rate for 1 chicken per day is that: 1 egg

1.5 days = 2
3 eggs per day. Now, we need to find

out how many eggs 9 chickens will lay in 9 days. If 1 chicken lays 2
3 eggs per day, then

9 chickens will lay: 9→ 2
3 eggs per day = 6 eggs per day. If 9 chickens lay 6 eggs per day,

then in 9 days they will lay: 6 eggs per day→ 9 days = 54 eggs. Therefore, the number of
eggs that 9 chickens will lay in 9 days is: 54

(Legend: The background colors indicate the relative weights of Llama-3.1-8B-Instruct
and Qwen-2-7B-Instruct in the ensemble. Darker shades represent higher weights, showing
each model’s contribution to the final response.)
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Figure A2: Visualization demo 1 of ensemble weights in a single response.

13465



Ensemble Weight Visualization Demo 2

Prompt: A decade ago, the population of a city was 55,182 people. Now, it is 170% larger.
What is the city’s current population?
Answer: 148,991

Llama-3.1-8B-Instruct: Let’s solve this step by step: Step 1: Determine the original
population of the city. The original population of the city was 55, 182 people. Step 2:
Calculate the increase in population. The city’s population is now 170% larger than it was
a decade ago. To find the increase, we need to calculate 170% of the original population:
170% of 55, 182 is 170

100 → 55, 182. Step 3: Calculate 170% of the original population:
170
100 → 55, 182 = 1.7 → 55, 182 = 93, 909.4 Step 4: Calculate the current population of
the city. To find the current population, we add the original population to the increase:
55, 182 + 93, 909.4 Step 5: Perform the addition: 55, 182 + 93, 909.4 = 149, 091.4 Step
6: Since population must be a whole number, we round 149, 091.4 to the nearest integer.
Therefore, the final answer is: 149, 091

Qwen-2-7B-Instruct: To find the current population of the city, we start with the population
from a decade ago and determine how much it has increased. We know that the population
is now 170% larger than it was a decade ago. This means the current population is 100%
of the original population plus an additional 170% of the original population. Let’s denote
the population a decade ago as Pold. According to the problem, Pold = 55, 182. The current
population, Pnew, is given by: Pnew = Pold + 1.7→ Pold = Pold → (1 + 1.7) = Pold → 2.7
Substituting the value of Pold: Pnew = 55, 182 → 2.7 Now, we perform the multiplication:
55, 182→ 2.7 = 55, 182→ (2+0.7) = 55, 182→ 2+55, 182→ 0.7, 55, 182→ 2 = 110, 364,
55, 182→ 0.7 = 38, 627.4, 110, 364 + 38, 627.4 = 148, 991.4. Since population is typically
expressed as a whole number, we round 148,991.4 to the nearest whole number, which is
148,991. Thus, the current population of the city is 148,991.

RLAE: To find the current population of the city, we need to calculate how
much larger the population has become and then add that amount to the origi-
nal population. First, let’s determine what "170% larger" means in terms of
the original population: Increase = Original Population→ Percentage Increase/100. Given:
Original Population = 55, 182, Percentage Increase = 170%. Now, plug
these values into the formula: Increase = 55, 182→ 170

100 = 55, 182→ 1.7 = 93, 809.4.
Since population numbers must be whole numbers (you can’t have a fraction
of a person), we’ll round this to the nearest whole number: Increase ↑ 93, 809.
Now, add this increase to the original population to get the current population:
Current Population = Original Population + Increase = 55, 182 + 93, 809 = 148, 991. So,
the city’s current population is approximately 148,991 people.

(Legend: The background colors indicate the relative weights of Llama-3.1-8B-Instruct
and Qwen-2-7B-Instruct in the ensemble. Darker shades represent higher weights, showing
each model’s contribution to the final response.)
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Figure A3: Visualization demo 2 of ensemble weights in a single response.

13466


