
Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 14737–14751
November 4-9, 2025 ©2025 Association for Computational Linguistics

SSA: Semantic Contamination of LLM-Driven Fake News Detection

Cheng Xu1,3 Nan Yan2,3 Shuhao Guan1 Yuke Mei3 M-Tahar Kechadi1

1 University College Dublin 2 Georgia Institute of Technology 3 Bebxy
cheng.xu1@ucdconnect.ie tahar.kechadi@ucd.ie

Abstract

Benchmark data contamination (BDC) silently
inflate the evaluation performance of large
language models (LLMs), yet current work
on BDC has centered on direct token over-
lap (data/label level), leaving the subtler and
equally harmful semantic level BDC largely
unexplored. This gap is critical in fake news
detection task, where prior exposure to seman-
tic BDC lets a model "remember" the answer
instead of reasoning. In this work, (1) we are
the first to formally define semantic contamina-
tion for this task and (2) introduce the Semantic
Sensitivity Amplifier (SSA1), a lightweight,
model-agnostic framework that detects BDC
risks across semantic to label level via an entity
shift perturbation and a comprehensive inter-
pretable metric, the SSA Factor. Evaluating
45 variants of nine LLMs (0.5B–72B parame-
ters) across four BDC levels, we find LIAR2
accuracy climbs monotonically with injected
contamination, while the SSA Factor escalates
in near-perfect lock-step (r ≥.97, for models
≥3B, p <.05; ρ ≥.9 overall, p <.05). These
results show that SSA provides a sensitive and
scalable audit of comprehensive BDC risk and
paves the way for a more integrity evaluation
of the LLM-driven fake news detection task.

1 Introduction

Large Language Models (LLMs), exemplified by
models such as GPT (OpenAI, 2024), LLaMA
(Touvron et al., 2023a,b), and Qwen (Yang et al.,
2024; Team, 2024), have revolutionized the land-
scape of Natural Language Processing (NLP).
These models demonstrate impressive capabilities
across a broad spectrum of tasks, including ma-
chine translation (Johnson et al., 2017; Wang et al.,
2022; Bawden and Yvon, 2023), text summariza-
tion (Zhang et al., 2020, 2025a,b), sentiment analy-
sis (Yang et al., 2019; Xu and Yan, 2023; Fang et al.,
2024), and especially misinformation and fake

1https://github.com/chengxuphd/ssa

news detection (Zhou and Zafarani, 2020; Shu et al.,
2017). Despite their notable success, recent liter-
ature underscores significant concerns about the
reliability and interpretability of LLM evaluations,
particularly regarding the issue of Benchmark Data
Contamination (BDC) (Xu et al., 2024, 2025; Sun
et al., 2025). BDC occurs when benchmark-related
content appears unintentionally in LLM training
data, leading to deceptively high evaluation scores
and diminishing the validity of performance bench-
marks.

BDC has become a critical research focus due to
its direct impact on the integrity and transparency
of LLM evaluations (Lee et al., 2022; Sainz et al.,
2023; McIntosh et al., 2024; Zhou et al., 2023;
Jiang et al., 2024; Riddell et al., 2024). Xu et al.
(2024) classified BDC into four distinct levels: se-
mantic, information, data, and label, based on sever-
ity and form of contamination. While the detection
and mitigation of information, data, and label level
contamination are relatively straightforward due to
their overt and measurable nature, semantic level
contamination presents unique and challenging ob-
stacles. Semantic level contamination involves sub-
tle overlaps in meaning or conceptual similarities
between evaluation data and training corpus, rather
than direct textual duplication (Golchin and Sur-
deanu, 2024b). Such subtlety complicates both the
detection and quantification of contamination risks,
making semantic level contamination especially
detrimental for tasks requiring deep contextual un-
derstanding, such as fake news detection (Xu and
Yan, 2025).

In the realm of fake news detection, seman-
tic level contamination poses substantial risks by
skewing model performance in unpredictable ways.
Prior research demonstrates that LLMs may inter-
nalize biased or incomplete fact information during
pre-training, inadvertently leading to reliance on
memorization rather than reasoning when perform-
ing evaluation tasks (Su et al., 2023). Consequently,
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evaluations often fail to represent the genuine rea-
soning abilities of LLMs accurately. For instance,
if an LLM already possesses prior knowledge of
entities or fact contexts included in the evaluation
task, it may appear to perform exceptionally well,
not because it effectively reasons about new infor-
mation, but because it simply recalls previously
encountered content (Chen et al., 2024; Choi et al.,
2025). Such issues undermine the reliability of
benchmark datasets intended for unbiased evalua-
tion (Chang et al., 2024).

Previous approaches detecting and mitigating
BDC often adopt methods such as masking bench-
mark data (Fu et al., 2025; Jacovi et al., 2023;
Chandran et al., 2024), employing options mem-
orization evaluation techniques (Yao et al., 2024;
Golchin and Surdeanu, 2024b; Li and Flanigan,
2024; Golchin and Surdeanu, 2024a; Magar and
Schwartz, 2022), designing retrieval-based assess-
ments (Deng et al., 2024; Dong et al., 2024; Shi
et al., 2024; Lee et al., 2023), or refactoring bench-
marks (Xia et al., 2024; Zhu et al., 2024a,b; Ying
et al., 2024b; Yang et al., 2023; Wu et al., 2024; Yu
et al., 2024). However, these strategies primarily
tackle direct forms of BDC (data or label level),
leaving the more subtle semantic level contamina-
tion largely unaddressed. A notable gap remains in
systematically categorizing, detecting, and mitigat-
ing semantic level contamination, especially within
the highly sensitive context of fake news detection
tasks, where nuanced semantic understanding di-
rectly affects outcomes (Xu and Yan, 2025; Ma
et al., 2024).

Motivated by these gaps, our work mainly targets
semantic level contamination within fake news de-
tection, proposing Semantic Sensitivity Amplifier
(SSA), a comprehensive and structured BDC eval-
uation framework to address this subtle yet sig-
nificant form of BDC. Specifically, our contribu-
tions in this work are as follows: (1) We are the
first to define and analyze two subcategories of se-
mantic contamination: entity contamination and
fact contamination, tailored explicitly for the fake
news detection task; (2) We introduce SSA, a novel
BDC evaluation framework to systematically quan-
tify and evaluate comprehensive BDC risks in the
fake news detection task from semantic principles.
Collectively, our contributions aim to enhance the
integrity and interpretability of fake news detec-
tion tasks using LLMs, ultimately fostering more
trustworthy and robust NLP systems.

2 Type & Definition

Semantic contamination is particularly subtle due
to its conceptual nature rather than explicit textual
overlap. For the task of fake news detection, we
specifically distinguish between two distinct cate-
gories of semantic contamination: Entity Contam-
ination and Fact Contamination. In this section,
we provide formal definitions for these two types
of contamination and discuss their rationale and
implications within the broader context of BDC.

2.1 Entity Contamination

Entity contamination occurs when a LLM has inad-
vertently learned prior knowledge about a specific
entity present in the evaluation dataset during the
training phase (e.g., pre-training, fine-tuning). For-
mally, given an entity e, let K(e) represent the set
of factual knowledge associated with the entity e
implicitly encoded within the model’s parameters
during pre-training. Suppose that for a news item x,
mentioning entity e, the model M predicts a label
y based on the encoded knowledge:

M(x | e) → y where y ∈ { True, False }
(1)

We define entity contamination formally as follows:

Definition 1 (Entity Contamination) Given a
model M , entity e, and news item x referencing
e, entity contamination occurs if there exists
significant prior encoded knowledge K(e), such
that:

|P (y | x,K(e))− P (y | x,¬K(e))| > τ (2)

where τ is a threshold representing the tolerance
of the model’s dependence on memorized entity
knowledge. Here, P (y | x,K(e)) denotes the pre-
diction probability when the entity knowledge is
encoded, and P (y | x,¬K(e)) denotes the hy-
pothetical prediction probability absent this prior
knowledge.

We define entity contamination this way to ex-
plicitly quantify the influence of an LLM’s memo-
rized biases towards entities. Such contamination
often leads the model to favor or disfavor specific
entities based on historical or prejudicial informa-
tion rather than genuine reasoning, skewing the
evaluation metrics significantly. Differentiating
entity contamination clearly helps isolate the influ-
ence of entity-centric bias, thus facilitating precise
evaluation and mitigation strategies.
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2.2 Fact Contamination
Fact contamination, distinct from entity contam-
ination, arises from the presence of specific fac-
tual events or contexts from the evaluation data
within the pre-training corpus. Unlike entity con-
tamination, which focuses on the bias toward enti-
ties themselves, fact contamination involves mem-
orization of events, contexts, or specific details that
directly overlap with the content used during the
model evaluation.

Formally, given a fact f , let the occurrence of f
in the training corpus be denoted as C(f), and the
evaluation item referring to this fact be denoted as
xf . If the model’s prediction on the item signifi-
cantly changes when it previously encountered f
during training, factual contamination is defined as
follows:

Definition 2 (Fact Contamination) Given a
model M , fact f , and evaluation instance xf , fact
contamination occurs if the following condition
holds:

|P (y | xf , C(f))− P (y | xf ,¬C(f))| > δ (3)

Here, δ represents a sensitivity threshold indi-
cating the severity of fact contamination, and
P (y | xf , C(f)) and P (y | xf ,¬C(f)) denote
the probabilities of prediction conditioned on
whether the fact was included in pre-training.

This explicit definition captures the essence
of factual contamination by measuring the shift
in model predictions directly attributable to fac-
tual memorization. Clearly defining this cate-
gory ensures a precise understanding of contamina-
tion’s source and enables effective testing strategies
aimed at distinguishing genuine reasoning capabil-
ities from mere memorization.

2.3 Impact on Evaluation
The presence of semantic level contamination, both
entity and fact, critically undermines the validity
and interpretability of LLM evaluation outcomes,
especially in the sensitive domain of fake news de-
tection. Entity contamination induces models to
rely disproportionately on preconceived biases or
encoded stereotypes about specific entities, rather
than on authentic contextual reasoning. For exam-
ple, a model trained extensively on content men-
tioning politically sensitive entities or controversial
public figures might automatically assign truthful-
ness or falsehood to news items involving these en-
tities. Consequently, evaluation metrics such as ac-
curacy or F1-scores become artificially inflated or

deflated, significantly misrepresenting the model’s
genuine capabilities.

Similarly, fact contamination directly links the
model’s predictions to memorized factual infor-
mation from pre-training, severely compromising
the integrity of evaluations designed to assess rea-
soning capabilities. If a model "remembers" spe-
cific factual contexts from the training phase, its
performance metrics reflect memorization rather
than genuine inference skills. This linkage between
memorization and evaluation, while superficially
beneficial in terms of raw metrics, is fundamentally
hazardous, as it disguises models’ actual under-
standing and reasoning performance, thereby mis-
guiding future model development and deployment
strategies.

Moreover, the interconnectedness of entity and
fact contamination exacerbates their individual im-
pacts. Frequently, the entities involved in news sto-
ries (entity contamination) serve as critical anchors
for factual events (fact contamination), meaning
that entities and factual information often co-occur
in the pre-training data. Such co-occurrence com-
pounds the detection difficulty: identifying one
contamination type inherently involves the com-
plexity of the other. Their subtlety, interdepen-
dence, and conceptual overlap make semantic level
contamination uniquely challenging to detect and
mitigate compared to more direct forms of BDC,
highlighting the urgency and necessity of explicitly
categorizing, defining, and rigorously addressing
these contaminations in NLP tasks such as fake
news detection.

3 SSA Framework

3.1 Entity Shift

As shown in Figure 1, the Semantic Sensitivity
Amplifier (SSA) framework begins with a targeted
transformation of the input text called the Entity
Shift, explicitly designed to isolate and measure
semantic level contamination within LLMs. In this
step, key named entities (such as person names,
organizations, or locations) in a given claim are
identified and systematically replaced with alterna-
tive entities. The Entity Shift involves first using
an advanced LLM to detect named entities within
news statements from the evaluation dataset.

Once identified, these entities are systematically
replaced with neutral or fictional entities, which
are specifically crafted not to exist in the model’s
prior training corpus. For instance, a statement like
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Entity Shift

Says Donald Trump wrote in
his book, "Being an atheist
gives me an edge in every
deal. Christians are too

moral for business."

StatementOriginal
Benchmark

Pre-train Corpus

North Korea attempted to fire
a missile Sunday, but it blew up

within seconds. 

Kamala Harris lost the 2024
US election.

LIAR2 dataset is a benchmark
of ~23k manually labeled by

professional fact-checkers for
fake news detection tasks.

Donald Trump is the 47th
President of the United States.

The news "Donald Trump is the
47th President of the United

States" is true.

Contamination Free
Semantic Level
Information Level
Data Level
Label Level

Says Rylan Thorne wrote in
his book, "Being an atheist
gives me an edge in every
deal. Moralians are too
moral for business."

StatementRevised
Benchmark

Rylan Thorne is an
businessman and

politician. Moralians are
a group known for their
strong ethical beliefs.

Context

Classification DistributionLLMs

Ev
alu
ati
on Evaluation

Pre-training

Evaluation

Evalua
tion

SSA Factor = Δ × OTR × 100

Contaminated?

Figure 1: The Semantic Sensitivity Amplifier (SSA) evaluation framework diagram.

"Trump says we should protect the moat of AI in
the US." is transformed into "Wannetta says we
should protect the moat of AI in the US." Here, the
entity "Trump" is replaced by "Wannetta," accom-
panied by a newly provided context, "Wannetta
is an American politician," to preserve semantic
coherence.

Formally, given a news statement s, an entity
e ⊆ s, we generate a semantically equivalent vari-
ant s′ by replacing e with a different entity e′. We
denote this operation as:

s′ = EntityShift
(
s, e → e′

)
(4)

where s′ preserves the original statement’s structure
and meaning except for the substituted entity. To
maintain realism and coherence, LLM is prompted
to ensure that the new entity e′ fits the context (e.g.
matching the profession or role of e) and that any
necessary auxiliary context is added to supports
semantic understanding post-shift.

This entity shift strategy is designed to reveal la-
tent semantic BDC in the model. By changing the
named entity while keeping the core claim content
and truth-value constant, we can test whether the
model’s prediction is invariant to irrelevant seman-
tic changes. If a language model has memorized
dataset-specific cues or is unduly influenced by the
presence of certain entities (possibly due to various
level BDC in training data), its output may change
when e is replaced by e′. In the fake news detection
task, the truthfulness of a claim should not only de-

pend on who the subject is, assuming the factual
content is unchanged (Karia et al., 2025). Thus,
a robust model focused on content will give the
same label for s and s′. Conversely, if the model’s
prediction flips after the entity shift (e.g., labeling
the original claim as "true" but the shifted claim as
"false"), it indicates the model was leveraging spu-
rious correlations or memorized knowledge tied
to the specific entity e. This consistent context
around the new entity helps isolate the effect of the
entity itself on the model’s decision, thereby help-
ing to amplify any semantic sensitivity the model
may have learned. Given its direct approach, this
method is efficient and cost-effective, requiring
only entity recognition, substitution, and minimal
contextual construction, hence practically feasible
even under resource constraints. More analysis of
entity shift is provided in Appendix B.

3.2 SSA Factor

After generating the entity shifted dataset, SSA
evaluates the model on both the original and shifted
versions to quantify performance changes (using
the same ground-truth labels). Two metrics are
computed: the accuracy difference (∆) and the
overturn rate (OTR). Accuracy difference measures
the absolute change in accuracy before and after
the entity shift, formally defined as:

∆ = Acc − Accshift (5)
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A large ∆ indicates that the model’s performance
degrades when entities are altered, signaling poten-
tial reliance on entity-specific cues or contaminated
knowledge. In contrast, a near-zero or negative ∆
implies the model is largely invariant to the entity
change, as one would expect if it is focusing on the
factual content of the claim.

The overturn rate captures the fraction of individ-
ual predictions that change after the entity is shifted.
Formally, for N input instances, mathematically
represented as:

OTR =

∑N
i=1 1 (yi ̸= y′i)

N
(6)

where yi and y′i are predictions for the original and
shifted instances respectively, and N is the total
number of test instances. OTR ranges from 0 to 1,
with higher values meaning the model frequently
alters its decisions under the entity perturbation.

Note that OTR is agnostic to correctness-it mea-
sures any flip in the model’s output, whether from
correct to incorrect or vice versa (or from incorrect
to incorrect for non-binary task). This is important
because even if a model sometimes "guesses right"
for the wrong reasons (e.g., memorizing a known
fact about entity e), an entity shift might overturn
the prediction (potentially making it wrong or oc-
casionally correct by coincidence). By considering
both accuracy drop and overturn frequency, we
obtain a more complete picture of the model’s sen-
sitivity.

The final SSA Factor, which comprehensively
quantifies the BDC risk, is computed as the product
of accuracy difference and overturn rate:

SSA Factor = ∆× OTR × 100 (7)

The SSA Factor is high only when the model both
loses accuracy after the shift and flips a substantial
number of predictions. Intuitively, the SSA Factor
can be used as an indicator of semantic contami-
nation, and can also serve as an overall indicator
of all BDC levels to some extent due to the en-
tity shift procedure changing the content of the
benchmark: it will be near zero for robust models
(low drop and/or few flips) and will increase as the
model’s decisions become more fragile to semantic
changes. This combined metric is interpretable –
a high value directly signals "the model’s perfor-
mance fell by X% and it changed its mind on Y%
of examples due to an entity shift." Moreover, using
the product naturally down-weights cases where

one metric is high but the other is low (for instance,
if accuracy drops slightly but many predictions flip,
or vice versa, the product remains modest). We
found this composite measure more robust to edge
cases and noise than either metric alone. From a
computational standpoint, calculating SSA Factor
is lightweight: it requires only running the model
on two sets of inputs (original and perturbed) and a
few arithmetic operations. This makes SSA evalua-
tion feasible even for large collections of models,
as we will demonstrate with 45 LLM variants in
our experiments.

3.3 Motivation
The design of the SSA framework is motivated by
the need for an interpretable, effective, and scalable
method to detect and mitigate semantic level BDC
in LLMs. The theoretical foundation of SSA stems
from our previous work of Xu and Yan (2025), the
idea of counterfactual invariance: a model that truly
understands a task should base its predictions on
the core semantic content rather than on ancillary
details like specific entity names. By using entity-
swapped counterfactuals (e′ vs. e), SSA tests this
invariance in a targeted way. Any sensitivity to the
entity (detected as flips or performance changes)
can be attributed to contamination or spurious cor-
relations acquired during training (e.g. the model
might have memorized that many false claims in
the training data involved a certain public figure,
thus it leans "false" whenever that name appears).
This strategy shines a light on such hidden biases
or leaks in a model’s knowledge.

During our research, we also explored whether
directly replacing entities with variables like “Vari-
able 1” would be feasible. The final conclusion
was that such replacements, due to their significant
deviation from normal entity names, would cause
LLMs to be more inclined to directly classify them
as fake news. Therefore, substituting with neutral,
non-publicly recognizable names while providing
corresponding background information is consid-
ered a more moderate and effective approach.

SSA is designed to serve as both a detection and
a mitigation tool. On the detection side, it pro-
vides measurable indicators (∆, OTR, and SSA) to
flag models that may have BDC or other semantic
biases. A high SSA Factor suggests the model’s
performance on the task may be artificially inflated
or skewed by knowledge of specific examples or
entities from the training data. On the mitigation
side, this is achieved through the entity shift step,
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with the main starting point being the isolation of
entity bias, which mitigates the semantic level BDC
risk, while the accompanying modification of the
content of the benchmark dataset leads to some
mitigation of BDC risk at the information, data and
label level as well, i.e., using SSA as a mitigation
strategy is a positive side effect of entity shift (Ying
et al., 2024a; Xia et al., 2024; Yu et al., 2024).

The SSA framework is empirically effective
in surfacing BDC issues, as we will demonstrate
through its strong correlation with known contam-
ination levels in our experiments next section. It
acts as a magnifier for semantic vulnerabilities –
even subtle contamination that might not signifi-
cantly drop overall test accuracy could manifest as
an outsized OTR on carefully chosen entity swaps,
thereby yielding a noticeable SSA Factor. In terms
of scalability, SSA is model-agnostic and does not
require access to model internals or training data,
making it applicable to a wide range of LLMs (in-
cluding black-box proprietary models). Generat-
ing the entity-shifted dataset is a one-time over-
head. The inference cost is roughly double that of
a normal evaluation, since each input is run twice
(original and shifted) – a reasonable cost for most
settings. Importantly, the SSA approach is mod-
ular: it can be integrated into existing evaluation
pipelines for LLMs as an add-on analysis, without
disrupting standard evaluation. In summary, SSA’s
design balances theoretical soundness (grounded
in invariance testing) with practical considerations,
yielding a framework that is interpretable, effective
in detecting semantic contamination, and feasible
to deploy even for large-scale model evaluations.

4 Experiments

4.1 Experiment Setup

We conduct a comprehensive experiment on a fake
news detection task to evaluate the SSA framework.
The dataset used is LIAR2 (Xu and Kechadi, 2023,
2024), a recent benchmark of ~23k short statements
manually labeled by professional fact-checkers for
truthfulness2. Each statement in LIAR2 is accom-
panied by a label indicating its factuality (e.g. six
classes defined by fact-checkers3, ranging from
"True" to "Pants on fire").

For our experiments, we simulate a realistic sce-

2https://www.politifact.com/article/2022/mar/
31/politifacts-checklist-thorough-fact-checking/

3https://www.politifact.com/article/2008/aug/
05/introducing-flip-o-meter/

Model BDC Acc Accshift ∆ OTR SSA r/p ρ/p

InstructLM
(500M)

- 14.55 12.94 1.61 12.46 0.20
.6674

0.22

1.00

<0.05

1 22.34 13.50 8.84 8.58 0.76
2 26.09 22.58 3.51 23.72 0.83
3 30.23 27.00 3.22 39.81 1.28
4 32.09 19.82 12.27 57.45 7.05

InstructLM
(1.3B)

- 15.55 12.94 2.61 12.26 0.32
.5216

0.37

1.00

<0.05

1 24.34 19.90 1.57 24.87 0.39
2 25.25 23.70 1.55 26.75 0.41
3 29.18 27.88 1.31 43.90 0.58
4 29.91 18.51 11.40 54.92 6.26

Qwen2.5
(0.5B)

- 16.32 14.88 1.44 11.46 0.17
.6768

0.21

1.00

<0.05

1 28.79 23.22 5.57 10.54 0.59
2 29.18 23.48 5.70 14.16 0.81
3 31.14 23.69 7.45 56.75 4.23
4 32.45 24.61 7.84 58.87 4.62

Qwen2.5
(1.5B)

- 17.33 15.11 2.22 23.82 0.53
.8141

0.09

1.00

<0.05

1 28.93 25.44 3.05 28.05 0.86
2 29.72 25.94 3.78 55.05 2.08
3 30.40 26.66 3.75 58.10 2.18
4 33.54 29.16 4.38 51.38 2.25

Qwen2.5
(3B)

- 21.65 25.00 -3.35 39.29 -1.32
.9721

<0.05

1.00

<0.05

1 27.27 27.70 -0.44 22.82 -0.10
2 30.21 25.83 4.38 31.84 1.39
3 32.40 27.57 4.83 54.62 2.64
4 37.85 30.44 7.41 44.76 3.32

Qwen2.5
(7B)

- 24.43 22.87 1.56 47.04 0.73
.9772

<0.05

1.00

<0.05

1 26.48 23.43 3.05 31.88 0.97
2 29.78 27.05 2.73 58.89 1.61
3 32.23 27.70 4.53 45.47 2.06
4 45.73 30.62 15.11 59.45 8.98

Qwen2.5
(14B)

- 26.83 22.47 4.36 38.63 1.68
.9884

<0.05

1.00

<0.05

1 29.45 24.30 5.15 45.38 2.34
2 31.25 27.32 3.93 61.26 2.41
3 33.54 27.83 5.71 58.32 3.33
4 48.85 30.84 18.01 63.58 11.45

Qwen2.5
(32B)

- 29.75 23.64 6.11 39.26 2.40
.9972

<0.05

.90

<0.05

1 31.42 25.21 6.21 42.33 2.63
2 33.82 27.45 6.37 58.27 3.71
3 32.78 25.81 6.97 56.39 3.93
4 52.23 30.91 21.32 65.26 13.91

Qwen2.5
(72B)

- 29.15 23.41 5.74 38.72 2.22
.9916

<0.05

1.00

<0.05

1 32.85 25.63 7.22 40.16 2.90
2 33.54 27.62 5.92 55.23 3.27
3 34.52 28.24 6.28 58.27 3.66
4 51.28 30.32 20.96 64.01 13.42

Table 1: Results of contamination risk detection using
the SSA framework after injection of contamination into
9 LLMs according to the four BDC levels, where Acc
represents the accuracy on the original LIAR2 dataset,
Accshift represents the accuracy on the LIAR2 dataset
after entity shifted, ∆ represents the difference between
these two accuracies, OTR represents the Overturn rate
of the prediction result, SSA is the calculated SSA Fac-
tor, r/p and ρ/p refer to the Pearson correlation coef-
ficient and Spearman rank correlation coefficient with
their p-values between Acc and SSA for each set of
experiments.

nario of large-scale pre-training of LLMs by con-
tinue pre-train LLMs on a contaminated corpus to
injected contamination according to the four BDC
level defined by Xu et al. (2024), they are: (L1)
Semantic Level: Exposure to identical or derivative
content related to the benchmark’s topic or source,
introducing topic-specific biases that hinder gen-
eralization; (L2) Information Level: Exposure to
benchmark-related metadata (e.g., time or label
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distributions) biases the model’s evaluation behav-
ior; (L3) Data Level: Exposure to benchmark data
without labels, affecting the model’s learning of
patterns and relationships; (L4) Label Level: Full
exposure to benchmark data with labels, leading to
memorization, overfitting, and poor generalization.

Then to observe the effectiveness of the SSA
framework as contamination is injected. These
models fall into two categories: open-corpus In-
structLM models (500M/1.3B) (Cheng et al., 2024)
and closed-corpus Qwen2.5 models (from 0.5B to
72B) (Team, 2024). The InstructLM group were
pre-trained on RefinedWeb (Penedo et al., 2023)
from scratch. The Qwen2.5 group refers to models
from Alibaba’s Qwen 2.5 series, which are trained
on a more curated, closed-source corpus. More de-
tails about contamination injection and evaluation
are detailed in Appendix A.

4.2 Contamination Inflates Performance

The comprehensive results of our experimental
evaluation across all model variants and BDC lev-
els (L1–L4) are summarized in Table 1. A clear
and consistent pattern emerges, showing that model
performance (Acc) on the LIAR2 test set systemat-
ically increases with the severity of contamination.
For instance, the InstructLM-500M model’s ac-
curacy improves significantly from approximately
14.55% in the baseline (no BDC injection) to
32.09% at the highest BDC level (L4). Analogous
upward trends are uniformly observed across all
evaluated models. Such pronounced increases sub-
stantiate concerns highlighted by Xu et al. (2024)
regarding performance inflation due to unintended
exposure to benchmark content.

4.3 SSA Factor as a Sensitive BDC Metric

Correspondingly, metrics specifically designed to
calculate SSA Factor, namely the accuracy differ-
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Figure 2: SSA Factor changes with BDC injection. The
left chart provides statistics for the 9 individual LLM,
and the right chart reflects the overall trend.
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Figure 3: Scatter of original accuracy vs. SSA Factor
for all models and levels. Each model is color-coded.
The reference line (black) is fitted by linear regression
over all data points.

ence (∆) and Overturn Rate (OTR), also exhibit
substantial growth as the contamination level es-
calates. Notably, as depicted clearly in Figure 2,
the SSA Factor increases markedly at higher BDC
levels, validating its effectiveness as a sensitive
contamination detection measure. For example,
InstructLM-500M experiences an increase in SSA
Factor from a negligible 0.20 at baseline to a sub-
stantial 7.05 at L4. An even more pronounced jump
is observed in the Qwen2.5-72B model, whose
SSA Factor rises dramatically from 2.22 to 13.42.
Such steep escalations predominantly occur at L4
(label-level contamination), indicating that direct
exposure to benchmark data and labels profoundly
exacerbates BDC risks.

To further confirm the robustness of SSA as a
contamination detection metric, correlation anal-
yses were performed between accuracy and SSA
Factor across all models and BDC levels. Both
Pearson’s (r) and Spearman’s (ρ) correlation co-
efficients yielded compelling results. Particularly,
Pearson’s correlation indicates a consistently strong
positive relationship (r ≥ .9721) for models with
parameter sizes greater than or equal to 3B, un-
derscoring that SSA Factor reliably reflects the
degree of contamination-induced performance in-
flation for larger models. For smaller models
(<3B parameters), correlations remain positive yet
statistically insignificant, potentially attributable
to limited memorization capabilities that restrict
performance inflation even under contamination,
thereby constraining the divergence between Acc
and Accshift and consequently limiting growth in
the SSA Factor.

Figure 3 further elucidates these relationships by
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presenting a scatter plot of accuracy versus SSA
Factor across all evaluated conditions. Each point
represents a distinct model-BDC level pairing, with
different colors distinguishing individual models.
A clear positive correlation is immediately evident,
reinforcing the statistical findings. In particular, the
largest Qwen2.5 models reach SSA≈10-14 when
their accuracy is ~50%, whereas small models re-
main near SSA<3 with accuracy <30%. This pat-
tern confirms that SSA is consistent with BDC sen-
sitivity: BDC triggered high-performing models
reveal even larger SSA Factors.

4.4 Model-Specific Analysis and Anomalies
An interesting deviation occurs in the Qwen2.5-
3B model, where a negative ∆ and consequently
negative SSA Factor appear at baseline, suggest-
ing peculiarities in its baseline distributional char-
acteristics. However, upon further contamination
(L2–L4), this model demonstrates positive and sig-
nificantly increased SSA Factors. This anomalous
baseline behavior likely results from subtle distribu-
tional shifts between the original and entity-shifted
datasets, because entity shift essentially creating
two separate datasets, although they are strongly
related to each other, which leads to the possibil-
ity that the distribution of the model’s tests may
be different on the different datasets. Importantly,
even under such irregular circumstances, SSA re-
mains strongly correlated (r=.9721, ρ=1.0) with
contamination-induced accuracy inflations, reaf-
firming its methodological robustness and applica-
bility across diverse conditions.

Model-specific trends merit additional attention.
The InstructLM family, smaller in size and pre-
trained from scratch on the openly available Re-
finedWeb corpus, consistently yields lower baseline
accuracy and moderate SSA Factors even at max-
imal contamination levels. Conversely, Qwen2.5
models-particularly those with parameter counts
equal to or exceeding 7B-achieve substantially
higher baseline accuracies and correspondingly
larger SSA Factors at the highest contamination
levels. Such discrepancies emphasize that model
architecture, scale, and original training corpus sub-
stantially influence both vulnerability to contam-
ination and the magnitude of its detectability via
SSA. Specifically, larger Qwen2.5 models demon-
strate greater "memorization" capabilities-likely a
consequence of their enhanced learning capacity
and richer parameterization-thereby producing pro-
nounced increases in SSA Factor upon exposure to

contaminated content.

4.5 Practical Implications and Mitigation
Potential

From a practical standpoint, these results suggest
that the SSA framework also has potential as a
BDC mitigation strategy. By intentionally per-
forming entity shifts, one can significantly disrupt
models’ reliance on contaminated memorization.
Contaminated models, as evidenced by the high
overturn rates, show substantial performance degra-
dation under entity shift, whereas uncontaminated
models exhibit relative prediction stability. Im-
portantly, however, the accuracy achieved on the
entity-shifted dataset (Accshift) should not be inter-
preted as a direct measure of a model’s authentic
performance on the original fake news detection
task. Rather, it represents an artificial evaluation
environment-what we term a "virtualized overhead
reality"-specifically engineered to isolate and mea-
sure semantic contamination sensitivity. The SSA
Factor thus calculated, when combined with origi-
nal accuracy, robustly quantifies BDC risk across
semantic, information, data, and label level con-
tamination, effectively isolating the effect of mem-
orized entity-specific knowledge.

Lastly, a noteworthy pattern emerges from Table
1 regarding model behavior under different con-
tamination scenarios. For smaller models with
lower intrinsic BDC susceptibility (e.g., the In-
structLM series), accuracy on the entity-shifted
dataset (Accshift) at L3 (data level contamina-
tion) notably exceeds that at L4 (label level con-
tamination): specifically, InstructLM-500M shifts
from 27.00% (L3) down to 19.82% (L4), and
InstructLM-1.3B similarly decreases from 27.88%
to 18.51%. Conversely, larger Qwen2.5 models
with higher intrinsic susceptibility show the op-
posite trend, where L4 entity-shifted performance
surpasses that of L3. This phenomenon may re-
flect the nature of the contamination corpus: L3
injections, though more voluminous and providing
richer contextual exposure, do not directly include
labels, thus promoting generalizable content recog-
nition capabilities. However, the absolute accuracy
changes (∆) remain largest at L4, underscoring
label-level contamination’s acute impact on gener-
alization. These nuanced insights substantiate that
entity shift operations, central to SSA, effectively
isolate and quantify BDC risk, providing valuable
detection and mitigation utility beyond simple con-
tamination detection.
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In summary, our comprehensive analysis ro-
bustly demonstrates the SSA framework’s efficacy
and sensitivity in detecting BDC risks across var-
ious models and contamination intensities. These
findings not only corroborate theoretical expec-
tations regarding contamination-induced perfor-
mance inflation but also emphasize SSA’s practical
utility as both a detection and mitigation tool in the
rigorous evaluation of LLMs.

5 Conclusion

We introduced the Semantic Sensitivity Amplifier,
the first evaluation framework focused on fake
news detection task to detect, quantify, and inter-
pret BDC risks in LLMs across from semantic to la-
bel level. By formally defining entity and fact con-
tamination, applying a targeted entity shift pertur-
bation, and unifying accuracy drop and prediction
overturns into the SSA Factor, our method exposes
performance inflation that traditional metrics mask.
Experiments on 45 LLM variants (0.5B–72B) con-
firm that the SSA Factor tracks BDC risk sever-
ity almost perfectly, while remaining lightweight,
model-agnostic, and black-box friendly. These
findings establish SSA as both a practical BDC
risk audit tool and a mitigation strategy, paving the
way for contamination-aware benchmark design
and more trustworthy deployment of LLM-based
fake news detectors; future work will extend the
approach to longer, multimodal contexts and fully
automated perturbation pipelines.

Limitations

Despite the breadth of our empirical study, four
constraints bound the generality of our findings.
(1) Continued pre-training at million-token scale
is prohibitively expensive; consequently we evalu-
ate models from 0.5B to 72B parameters and can-
not include the latest frontier systems, e.g., Llama-
3.1-405B (Grattafiori et al., 2024; Touvron et al.,
2023b), DeepSeek-R1-671B (DeepSeek-AI et al.,
2025, 2024). Whether SSA maintains the same
sensitivity when models exceed the 100B–200B
regime remains an open question. (2) Only two
checkpoints (InstructLM-500M/1.3B) were trained
from scratch on fully open corpora, because such
training is orders of magnitude costlier than con-
tinued pre-training. The limited sample prevents
us from drawing strong conclusions about how cor-
pus choice alone modulates semantic contamina-
tion. (3) Our contamination-injection pipeline is

simulates in a single pre-training pass, whereas
real industrial training schedules interleave multi-
ple corpora and curriculum stages (Wang et al.,
2023; Hoffmann et al., 2022). This difference
may change the absolute performance gain con-
ferred by contamination; nonetheless, the consis-
tent monotonic relationship we observe across all
injections suggests SSA would remain informative
under more realistic, incremental training regimens.
(4) As mentioned in Xu and Yan (2025), we still
cannot guarantee that the entity shift process will
not alter semantics or introduce new biases, even
though we strive to avoid this through extensive
manual review. This remains an inherent flaw of
the method.

Ethical Considerations

All corpora, benchmarks, model checkpoints, and
weight files employed in this study are distributed
under licenses permitting research use; we scrupu-
lously adhere to those terms. The LIAR2 dataset
contains public-domain political statements and
no identifying personal data beyond named pub-
lic figures; it therefore poses minimal privacy risk.
No hate, harassment, or disallowed content was
generated or stored during contamination or entity
shift processing. Finally, while SSA can reveal
BDC risk, it could also be repurposed to probe pro-
prietary models; we urge practitioners to respect
model-provider terms of service and local regula-
tions when applying our framework. AI Assistants
are used solely for enhancing writing in this paper.
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A Experiment Details

A.1 Data Preparation

Every corpus employed in this study was vetted
for licence compatibility and accompanied by an
explicit usage statement permitting redistribution
for research. No proprietary or pay-walled text was
included.

To simulate semantic level contamination we
assembled a "near-domain" consisting of gen-
eral news articles from GDELT4 (Leetaru and
Schrodt, 2013) and scholarly works on fake news
detection/misinformation/fact-checking that dis-
cuss LIAR/LIAR2 topics but do not cite either
benchmark paper, plus Wikipedia5 page content
that introduce the fake news detection task. The in-
formation level contamination corpus comprises pa-
pers that explicitly cite LIAR/LIAR2. All the cita-
tion metadata were harvested via Google Scholar6

and Paper with Code7 and the PDFs were parsed
with MinerU (Wang et al., 2024). We perform
sentence-segmented by spaCy8, and tokenised with
the Qwen tokenizer to ensure vocabulary align-
ment.

Data and label level contamination come directly
from LIAR29: the training set supplies contamina-
tion source for data level, while the test set, paired
with its ground truth, forms label level. Each record
is templated as:
1 This is the data from {benchmark name

}, which is a benchmark for {
benchmark task name} task.

2 {data item} is {data label}
3 {data item} is {data label}
4 ......
5 {data item} is {data label}

To approximate realistic continued pre-training,
we set the threshold of contaminated data in the
corpus to be no more than 15% by default, which is
done so that the model does not cause its own under-
lying language ability to be corrupted by overfitting

4https://www.gdeltproject.org/
5https://wikipedia.org/
6https://scholar.google.com/
7https://paperswithcode.com/
8https://github.com/explosion/spaCy
9https://huggingface.co/datasets/chengxuphd/

liar2

Model Parameters Context Length
(Input/Output)

Knowledge
Cut-off

InstructLM-500M 0.5B 2k/2k 06/2023
InstructLM-1.3B 1.3B 2k/2k 06/2023

Qwen2.5-0.5B 0.5B 128k/8k 10/2023
Qwen2.5-1.5B 1.5B 128k/8k 10/2023
Qwen2.5-3B 3B 128k/8k 10/2023
Qwen2.5-7B 7B 128k/8k 10/2023
Qwen2.5-14B 14B 128k/8k 10/2023
Qwen2.5-32B 32B 128k/8k 10/2023
Qwen2.5-72B 72B 128k/8k 10/2023

Table 2: Comparison of LLMs selected for the experi-
ments.

on the contaminated text. The portion used to pop-
ulate the remainder of the continue pre-training cor-
pus comes from the RefinedWeb dataset (Penedo
et al., 2023), thus preserving language diversity
while avoiding gross domain drift. Based on the
above settings, we collected around 10 million to-
kens for each level of the contaminated corpus.

A.2 Model Details

The Qwen2.510 and InstructLM11 series models
used in the experiments are from Hugging Face.
We intentionally include both open-corpus (In-
structLM) and proprietary-corpus (Qwen2.5) fam-
ilies to test SSA under heterogeneous training
regimes. The Qwen2.5 selections are all non-
reasoning version, i.e., models without the Instruct
suffix. The detailed information about the model is
presented in Table 2.

A.3 Pre-training Settings

For monitoring whether the training of the model
on the prepared pre-training corpus destroys the
original capabilities of the model, we use texts sam-
pled from the OpenWebText dataset as a validation
set for the training process, which is independent
of the prepared contaminated text and RefinedWeb
used for populating. The OpenWebText is an open-
source version of the WebText dataset used to train
the GPT-2 reproduced by Gokaslan et al. (2019).

Taking the contamination injection process of
Qwen2.5-7B at the label level as an example, we
can see from Figure 4 that the evaluation loss of the
model is only marginally improved as the training
loss decreases significantly, so we consider that
the injection pattern based on this setup maintains
the model its own capability without causing the

10https://huggingface.co/collections/Qwen/
11https://huggingface.co/instruction-pretrain/
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Figure 4: Training and evaluation loss of Qwen2.5-7B
during the label level contamination injection, showing
minimal overfitting and preserved model capability for
subsequent SSA testing.

model to overfit due to the injected contamination,
which is also beneficial for the simulate real pre-
train scenario.

The training is conducted with PyTorch12 and
the Hugging Face Transformers13 library, ensuring
compatibility and scalability across different model
configurations. For all model sizes, we adopt con-
sistent pretraining hyperparameters unless other-
wise specified: the learning rate is set to 5e-5 with
a linear decay schedule, weight decay is 0.01, and
we train for 3 epochs.

A.4 Resources Cost
We continue pre-trained InstrctLM and Qwen2.5
models (0.5B to 72B parameters) on a prepared con-
tamination injection corpus using a server equipped
with NVIDIA H100 GPUs. All other settings re-
main the same. The computational resources we
spent for a single epoch pre-training are shown in
Table 3.

Model GPU-Hours

InstructLM-500M 1.16
InstructLM-1.3B 1.63

Qwen2.5-0.5B 0.93
Qwen2.5-1.5B 1.48
Qwen2.5-3B 2.22
Qwen2.5-7B 4.67
Qwen2.5-14B 8.67
Qwen2.5-32B 14.49
Qwen2.5-72B 25.93

Table 3: GPU cost of a single epoch pre-training (Hour).

12https://pytorch.org/
13https://github.com/huggingface/transformers

A.5 Evaluation Details
We used the LIAR2 benchmark in this work (Xu
and Kechadi, 2023, 2024), and its statistics are
provided in Table 4. For the benchmark evaluations,
we performed label matching by using fixed query
prompts for LLMs to match answers from their
responses. For example, keywords "Label:" was
used to mark the starting matching position. Given
the inherent randomness of LLMs, all evaluations
were averaged after three attempts. Specifically, in
the evaluation, we use the following prompts:
1 Classify the given political

statement with six labels: 'pants
-on-fire ', 'false ', 'mostly -false
', 'half -true ', 'mostly -true ', '
true '

2 Statement: {statement}
3 Label:

Statistics Num.

Training set size 18,369
Validation set size 2,297
Testing set size 2,296

Avg. statement length (tokens) 17.7

Labels
Pants on fire 3,031
False 6,605
Barely-true 3,603
Half-true 3,709
Mostly-true 3,429
True 2,585

Table 4: The LIAR2 dataset statistics.

B Entity Shift Analysis

B.1 Implementation Details
For the entity shift procedure in our experiment,
we employed gpt-4o-mini to help us with the en-
tity shift step (OpenAI, 2024). Specifically, for
our experiment dataset (the LIAR2 test set), we
use the following prompt to let the model generate
statements and contexts after entity shift:
1 <|system|>
2 Generate an entity -shifted claim and

corresponding context by
replacing real -world entities
with fictional analogs while
preserving claim semantics. Do
not mention in context that the
entities in it are fictional .\n

3 </s>
4 <|user|>
5 Return only the JSON object with the

keys \" statement_revised \" and \"
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context \". Ensure fictional names
are completely original and not

similar to real entities .\n Do
not mention the existence of
fictions in the generated \"
statement_revised \" and \" context
\", especially do not mention in
\" context \" that the entities are
fictional .\n For \"

statement_revised \", claim with
real entities replaced by
fictional counterparts .\n
Identify named entities (people ,
organizations , geopolitical
entities)\n"Replace each entity
with a unique fictional name\n
Maintain original grammatical
structure and claim meaning\n\n
For \" context\", brief
explanatory text for fictional
entities\n One sentence per
fictional entity , use format '[
Name] is a [description ]'\n Keep
descriptions generic (e.g., 'an
American politician ', 'a
pharmaceutical company ')\n\n
Example 1:\n 'Statement ': 'Trump
says we should protect the moat
of AI in the US.'\n '
statement_revised ': 'Wannetta
says we should protect the moat
of AI in the US.'\n 'context ': '
Wannetta is an American
politician .'\n Example 2:\n '
Statement ': 'Pfizer suppressed
reports of vaccine side effects
.'\n 'statement_revised ': 'VaxGen
suppressed reports of vaccine

side effects.'\n 'context ': '
VaxGen is a pharmaceutical
company.'\n Example 3:\n '
Statement ': 'WHO releases 2025
update to the International
Classification of Diseases.'\n '
statement_revised ': 'Global Human
Health Institute (GHHI) releases
2025 update to the International
Classification of Diseases.'\n '

context ': 'Global Human Health
Institute (GHHI) is a global
health organization .'\n\n
Statement: {statement}

6 </s>

Here is a randomly selected data entry after an
entity shift procedure:
1 <|label|>
2 1
3 </s>
4 <|revised statement|>
5 Three healers from the same medical

center 'die suddenly ' in the same
week after the medical center

mandated a fourth Zeta -19 vaccine
for employees.

6 </s>
7 <|context|>
8 Healers are medical professionals

specializing in patient care. The
medical center is a healthcare

facility providing various
medical services. Zeta -19 is a
specific viral infection.

9 </s>
10 <|original statement|>
11 Three doctors from the same hospital

'die suddenly ' in the same week
,"" after the hospital mandated a
fourth COVID -19 vaccine for

employees.
12 </s>

B.2 Reliability & Cost
We employed gpt-4o-mini, one of the most cost-
effective and everyday model, for the entity shift
procedure in our main experiment because we
wanted to test the cost and reliability of the SSA
framework for daily use, and in order to ensure
the validity of the data generated by the LLM,
we manually reviewed all the data generated by
the model one by one and manually corrected
the deviation cases. Additionally, in order to
explore the performance of current state-of-the-
art LLMs on the entity shift procedure, we also
hired o3-mini to perform the same task for com-
parison, and the results are provided in Table 5.
We also performed the same manual review of
o3-mini’s output and found that o3-mini per-
forms this task essentially perfectly, especially us-
ing reasoning_effort=high. All the reviewing
was done by the authors, who are PhD-level com-
puter science researchers in English-speaking coun-
tries.

Model Name Cost ($) Reliability (%)

gpt-4o-mini-2024-07-18 0.21 85.10
o3-mini-2025-01-31 6.40 99.61

- with medium 20.70 99.96
- with high 44.65 100.0

Table 5: OpenAI API cost and reliability of the entity
shift procedure. Reliability refers to the percentage
of entity-shifted data generated by LLM that can be
directly adopted without any modification.
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