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Abstract

Although large language models have enhanced
automated travel planning abilities, current sys-
tems remain misaligned with real-world scenar-
ios. First, they assume users provide explicit
queries, while in reality requirements are of-
ten implicit. Second, existing solutions ignore
diverse environmental factors and user prefer-
ences, limiting the feasibility of plans. Third,
systems can only generate plans with basic
POI arrangements, failing to provide all-in-one
plans with rich details. To mitigate these chal-
lenges, we construct a novel dataset RETAIL,
which supports decision-making for implicit
queries while covering explicit queries, both
with and without revision needs. It also en-
ables environmental awareness to ensure plan
feasibility under real-world scenarios, while
incorporating detailed POI information for all-
in-one travel plans. Furthermore, we propose
a topic-guided multi-agent framework, termed
TGMA. Our experiments reveal that even the
strongest existing model achieves merely a
1.0% pass rate, indicating real-world travel
planning remains extremely challenging. In
contrast, TGMA demonstrates substantially im-
proved performance 2.72%, offering promising
directions for real-world travel planning. 1

1 Introduction

Early tourism planning systems focused on au-
tomating travel plan generation based on user
queries (Ferraro and Re, 2014; Lucas et al., 2013),
primarily simplifying information search and ba-
sic planning processes. Recent advances in large
language models (Touvron et al., 2023; Jiang et al.,
2023) have enabled more sophisticated approaches
that consider user preferences and commonsense
knowledge (Xie et al., 2024; Chen et al., 2024;
Tang et al., 2024)

† Equal Contribution.
‡ Corresponding Author: zmliu@buaa.edu.cn.

1Code and data are available at https://github.com/
BUAA-IRIP-LLM/RETAIL.

However, existing travel planning research re-
mains misaligned with real-world complexities.
First, current approaches (Xie et al., 2024; Singh
et al., 2024) predominantly rely on the assumption
that users have explicit intentions when formulat-
ing plans, which limits their practical utility. Sec-
ond, these methods (Chen et al., 2024; Zhang et al.,
2024b) ignore the variability of user needs and en-
vironmental conditions, thus lacking the ability to
dynamically adjust plans. Third, while existing
work focuses primarily on basic information(Xie
et al., 2024; Singh et al., 2024), it overlooks crit-
ical details such as timing, images, ticket pricing,
UGC-enriched room info that are essential for real-
world practical plans. As shown on the left side
of Figure 1, they typically require users to prede-
fine precise details such as duration, budget, and
POI preference. However, this does not align with
reality due to the casual and imprecise nature of
tourists’ speech. Moreover, they also fail to con-
sider dynamic user needs and complex environmen-
tal conditions(e.g., rainy days). Additionally, their
plans are oversimplified, only including restaurants,
attractions, and accommodations, which ultimately
leads to a lack of practical feasibility.

To mitigate these challenges, we constructed
a REal-world Tourism All-in-one Interactive
pLanning dataset, termed RETAIL. Specifically,
it incorporates two complementary mechanisms to
support travel planning. The decision-making sup-
port process guides users from basic travel require-
ments to specific preferences through clarification,
acknowledging that initial user queries are often
implicit and mitigating the first challenge. The plan
revision and environmental awareness process can
further adjust plans based on changes in user re-
quirements or perceived environmental conditions,
which mitigates the second challenge of lacking
environmental awareness and plan revision capa-
bilities. It also has all-in-one travel plans that inte-
grate time arrangements, tickets, rooms, cost and
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Figure 1: Comparison between TravelPlanner (Xie et al., 2024) and RETAIL, highlighting our UGC-enriched
decision-making support for implicit queries, environmental awareness, and all-in-one travel plans with rich details.

etc, ensuring practical feasibility and mitigating
the third challenge of lacking comprehensive travel
planning. As shown on the right side of Figure 1,
RETAIL starts from a implicit query, obtains users’
true intentions through a decision-making support
process, and then generates all-in-one travel plans,
while allowing plan revision in response to envi-
ronmental changes.

To improve the ability of real-world travel
plan generation, we propose TGMA, a topic-
guided multi-agent framework. TGMA features
a topic-guided approach and multi-agent collab-
oration. First, we design a Topic-Guided Inter-
action Logic that dynamically selects appropriate
topics based on dialogue context, enabling natu-
ral and expectation-aligned interactions. Second,
we develop a multi-agent architecture with three
specialized agents: the intent detection agent for
extracting accurate user requirements, the overall
plan agent for generating structured preliminary
plans and the detailed plan agent for producing
comprehensive final plans.

This work makes the following contributions:

• We identify challenges in real-world travel
planning: Existing works assume users pro-
vide explicit queries rather than implicit re-
quirements. Travel plans need to adapt to dy-
namic environmental factors and user needs.
All-in-one travel plans require integration of
various practical details.

• To mitigate these challenges, we present
a novel dataset RETAIL, covering plan-

ning from explicit queries and planning after
clarifying implicit queries through decision-
making support, both with and without revi-
sion needs, totaling 10,182 real-world cases.
All plans are all-in-one travel itineraries with
rich POI information, demonstrating high
practical value.

• We design TGMA, a topic-guided multi-
agent framework for travel planning. Ex-
perimental results demonstrate TGMA’s effec-
tiveness in providing coherent decision sup-
port and generating all-in-one travel plans that
integrate various practical aspects.

2 Related Work

2.1 Traditional Travel Planning
Traditional travel planning systems have evolved
significantly over the past decades, from rule-based
approaches to sophisticated recommendation en-
gines (Ferraro and Re, 2014). Early systems
rely on predefined rules and constraints for basic
itinerary generation (Sebastia et al., 2008), later in-
corporating personalized recommendations (Lucas
et al., 2013) and context-aware services (Rodriguez-
Sánchez et al., 2013). Various optimization tech-
niques have been developed, from multi-day plan-
ning (Chen et al., 2014) to approaches using clus-
tering and deep learning (Huang et al., 2021), as
well as weighted mining and ant colony optimiza-
tion (Yu, 2022; Liang et al., 2021). While mobile
and context-aware systems emerge as solutions to-
wards more dynamic and personalized travel expe-
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Dataset Real-world Factors Tourism KB Query Avg. Turns Total
DMS. EA. AOP. PR. DPI Att. Res. Hot. Wea.

ITINERA ✗ ✗ ✗ ✗ ✗ 7,578 0 0 0 Ex.&Im. 1 N/A
TravelPlanner ✗ ✗ ✗ ✗ ✗ 5,302 9,551 5,047 0 Ex. 1 1,225
Ask-before-Plan ✓ ✗ ✗ ✗ ✗ 5,302 9,551 5,047 0 Ex.&Im. 2.8 2,000
TravelAgent ✗ ✗ ✗ ✗ ✓ N/A N/A N/A N/A Ex.&Im. 1 20
ChinaTravel ✗ ✗ ✓ ✗ ✓ 3,413 4,655 4,124 0 Ex. 1 154

RETAIL(ours) ✓ ✓ ✓ ✓ ✓ 8,229 29,586 22,464 8,784 Ex.&Im. 4.65 10,182

Table 1: Comparison between RETAIL to other datasets, including ITINERA(Tang et al., 2024),TravelPlanner(Xie
et al., 2024),Ask-before-Plan(Zhang et al., 2024b), TravelAgent(Chen et al., 2024) and ChinaTravel(Shao et al.,
2024).DMS. for UGC-enriched Decision-Making Support, EA. for Environmental Awareness, PR. for Plan
Revision, DPI stands for Detailed POI Information, including Images and User-Generated Content like
reviews, ratings, and must-visit rankings, AOP for All-in-One Plan.Att., Res., Hot., Wea. stands for Attraction,
Restaurant, Hotel, Weather. Ex., Im. stands for Explicit, Implicit. N/A denotes Not Applicable, which indicates
that no data is provided. "✗" indicates the absence of a dimension, while " ✓ " indicates that only part of it
is included;for example, Ask-before-Plan only includes basic inquiries without incorporating UGC-enriched
recommendations. Travel Agent and ChinaTravel only incorporate images without leveraging UGC content.

riences, the inherent complexity of tourism info and
the NP-hard nature of trip design (Gavalas et al.,
2014) remain significant challenges.

These systems primarily formulate travel plan-
ning as mathematical optimization problems, ex-
celling at computational scheduling. However, they
lack decision-making support to help users clarify
implicit requirements.

2.2 LLM-based Travel Planning

The emergence of LLMs has revolutionized travel
planning through their enhanced capabilities in rea-
soning (Kojima et al., 2022; Wei et al., 2022), tool
use (Schick et al., 2023; Qin et al., 2024), and agent
frameworks (Shinn et al., 2023; Yao et al., 2023).

Recent research has explored LLM-based travel
planning from multiple perspectives. TravelPlan-
ner (Xie et al., 2024) establishes foundational plan-
ning capabilities, further enhanced by TravelPlan-
ner+ (Singh et al., 2024) and ChinaTravel (Shao
et al., 2024) for personalization and evaluation.
Advanced planning approaches emerge through
ItiNera (Tang et al., 2024) and TravelAgent (Chen
et al., 2024) for spatial optimization, while TRIP-
PAL (de la Rosa et al., 2024) and TTG (JU
et al., 2024) focus on plan feasibility. For inter-
active planning, APEC-Travel (Jiang et al., 2024)
and CEP (Zhang et al., 2024b) explore prefer-
ence extraction through dialogues, while EVOA-
GENT (Yuan et al., 2024) employs multi-agent
collaboration and human-like reasoning (Xie and
Zou, 2024) introduces structured planning strate-
gies. Beyond itinerary generation, LLMs have also

demonstrated potential in mobility analysis in trans-
portation (Zhang et al., 2024c) and climate analy-
sis (Zhang et al., 2024a), providing foundational
support for environmental awareness in travel plan-
ning.

Existing LLM-based approaches focus on sim-
ple trip generation and basic requirement clarifica-
tion. However, they do not achieve UGC-enriched
decision-making support, systematic environmen-
tal awareness, or all-in-one travel planning driven
by rich POI information that our work enables.

3 RETAIL

To mitigate the limitations in handling implicit re-
quirements, dynamic environmental factors, and
all-in-one travel planning, we present RETAIL
dataset for real-world travel planning. It supports
both direct planning from explicit requirements
and clarification through decision-making support,
with dynamic plan revision capabilities. A detailed
comparison with existing datasets is presented in
Table 1.

RETAIL is constructed through three phases: (1)
Tourism Knowledge Base Collection; (2) Dataset
Construction; and (3) Dataset Annotation.

3.1 Tourism Knowledge Base Collection

To support travel plans with rich POI information,
we establish a comprehensive tourism database
spanning 24 major Chinese cities, integrating
60,279 POIs with essential real-world planning fac-
tors such as detailed POI information, transporta-
tion data, and weather data. Detailed examples of
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these information can be found in Appendix B.

City Selection. To reflect real-world tourism
patterns and visitor flows across China, we se-
lect 24 major Chinese cities that represent diverse
travel preferences. These destinations include
both metropolitan centers (e.g., Beijing, Shang-
hai, Guangzhou) and cultural hubs (e.g., Chengdu,
Xi’an, Xiamen).

POIs Information Collection. To support all-in-
one travel plans, we gather nearby POI information
around attractions to ensure distance constraints.
Each attraction is linked to 3-5 nearby restaurants
and hotels, incorporating essential planning factors:
attraction information (categories, tickets, reviews),
dining options (costs, ratings), and accommodation
choices (locations, room types, guest feedback).
POIs data were obtained through web crawling, en-
suring comprehensive and up-to-date local business
information.

Weather and Transportation Collection. To
enable environmental awareness, we incorporate
weather forecasts and transportation data for travel
planning under diverse conditions. The weather
data was collected from the 2345 Weather Ser-
vice Platform 2 covering full-year 2024 forecasts,
while transportation data were obtained through
web crawling from web. These dynamic factors di-
rectly impact travel decisions and reflect practical
considerations in travel planning.

3.2 Dataset Construction

The Dataset construction consists of three pro-
cesses: (1) Query Construction, (2) Decision-
Making Support, and (3) Plan Generation and Ad-
justments.

3.2.1 Query Construction

We categorize queries into explicit and implicit
types to simulate real-world travel planning scenar-
ios. For explicit queries, we select one departure
city and 2-4 destination cities, identify 8-10 key at-
tractions with dining and accommodation options,
and incorporate weather and transportation infor-
mation through LLM to construct comprehensive,
information-rich queries. For implicit queries,
based on explicit queries, we develop a 12-field in-
tention slot and strategically remove selected fields
to mirror real-world tourist inquiries where prefer-
ences are often partially expressed.

3.2.2 Decision-Making Support
For implicit queries commonly encountered in
travel planning, we implement a decision-making
support mechanism that mirrors natural human con-
sultation processes. Using GPT-4o (OpenAI, 2024),
we simulate tourist-agent interactions to reflect how
users gradually articulate their travel needs and how
agents guide the decision-making process.

Basic Information Clarification. To systemati-
cally clarify basic travel requirements, the assistant
combines systematic information gathering of es-
sential planning elements (location, target cities,
dates, and etc.) with natural conversation manage-
ment strategies, limiting questions to 1-2 key points
per round while employing colloquial language and
context-adaptive dialogue progression.

POI Clarification. To address the diverse ways
real tourists express their preferences, we imple-
ment comprehensive clarification logics consider-
ing multiple real-world factors. These logics sim-
ulate real-world travel planning scenarios by con-
sidering real-world factors like personal interests,
weather conditions, POI’s feedback. The assis-
tant also provides reviews, ratings and high-quality
images, enabling UGC-enriched decision-making
through authentic dialogue interactions.

3.2.3 Plan Generation and Revision
To simulate the complexity and adaptability of real-
world travel planning, our dataset encompasses
both direct generation for explicit queries and
dialogue-based planning for implicit queries. To
capture the iterative nature of travel planning, we
incorporate diverse plan revision cases spanning
multiple aspects (dining, transportation, budget,
weather-dependent activities). Detailed implemen-
tation specifications are elaborated in Section 4.

3.3 Dataset Annotations

To ensure data integrity, we implement rigorous
quality control measures across three key aspects:
Tourism Knowledge Base Validation, Decision-
Making Support Refinement, and Plan Generation
and Revision Verification. Detailed information
can be found in Appendix C.

Our annotation team comprised 5 professionals
(aged 25–40; 3 males, 2 females) with diverse ex-
pertise: two held master’s degrees in linguistics,
two held bachelor’s degrees in computer science,
and one specialized in psychology. All annotators

2https://tianqi.2345.com/
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Dataset Statistics

Dialogue Level Utterance Level Token Level

Total dialogues 10,182 Total utterances 94,668 Total tokens 34,764,374
- Training 6,000 Utterances per dialogue: Tokens per utterance:
- Validation 2,182 - Maximum 30 - Maximum 2,569
- Test 2,000 - Average 9.3 - Average 367.22

Multi-turn 4,433 - Minimum 2 - Minimum 3
Single-turn 5,749

Table 2: Statistics of RETAIL at dialogue, utterance, and token levels.

Expert Basic Information Clarification Logic Presentation Style Avg. Score

Expert 1 9 8 10 9.00
Expert 2 9 7 9 8.33
Expert 3 8 8 8 8.00
Expert 4 9 10 6 8.33
Expert 5 8 7 9 8.00

Mean 8.6 8.0 8.4 8.33
Std. Dev. 0.55 1.22 1.52 0.47

Table 3: Diversity Assessment by Domain Experts (n=5)

received competitive compensation aligned with in-
dustry standards and their respective qualifications,
ensuring fairness and motivation.

Tourism Knowledge Base Validation. To es-
tablish a robust knowledge base, we conduct com-
prehensive data cleaning by removing entries with
missing key fields (POI names, locations, oper-
ating hours), implementing random replacement
algorithms for sensitive information (contact de-
tails, user identifiers), and validating transportation
data through manual field investigations of actual
ticket prices. We supplement inter-city transporta-
tion data with optimized transfer routes where di-
rect connections are unavailable, ensuring complete
coverage of travel options.

Decision-Making Support Refinement. To
ensure authentic travel planning interactions, we
evaluate dialogues through multiple quality dimen-
sions. We filter conversations with misaligned rec-
ommendations, ignored user needs, redundant sug-
gestions, unnatural transitions, mechanical reason-
ing, inconsistent styles, and insufficient clarifica-
tions. Through prompt optimization and dialogue
flow enhancement, we refine the dialogue to better
mirror natural conversation patterns.

Plan Generation and Revision Verification.
To ensure feasibility of travel plans, we filter plans
with unreasonable schedules , impractical accom-
modations, unrealistic transportation, and conflict-

ing activities. Plan revisions balance attraction
and transportation adjustments while maintaining
feasibility and user preferences, ensuring diverse
practical travel plans.

Dataset Quality. Following Shi et al. (2023)
and Liu et al. (2020), we conduct human evalua-
tion on 1000 randomly sampled dialogues, where
RETAIL achieves an average quality score of 0.86,
demonstrating its high quality.

3.4 Dataset Analysis

Table 2 presents the statistics of RETAIL, which
contains 10,182 dialogues with a balanced dis-
tribution between single-turn (5,749) and multi-
turn (4,433) interactions, partitioned into training
(6,000), validation (2,182), and test (2,000) sets.
The dataset comprises 94,668 utterances and over
34 million tokens in total, representing substantial
coverage of travel planning scenarios. For diversity
evaluation, we randomly selected 500 samples and
5 experts to assess diversity across three dimen-
sions: basic information, clarification logic, and
presentation style, using a rating scale from 0 to 10
(higher scores indicate greater diversity). As shown
in the Table 3, the lowest average score reached 8,
indicating strong diversity across all aspects. De-
tailed statistics and examples of RETAIL can be
found in Appendix C.
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Figure 2: Overview of TGMA framework: the Topic-Guided Interaction Logic handles user queries through
topic selection and knowledge retrieval (top), while the Multi-Agent progresses from parsing user requirements to
generating high-level plans (including transportation, durations, and attractions), ultimately producing an all-in-one
travel plan with specific timing, locations, and other rich details (bottom).

4 TGMA

To mitigate the challenges of real-world travel plan-
ning, we propose TGMA framework(as shown
in Figure 2), which combines Topic-Guided in-
teraction with Multi-Agent planning. The Topic-
Guided Interaction Logic selects appropriate top-
ics based on dialogue context ensuring natural di-
alogue transitions aligned with user preferences,
while the Multi-Agent architecture decomposes
complex planning tasks into manageable steps for
quality assurance.

4.1 Topic-Guided Interaction Logic
To address the challenge of maintaining coherent
multi-turn dialogues in travel consultation, we pro-
pose a Topic-Guided Interaction Logic framework.
It implements a structured dialogue management
approach through an LLM-based topic selection
mechanism, where eight interconnected states dy-
namically guide conversation flow based on dia-
logue context and user preferences. Our framework
integrates dialogue context tracking with a com-
prehensive tourism knowledge base covering five
essential domains (Attraction, Restaurant, Hotel,
Transportation, and Weather). This design enables
context-aware response generation while maintain-
ing dialogue coherence, allowing the system to

adapt to diverse user requirements through system-
atic topic transitions and knowledge integration.

4.2 Multi-Agent

To decompose complex travel planning into man-
ageable specialized tasks, we design a multi-agent
architecture that orchestrates three agents. This ar-
chitecture enables progressive refinement of travel
plans, from initial requirement analysis to detailed
execution planning.

The Intent Detection Agent serves as the
foundation by transforming unstructured conver-
sational dialogues into structured representations.
Through semantic parsing, it extracts and normal-
izes key travel parameters including location/time
constraints, traveler details, accommodation prefer-
ences, and budget specifications, while also captur-
ing users’ modifications and refinements through-
out the conversation. This maintains dialogue con-
text and provides standardized inputs for subse-
quent planning stages.

The Overall Plan Agent leverages the Re-
Act(Yao et al., 2023) framework to coordinate high-
level planning decisions. It systematically pro-
cesses Day Allocation, Attraction Planning, and
Transit Arrangement through an integrated toolset
for plan generation, analysis, and information re-
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Model
BLEU

METEOR ROUGE-L CIDEr
B-1 B-2 B-3 B-4

Baselines

Qwen2.5-7B-Instruct 8.29 3.23 1.44 0.79 17.26 15.34 0.343
Meta-Llama-3-8B-Instruct 1.24 0.45 0.21 0.13 11.21 13.54 0.329
glm-4-9b-chat 7.54 3.90 1.94 1.18 17.09 15.14 0.348
Baichuan2-13B-Chat 9.49 4.41 1.76 0.96 14.74 15.49 0.345
DeepSeek-V3(671B) 1.13 0.69 0.36 0.24 13.19 13.69 0.333
Doubao-Pro 1.77 0.26 0.10 0.00 11.58 13.60 0.328
Baichuan3-Turbo 2.81 1.44 0.79 0.52 16.43 14.21 0.337
Qwen-Plus 7.33 3.99 2.08 1.32 16.81 15.07 0.346
gpt-4-Turbo 4.91 2.67 1.52 1.03 14.18 15.10 0.347
gpt-4o 7.39 3.34 1.63 0.99 15.40 15.31 0.342

Topic-Guided Interaction Logic(ours)

DeepSeek-V3(671B) 13.43 6.86 4.16 2.91 18.40 15.98 0.354
Qwen2.5-7B-Instruct(SFT) 13.88 6.49 3.32 2.04 21.44 16.33 0.360
gpt-4o 10.96 4.50 2.29 1.36 22.05 16.85 0.343

Table 4: Decision-Making Support Evaluation. ROUGE, BLEU, and METEOR metrics are expressed as percentages
(%). Gray and yellow backgrounds denote open-source and closed-source models.

Model

Commonsense Constraint User Preference Constraint
Final Pass

Rate
Micro Macro Micro Macro

PR. F1 PR. F1 PR. F1 PR. F1

Baselines

Qwen2.5-7B-Instruct 49.38 0.50 0.00 0.32 74.49 0.74 22.87 0.42 0.00
Meta-Llama-3-8B-Instruct 64.60 0.65 0.00 0.38 68.04 0.68 17.42 0.40 0.00
glm-4-9b-chat 54.13 0.54 0.17 0.35 77.32 0.77 29.69 0.43 0.10
Baichuan2-13B-Chat 50.00 0.50 0.00 0.33 60.42 0.75 0.00 0.43 0.00
DeepSeek-V3(671B) 70.55 0.74 2.92 0.42 79.73 0.80 35.27 0.44 0.81
Doubao-Pro 62.30 0.62 0.00 0.38 75.94 0.76 26.32 0.43 0.00
Baichuan3-Turbo 70.72 0.75 0.08 0.39 65.41 0.65 9.62 0.39 0.00
Qwen-Plus 75.17 0.79 3.84 0.44 79.95 0.79 35.91 0.44 1.00
gpt-4-Turbo 68.43 0.64 0.35 0.39 77.45 0.79 30.00 0.44 0.20
gpt-4o 71.84 0.73 0.36 0.42 78.55 0.79 32.90 0.44 0.10

TGMA(ours)

DeepSeek-V3(671B) 79.64 0.78 5.73 0.43 82.09 0.84 39.49 0.45 1.38
Qwen2.5-7B-Instruct(SFT) 81.74 0.77 5.89 0.45 86.40 0.84 42.32 0.46 2.72
gpt-4o 78.65 0.79 3.49 0.44 80.30 0.81 37.30 0.45 1.07

Table 5: Travel Plan Evaluation. Pass Rate (PR.) metrics are reported in percentages (%). Gray and yellow
backgrounds denote open-source and closed-source models.

trieval. This structured approach ensures that gener-
ated plans effectively balance planning objectives
with operational constraints, delivering coherent

and executable travel recommendations.

The Detailed Plan Agent finalizes the planning
process by transforming high-level outlines into
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comprehensive, executable plans. It systematically
enriches travel outlines with nearby POI informa-
tion and practical details, including attraction tick-
ets, accommodation options, and restaurant recom-
mendations. Through structured scheduling and
point-of-interest coordination, the agent generates
optimized daily arrangements that balance travel ef-
ficiency with user comfort while considering prac-
tical limitations.

5 Experiment

5.1 Baselines

Following Xie et al. (2024) and Shao et al. (2024),
we carefully select a few strong baselines for com-
parison, including GPT-4o (OpenAI, 2024), GPT-4-
Turbo (OpenAI, 2023), DeepSeek-V3 (DeepSeek-
AI et al., 2024), and Llama-3 (Room, 2024), as
well as Chinese models like Baichuan (Lin et al.,
2024), GLM (GLM et al., 2024), and Qwen (Yang
et al., 2024).

5.2 Metrics

We assess the system from two aspects: decision-
making process’s dialogue capabilities and plan-
ning performance. For dialogue capabilities, fol-
lowing Shi et al. (2023) and Liu et al. (2022), we
employ standard dialogue quality metrics includ-
ing BLEU-n (Papineni et al., 2002), ROUGE (Lin,
2004) and METEOR (Lavie and Agarwal, 2007)
to assess the response generation. For planning
performance, following Xie et al. (2024), we eval-
uate plans using commonsense constraint and user
preference constraint pass rate, and final pass rate.
Detailed definition can be found in Appendix A.1.

5.3 Decision-Making Support Evaluation

The evaluation results in Table 4 demonstrate the ef-
fectiveness of our Topic-Guided Interaction Logic
framework. When integrated with different LLMs,
our framework consistently outperforms their base-
line across all metrics. Specifically, with DeepSeek-
V3, our framework achieves substantial improve-
ments in BLEU scores, while with GPT-4, it shows
significant gains in METEOR (22.05 vs 15.40) and
ROUGE-L (16.85 vs 15.31). These improvements
indicate that our structured dialogue management
approach effectively enhances model performance
in travel-specific conversations. Detailed experi-
mental information can be found in Appendix A.3.

5.4 Travel Plan Evaluation

Table 5 demonstrates the superior planning capabil-
ities of TGMA in real world. When integrated with
Qwen2.5-7B-Instruct(SFT), our approach achieves
the highest final pass rate of 2.72%, significantly
outperforming baseline models across both com-
monsense and user preference constraints. The
notable performance gap between our framework
and baseline models highlights the effectiveness of
our structured planning approach in handling real-
world travel planning scenarios. Detailed experi-
mental information can be found in Appendix A.4.

6 Analysis

6.1 RQ1: How Do Different Constraints
Impact Travel Plan Final Pass Rate?

To study how different constraints affect the fi-
nal pass rate of travel plans which is essential for
system optimization, we use the travel plans to cal-
culate the Pearson correlation coefficients between
14 types of constraints (9 commonsense constraints
and 4 user preference constraints) shown in Table 7.
Further analysis can be found in A.2.

Figure 3(a) shows Time Interval and POI Valida-
tion are the main constraints affecting pass rates, at
0.495 and 0.432 respectively. This suggests plans
need better activity scheduling and POI verifica-
tion. City Coverage at 0.003 has minimal impact,
indicating most plans satisfy city coverage require-
ments.

Figure 3(b) reveals Hotel Type and Required
Sites as key preference constraints at 0.733 and
0.696, while Budget and Excluded Sites show
lower impact at 0.146 and 0.107. This indicates
plans mainly struggle with meeting hotel type and
must-visit site requirements.

6.2 RQ2: How Important is Decision-Making
Support in Travel Planning?

To quantitatively assess the impact of decision-
making support (DMS), we employed the same
evaluation metrics outlined in Travel Plan Eval-
uation (Section 5.4) to compare plans generated
with and without DMS. The results, presented in
Table 6, reveal significant performance disparities
across all metrics. Specifically, plans generated
without DMS achieved only half the micro and
macro pass rates for commonsense constraints (CC)
compared to those with DMS. The gap was even
more pronounced for user preference constraints
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Figure 3: Impact of Different Constraints on Pass Rates. (a) CC: City Coverage, AR: Activity Repetition, TI: Time
Interval, Ad: Accommodation, DS: Daily Schedule, RJ: Return Journey, PV: POI Validation, LL: Location Logic,
AC: Activity Count. (b) Bg: Budget, HT: Hotel Type, RS: Required Sites, ES: Excluded Sites.

(UPC), where unsupported plans exhibited sub-
stantially lower performance in both micro and
macro evaluations. Without DMS, models tended
to produce generic travel itineraries that failed to
capture individual preferences and requirements,
resulting in standardized outputs lacking person-
alization. This limitation led to a zero final pass
rate, underscoring that decision-making support is
crucial for understanding user-specific needs and
creating personalized travel experiences.

DMS
CC UPC Final

PR (%)Micro Macro Micro Macro

✗ 34.19 2.60 31.49 1.17 0.00
✓ 78.65 3.49 80.30 37.30 1.07

Table 6: Travel plan evaluation on CC (Commonsense
Constraints) and UPC (User Preference Constraints).
DMS: Decision-Making Support; PR: Pass Rate.

7 Conclusion

This work identifies three critical limitations in
real-world travel planning: insufficient decision-
making support for implicit queries, the lack of
environmental awareness, and the inability to gen-
erate all-in-one plans with rich details. To mitigate
these challenges, we first introduce RETAIL cov-
ering both explicit and decision-making support
for implicit queries. It also features environmental
awareness, and rich POI information enabling all-
in-one travel plans. Based on RETAIL, we propose
TGMA, a topic-guided multi-agent framework for
providing coherent and user-aligned decision sup-
port and generating all-in-one travel plans that inte-
grate various practical aspects. Through extensive

experiments, we demonstrate TGMA’s effective-
ness in real-world travel planning scenarios. We
hope our work provides valuable insights and re-
sources for advancing real-world travel planning
systems.
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Appendix

A Additional Experiment

A.1 Detailed Evaluation Metrics

To ensure the quality and practicality of generated
travel itineraries, we establish a comprehensive
evaluation framework comprising two main cat-
egories of metrics, as detailed in Table 7. The
first category, Commonsense Constraints, consists
of ten fundamental metrics that verify the logical
coherence and feasibility of travel plans. These
metrics range from basic requirements such as city
coverage and activity repetition checks, to more
sophisticated validations like temporal conflict de-
tection and location logic verification. The second
category focuses on User Preferences, incorporat-
ing four key metrics to assess how well the gen-
erated itineraries align with specific user require-
ments, including budget constraints and accom-
modation preferences. Notably, our benchmark
introduces several novel metrics (marked in brown)
that were not present in previous evaluation frame-
works, particularly enhancing the assessment of
spatial-temporal consistency and user preference
compliance. This expanded set of metrics enables
a more rigorous and comprehensive evaluation of
travel planning systems.

A.2 Additional Analysis

A.2.1 RQ1: How Do Different Constraints
Impact Travel Plan Final Pass Rate?

In Section 6 of the main text, we calculated the
Pearson correlation coefficients between 14 con-
straints and the final pass rate to explore which con-
straints have a greater impact on the pass rate.Now,
we have calculated the Kendall correlation coef-
ficients between them to ensure the comprehen-
siveness and depth of this part of analysis, and the
results are shown in the Figure 4. Through obser-
vation and comparison, it can be found that the
results of Kendall correlation coefficients and Pear-
son correlation coefficients show the same trend,
which also proves that our analysis results are sci-
entific. We have confirmed that this part of content
already has significant optimization implications
for subsequent travel planning.
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Category Metric Description

Commonsense
Constraints

City Coverage Verifies all target cities are included
Activity Repetition Detects duplicate activities in itinerary
Time Interval Verifies 30-minute minimum gaps between activities
Accommodation Ensures lodging is arranged for all nights except last
Daily Schedule Validates completion of daily activity planning
Return Journey Confirms return trip on final day
POI Validation Verifies existence of all points of interest
Location Logic Ensures POIs are within designated cities
Activity Count Verifies minimum 4 activities per city daily

(including three meals a day, attractions, and snack shops)

User
Preferences

Budget Validates total cost against user budget
Hotel Type Confirms compliance with hotel preferences
Required Sites Verifies inclusion of must-visit attractions
Excluded Sites Ensures exclusion of unwanted locations

Table 7: Evaluation metrics for Travel Plan Evaluation. Metrics in black are common to both TravelPlanner (Xie
et al., 2024) and our benchmark, while those in brown are unique to our benchmark.

Figure 4: Impact of Different Constraints on Pass Rates. (a) CC: City Coverage, AR: Activity Repetition, TI: Time
Interval, Ad: Accommodation, DS: Daily Schedule, RJ: Return Journey, PV: POI Validation, LL: Location Logic,
AC: Activity Count. (b) Bg: Budget, HT: Hotel Type, RS: Required Sites, ES: Excluded Sites.

A.2.2 RQ2: How Important is
Decision-Making Support in Travel
Planning?

To evaluate the importance of decision-making
support, we futher employed human evaluations
to compare travel plans generated with and without
assisted decision-making processes.

As for human evaluations, we employed the
same team of 5 expert annotators (previously used
for dataset annotation). The annotators demon-
strated strong agreement during dataset annotation,

with a Cohen’s kappa coefficient exceeding 0.9,
ensuring high consistency in their evaluations.

We designed three 5-point metrics for evaluation.

• Implicit Need Alignment measures the sys-
tem’s ability to address unstated requirements,
where 5 points indicate full coverage of con-
textual needs through proactive suggestions,
and 1 point reflects complete oversight of im-
plicit preferences.

• Revision Cost quantifies plan refinement ef-
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fort, where 5 points represent immediate ac-
ceptance (0–1 edits required), and 1 point in-
dicates extensive rework (5+ edits needed) to
meet basic requirements.

• Overall Satisfaction captures holistic user ex-
perience, where 5 points reflect perfect align-
ment with both stated and unstated needs,
while 1 point indicates fundamental dissat-
isfaction with the proposed itinerary.

Table 8 showed statistically significant improve-
ments across all metrics with decision-making sup-
port. Implicit need alignment rose from 2.1 to 3.9,
with experts noting better recognition of contextual
constraints (e.g., mobility requirements). Baseline
plans required 2.1 average edits versus 1.2 with
support, though three users still needed multiple
adjustments for niche preferences. Four partici-
pants described the clarification process as "useful
for refining initial ideas," while one found it exces-
sive for simple day trips. Time savings averaged
28 minutes per task, with greater benefits for multi-
city itineraries.

Setting Need Align. Rev. Cost Satisfaction

w/ DMS 3.9 1.2 4.2
w/o DMS 2.1 2.1 3.1

Table 8: Performance comparison with/without
Decision-Making Support (DMS). Need Align.: Im-
plicit Need Alignment; Rev. Cost: Revision Cost; Satis-
faction: Overall Satisfaction

A.2.3 RQ3: How Do Multimodal Information
and User-Generated Content Enhance
Travel Planning?

To evaluate the impact of multimodal informa-
tion and user-generated content on travel plan-
ning quality, we employed the same team of 5 ex-
pert annotators (previously used for dataset annota-
tion) to assess four system settings: basic text-only
setting, enhanced with user reviews, enhanced with
visual content, and enhanced with both elements.
The annotators demonstrated strong agreement dur-
ing dataset annotation, with a Cohen’s kappa coef-
ficient exceeding 0.9, ensuring high consistency in
their evaluations.

We designed four evaluation metrics on a 5-point
scale.

• Information Comprehension measures
users’ understanding of travel destinations,

where 5 points indicate complete and clear
understanding of destination features, and 1
point reflects confusion or misunderstanding.

• Decision Efficiency evaluates the speed and
quality of travel decisions, where 5 points rep-
resent quick and confident decision-making,
and 1 point indicates hesitation and uncer-
tainty.

• Interaction Experience assesses the effec-
tiveness of plan modification process, where
5 points reflect smooth and intuitive plan ad-
justments with clear feedback, and 1 point
suggests difficult and confusing modification
experience.

• Overall Satisfaction captures the comprehen-
sive user experience, where 5 points indicate
highly satisfactory planning experience, and 1
point reflects poor user satisfaction.

The experimental results demonstrate that both
visual content and user-generated content signifi-
cantly enhance the travel planning process. While
the basic text-only setting achieves moderate per-
formance, the addition of either visual content or
user reviews substantially improves user experi-
ence across all metrics. The combination of both
elements yields the best performance, achieving
scores above 4.0 across all dimensions, which vali-
dates the importance of incorporating multimodal
information in travel planning systems.

Metrics Basic +UGC +Visual +Both

Info. Comprehension 3.28 3.85 3.88 4.12
Decision Efficiency 3.45 3.92 3.95 4.15
Interaction Exp. 3.52 3.89 3.87 4.08
Overall Satisfaction 3.31 3.88 3.85 4.16

Table 9: Impact of multimodal information and user-
generated content on travel planning quality. Basic:
text-only setting; +UGC: enhanced with user reviews;
+Visual: enhanced with visual content; +Both: enhanced
with both elements. All scores range from 0-5, averaged
over user ratings.

A.2.4 RQ4: To What Extent Do
Environmental Factors Influence Travel
Planing?

To evaluate the impact of environmental factors
on travel planning, we employed the same team
of 5 expert annotators (previously used for dataset
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annotation) to assess travel plans generated with
and without environmental awareness. Each anno-
tator evaluated 20 different scenarios, resulting in
100 test cases in total. The annotators demonstrated
strong agreement during dataset annotation, with a
Cohen’s kappa coefficient exceeding 0.9, ensuring
high consistency in their evaluations.

We designed three 5-point metrics for evaluation.

• Weather Adaptability Score measures plan
adaptation to weather conditions, where 5
points indicate comprehensive weather-based
adjustments and alternatives, while 1 point
reflects minimal weather consideration.

• Transportation Accessibility Score evalu-
ates traffic-aware planning, where 5 points rep-
resent detailed routing with backup options,
and 1 point indicates limited traffic considera-
tion.

• Environmental Alert Score in Requirement
Clarification assesses proactive environmen-
tal guidance, where 5 points represent timely
alerts with practical suggestions, and 1 point
reflects delayed or missing environmental
alerts.

The experimental results demonstrate that envi-
ronmental awareness significantly enhances travel
planning quality. With environmental awareness
enabled, all three metrics show notable improve-
ments, particularly in the Environmental Alert
Score (from 3.47 to 4.20). These results validate
the importance of incorporating environmental fac-
tors in travel planning systems.

EA WAS TAS EARC

✗ 3.85 3.72 3.47
✓ 4.20 4.00 4.20

Table 10: Impact of Environmental Awareness (EA)
on travel planning quality. WAS: Weather Adaptability
Score; TAS: Transportation Accessibility Score; EARC:
Environmental Alert Score in Requirement Clarification.
All scores range from 0-5, averaged over 100 test cases.

A.3 Detailed Decision-Making Support
Evaluation

As shown in Table 11, our Topic-Guided Interac-
tion Logic approach demonstrates significant im-
provements in models’ ability to clarify travel re-
quirements. Our enhanced Qwen2.5-7B-Instruct

with SFT achieves a remarkable 252% improve-
ment in BLEU-4 scores from 0.61 to 2.15 in
one-shot learning, while maintaining stable per-
formance in two-shot scenarios at 2.25. This con-
sistency contrasts sharply with baseline models’
fluctuations, exemplified by gpt-4-Turbo’s BLEU-
4 dropping from 0.85 to 0.35 between one-shot and
two-shot settings.

The effectiveness is further validated by improve-
ments across all metrics, with METEOR scores
reaching 22.43 for gpt-4o and ROUGE-L achieving
16.95, indicating enhanced semantic understand-
ing. Our method shows strong scalability, enabling
smaller models like Qwen2.5-7B-Instruct to outper-
form larger baselines with a BLEU-1 score of 14.20.
The consistent CIDEr score improvements across
all enhanced models confirm the overall quality
enhancement of generated responses.

These comprehensive improvements suggest our
approach effectively addresses the core challenges
in travel requirement clarification. The method’s
success across both open-source and closed-source
models, along with its stability in different shot set-
tings, demonstrates its potential as a robust solution
for enhancing travel dialogue systems’ ability to
process ambiguous user requests.

A.4 Detailed Travel Plan Evaluation

Tables 12 and 13 demonstrate the significant im-
provements achieved by TGMA in travel plan gen-
eration. Our enhanced Qwen2.5-7B-Instruct with
SFT shows remarkable performance, achieving the
highest commonsense constraint micro-precision
of 83.39% in CoT and 83.05% in one-shot set-
tings, surpassing larger models like gpt-4o. In
handling user preferences, our approach pushes
the micro-precision to 87.94% and 88.78% respec-
tively, marking substantial gains over baseline per-
formances.

Most significantly, our method addresses the crit-
ical challenge of macro-precision scores. While
baseline models show macro-precision scores near
zero for commonsense constraints, our enhanced
models achieve scores of 8.12% and 8.89% across
different settings, demonstrating more consistent
performance across varied scenarios. The improve-
ment extends to user preference constraints, with
macro-precision scores above 43% consistently, in-
dicating better handling of diverse user require-
ments.

The final pass rate metric clearly demon-
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Model
BLEU

METEOR ROUGE-L CIDEr
B-1 B-2 B-3 B-4

One-shot In-Context Learning

Baselines

Qwen2.5-7B-Instruct 9.67 2.78 1.10 0.61 19.91 17.89 0.353

Meta-Llama-3-8B-Instruct 2.10 0.50 0.15 0.06 10.62 13.53 0.328

glm-4-9b-chat 1.11 0.57 0.21 0.10 13.54 13.84 0.333

Baichuan2-13B-Chat 8.82 2.63 0.96 0.53 15.47 16.51 0.350

DeepSeek-V3(671B) 0.35 0.21 0.13 0.10 13.28 14.45 0.332

Doubao-Pro 6.06 1.00 0.38 0.20 12.22 15.04 0.335

Baichuan3-Turbo 2.41 1.15 0.58 0.40 15.91 14.14 0.337

Qwen-Plus 13.37 5.60 2.37 1.35 19.25 16.38 0.350

gpt-4-Turbo 5.30 2.31 1.25 0.85 15.00 15.22 0.341

gpt-4o 9.39 3.30 1.31 0.69 15.22 15.47 0.339

Topic-Guided Interaction Logic(ours)

DeepSeek-V3(671B) 5.96 2.61 1.16 0.65 16.83 14.95 0.342

Qwen2.5-7B-Instruct(SFT) 14.20 6.70 3.45 2.15 21.80 16.50 0.362
gpt-4o 12.37 4.86 1.98 0.89 22.43 16.95 0.349

Two-shot In-Context Learning

Baselines

Qwen2.5-7B-Instruct 7.75 2.21 0.77 0.37 19.56 18.17 0.353

Meta-Llama-3-8B-Instruct 1.37 0.31 0.10 0.05 10.34 13.48 0.328

glm-4-9b-chat 0.70 0.36 0.13 0.07 12.96 13.62 0.331

Baichuan2-13B-Chat 10.16 3.59 1.33 0.69 15.20 15.99 0.349

DeepSeek-V3(671B) 0.29 0.17 0.12 0.09 13.30 13.47 0.336

Doubao-Pro 2.89 0.81 0.34 0.17 14.01 14.15 0.334

Baichuan3-Turbo 1.95 0.88 0.45 0.30 15.85 14.07 0.336

Qwen-Plus 12.30 5.14 2.04 1.12 19.16 16.14 0.347

gpt-4-Turbo 2.47 1.08 0.55 0.35 14.14 14.53 0.337

gpt-4o 9.97 3.99 1.46 0.76 17.07 15.81 0.343

Topic-Guided Interaction Logic(ours)

DeepSeek-V3(671B) 7.31 3.19 1.67 1.09 17.30 15.30 0.347

Qwen2.5-7B-Instruct(SFT) 14.40 6.90 3.60 2.25 22.00 16.65 0.364
gpt-4o 12.86 4.72 1.98 1.02 22.29 16.76 0.343

Table 11: Decision-Making Support Evaluation under One-shot and Two-shot In-Context Learning. ROUGE,
BLEU, and METEOR metrics are expressed as percentages (%). Gray and yellow backgrounds denote open-source
and closed-source models.
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Model

Commonsense Constraint User Preference Constraint
Final Pass

Rate
Micro Macro Micro Macro

PR. F1 PR. F1 PR. F1 PR. F1

CoT

Baselines
Qwen2.5-7B-Instruct 47.17 0.49 0.00 0.32 76.33 0.75 26.24 0.43 0.00
Meta-Llama-3-8B-Instruct 63.03 0.63 0.00 0.39 72.41 0.72 24.55 0.42 0.00
glm-4-9b-chat 51.66 0.52 0.21 0.33 77.53 0.77 30.30 0.43 0.10
Baichuan2-13B-Chat 55.00 0.55 0.00 0.35 50.00 0.50 0.00 0.33 0.00
DeepSeek-V3(671B) 67.70 0.71 1.14 0.40 79.49 0.79 36.15 0.44 0.30
Doubao-Pro 54.49 0.52 0.00 0.35 77.45 0.76 31.37 0.43 0.00
Baichuan3-Turbo 70.54 0.71 0.00 0.41 65.94 0.66 10.77 0.39 0.00
Qwen-Plus 68.34 0.70 0.65 0.41 80.18 0.80 37.42 0.44 0.23
gpt-4-Turbo 74.46 0.70 2.14 0.42 77.72 0.77 32.03 0.43 0.87
gpt-4o 77.17 0.77 3.51 0.43 78.99 0.79 33.77 0.44 0.90
TGMA(ours)
DeepSeek-V3(671B) 79.81 0.78 5.76 0.43 80.02 0.87 42.24 0.45 1.41
Qwen2.5-7B-Instruct(SFT) 83.39 0.79 8.12 0.47 87.94 0.86 43.09 0.46 2.99
gpt-4o 77.78 0.81 4.32 0.45 84.43 0.82 42.67 0.44 2.03

Table 12: Travel Plan Evaluation under Chain-of-Thought(CoT) Setting. Pass Rate (PR.) metrics are reported in
percentages (%). Gray and yellow backgrounds denote open-source and closed-source models.

Model

Commonsense Constraint User Preference Constraint
Final Pass

Rate
Micro Macro Micro Macro

PR. F1 PR. F1 PR. F1 PR. F1

One-shot In-Context Learning

Baselines
Qwen2.5-7B-Instruct 58.26 0.58 0.08 0.37 79.92 0.79 29.95 0.44 0.08
Meta-Llama-3-8B-Instruct 67.81 0.68 0.26 0.40 67.70 0.68 12.52 0.40 0.50
glm-4-9b-chat 71.62 0.72 1.55 0.41 77.97 0.41 33.15 0.44 0.86
Baichuan2-13B-Chat 72.50 0.73 0.00 0.42 58.83 0.58 0.00 0.37 0.00
DeepSeek-V3(671B) 79.47 0.79 4.88 0.44 80.02 0.80 37.52 0.44 1.32
Doubao-Pro 77.85 0.78 2.35 0.43 76.33 0.76 29.74 0.43 0.84
Baichuan3-Turbo 72.76 0.72 1.02 0.42 71.19 0.71 20.14 0.41 0.25
Qwen-Plus 77.64 0.77 3.08 0.44 76.90 0.78 29.95 0.44 0.60
gpt-4-Turbo 74.02 0.74 1.17 0.42 77.26 0.77 30.53 0.43 0.42
gpt-4o 76.64 0.76 2.55 0.43 78.41 0.78 33.24 0.44 0.75
TGMA(ours)
DeepSeek-V3(671B) 80.02 0.80 6.71 0.43 80.97 0.87 43.90 0.47 2.03
Qwen2.5-7B-Instruct(SFT) 83.05 0.83 8.89 0.62 88.78 0.86 44.29 0.46 4.06
gpt-4o 76.90 0.87 4.49 0.47 89.90 0.83 43.88 0.44 2.31

Table 13: Travel Plan Evaluation under One-shot In-Context Learning Setting. Pass Rate (PR.) metrics are reported
in percentages (%). Gray and yellow backgrounds denote open-source and closed-source models.
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Setting BLEU
METEOR ROUGE-L CIDEr

KB Topic B-1 B-2 B-3 B-4

✓ ✗ 9.29 2.58 0.51 0.18 19.89 16.67 0.336
✗ ✓ 5.42 1.49 0.32 0.12 15.67 15.82 0.335
✗ ✗ 4.82 1.27 0.35 0.16 15.63 15.90 0.336
✓ ✓ 10.96 4.50 2.29 1.36 22.05 16.85 0.343

Table 14: Ablation study on Decision-Making Evaluation based on our framework with GPT-4o. ROUGE, BLEU,
and METEOR metrics are expressed as percentages (%). ✓/✗indicates whether the corresponding module is used or
not.

Setting Commonsense Constraint User Preference Constraint
Final Pass

RateID OP
Micro Macro Micro Macro

PR. F1 PR. F1 PR. F1 PR. F1

✓ ✗ 47.36 0.47 3.30 0.28 49.53 0.50 27.74 0.29 0.47
✗ ✓ 76.70 0.71 6.80 0.44 79.67 0.79 36.80 0.44 0.67
✗ ✗ 72.19 0.64 7.33 0.43 77.01 0.78 33.60 0.44 0.38
✓ ✓ 78.65 0.79 33.49 0.44 80.30 0.81 37.30 0.45 1.07

Table 15: Ablation study on Travel Plan Evaluation based on our Multi-Agent framework with GPT-4o. Pass Rate
(PR.) and F1 metrics are reported in percentages (%). ID and OP denote Intent Detection and Overall Planning
agents respectively.

strates our method’s effectiveness. Our enhanced
Qwen2.5-7B-Instruct achieves pass rates of 2.99%
and 4.06%, significantly outperforming both open-
source and closed-source baselines. This improve-
ment represents success in simultaneously satisfy-
ing both commonsense and user preference con-
straints, a challenging requirement that most base-
line models struggle with, as evidenced by their
near-zero pass rates. These results validate TGMA
as an effective solution for generating practical and
user-aligned travel plans.

A.5 Ablation Study

A.5.1 Decision-Making Support
As shown in Table 14, our ablation study reveals
the crucial role of both knowledge base and topic-
guided components in travel requirement clarifi-
cation. The full model incorporating both com-
ponents achieves optimal performance across all
metrics, with BLEU-1 reaching 10.96 and BLEU-
4 at 1.36, significantly outperforming all ablated
variants. The knowledge base component proves
particularly vital, as its removal causes BLEU-1
to drop sharply to 5.42, while removing the topic-
guided component results in BLEU-1 declining to

9.29.
The synergistic effect of both components is fur-

ther evidenced by the METEOR scores, where the
full model achieves 22.05, compared to 19.89 with
only knowledge base and 15.67 with only topic
guidance. The model’s performance deteriorates
most severely when both components are removed,
with BLEU-1 falling to 4.82, demonstrating that
neither component alone is sufficient for optimal
performance. These results strongly validate our
design choice of integrating both knowledge-based
reasoning and topic-guided interaction for effective
travel requirement clarification.

A.5.2 Travel Plan Generation

As shown in Table 17, our ablation study demon-
strates the effectiveness of both Intent Detection
(ID) and Overall Planning (OP) agents in travel
plan generation. The full model with both mod-
ules achieves the best overall performance, with
micro-precision reaching 78.65% for common-
sense constraints and 80.30% for user preferences,
along with a final pass rate of 1.07%. The OP
module proves particularly crucial, as its removal
causes significant performance degradation across
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Model
BLEU

METEOR ROUGE-L CIDEr
B-1 B-2 B-3 B-4

Pre-fine-tuning Performance

glm-4-9b-chat 7.54 3.90 1.94 1.18 17.09 15.14 0.348
Qwen2.5-7B-Instruct 8.29 3.23 1.44 0.79 17.26 15.34 0.343
Baichuan2-13B-Chat 9.49 4.41 1.76 0.96 14.74 15.49 0.345

Post-fine-tuning Performance

glm-4-9b-chat 14.41 7.22 3.79 2.35 18.84 16.57 0.353
Qwen2.5-7B-Instruct 12.89 6.02 3.02 1.79 17.67 16.19 0.360
Baichuan2-13B-Chat 10.28 3.86 1.72 0.92 18.64 15.89 0.347

Table 16: Decision-Making Support Evaluation comparing model performance before and after fine-tuning. ROUGE,
BLEU, and METEOR metrics are expressed as percentages (%).

Model

Commonsense Constraint User Preference Constraint

Final Pass
Rate

Micro Macro Micro Macro

PR. F1 PR. F1 PR. F1 PR. F1

Pre-fine-tuning Performance

glm-4-9b-chat 54.13 0.54 0.17 0.35 77.32 0.77 29.69 0.43 0.10
Qwen2.5-7B-Instruct 49.38 0.50 0.00 0.32 74.49 0.74 22.87 0.42 0.00
Baichuan2-13B-Chat 50.00 0.50 0.00 0.33 60.42 0.75 0.00 0.43 0.00

Post-fine-tuning Performance

glm-4-9b-chat 71.50 0.72 2.20 0.41 75.17 0.42 38.33 0.44 1.00
Qwen2.5-7B-Instruct 73.71 0.73 1.57 0.42 85.55 0.86 56.60 0.46 1.40
Baichuan2-13B-Chat 65.82 0.66 0.95 0.38 71.43 0.72 32.15 0.42 0.72

Table 17: Travel Plan Evaluation comparing model performance before and after fine-tuning. Pass Rate (PR.)
metrics are reported in percentages (%).

all metrics, most notably in commonsense con-
straint micro-precision dropping to 47.36% and
user preference micro-precision falling to 49.53%.

Most significantly, the macro-precision scores
reveal the complementary nature of these modules.
The full model achieves 33.49% macro-precision
for commonsense constraints, substantially outper-
forming variants with single or no modules, which
only achieve scores below 8%. This dramatic im-
provement in macro-precision indicates our com-
plete framework’s superior ability to handle di-
verse travel planning scenarios consistently. These
results validate our design choice of combining

constraint-aware intent detection with controlled
planning for robust travel plan generation.

A.6 Fine-tuning Analysis

A.6.1 Decision-Making Support

As shown in Table 16, our Dialog-SFT approach
demonstrates significant improvements in models’
ability to clarify travel requirements. The most
notable enhancement is observed in glm-4-9b-chat,
where BLEU-4 scores increase from 1.18 to 2.35,
accompanied by substantial gains across all metrics,
with BLEU-1 improving from 7.54 to 14.41 and
METEOR rising from 17.09 to 18.84. Similarly,
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Qwen2.5-7B-Instruct shows remarkable progress
with BLEU-4 more than doubling from 0.79 to
1.79.

Interestingly, smaller models achieve more sub-
stantial improvements compared to larger ones,
as evidenced by Baichuan2-13B-Chat’s relatively
modest gains. This suggests our Dialog-SFT ap-
proach effectively enhances model capabilities
regardless of model size, particularly benefiting
smaller architectures. The consistent improve-
ments in METEOR and ROUGE-L scores across
all models indicate enhanced semantic understand-
ing and response coherence, validating the effec-
tiveness of our fine-tuning strategy in improving
travel requirement clarification capabilities.

A.6.2 Travel Plan Generation

As shown in Table 17, our fine-tuning approach
demonstrates substantial improvements in mod-
els’ travel planning capabilities. Qwen2.5-7B-
Instruct shows the most remarkable enhancement,
with its micro-precision for commonsense con-
straints increasing from 49.38% to 73.71%, and
user preference constraints improving significantly
from 74.49% to 85.55%. Most notably, its macro-
precision for user preferences sees a dramatic in-
crease from 22.87% to 56.60%, indicating greatly
improved consistency across diverse planning sce-
narios.

The effectiveness of our fine-tuning approach
is further validated by the final pass rate im-
provements. All models progress from near-zero
pass rates to achieving meaningful success, with
Qwen2.5-7B-Instruct reaching 1.40%. The consis-
tent improvements in both commonsense and user
preference constraints across all models, particu-
larly in macro-precision metrics, demonstrate our
fine-tuning strategy’s effectiveness in enhancing
models’ ability to generate travel plans that satisfy
multiple practical constraints simultaneously.

B Tourism Knowledge Base Examples

We present examples from our tourism knowledge
base, which covers five main categories: attrac-
tions, accommodations, dining, transportation, and
weather information. These examples demonstrate
the structured information used to support our dia-
logue system. And we have desensitized the private
information.

B.1 City

Our tourism dataset encompasses 24 major cities
across China(as shown in Figure 5), representing a
diverse geographic and cultural landscape. These
cities span from the northern regions (Beijing,
Tianjin, Harbin, Shenyang, and Dalian), through
the eastern coastal areas (Shanghai, Nanjing,
Hangzhou, Suzhou, and Xiamen), to the southern
region (Guangzhou, Shenzhen, and Fuzhou). The
dataset also covers central China (Wuhan, Chang-
sha, and Nanchang), western China (Chengdu,
Xi’an, Lanzhou, and Xining), and southwestern
China (Kunming, Guiyang, and Chongqing). This
comprehensive coverage ensures our dataset cap-
tures the rich diversity of China’s tourism resources,
from ancient historical sites to modern urban attrac-
tions, and from coastal sceneries to inland land-
scapes. These cities were selected based on their
tourism significance, economic importance, and
distinctive cultural characteristics, providing a rep-
resentative sample of China’s major tourist destina-
tions.

Figure 5: Geographic distribution of the 24 cities in our
dataset

B.2 Attraction

Table 18 presents a detailed example of an at-
traction entry from our tourism database. The
entry encompasses comprehensive basic informa-
tion including name, introduction, visual content,
location, and contact details. It also contains
visitor-oriented practical information such as rec-
ommended visiting times and costs, along with
surrounding service details covering nearby restau-
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Attraction name: Jiufeng Forest Zoo
Introduction: Wuhan Jiufeng Forest Zoo, nestled in Jiufeng National Forest Park, is just 12km from downtown Wuhan.
Set across 53.3 hectares with 85% forest coverage, the zoo houses diverse wildlife in specialized areas including tiger,
lion, bear, and monkey gardens. The facility features an animal kindergarten, a parent-child eco-park, and two popular
performance venues - the "Dream Theater" and "Bear and Tiger Gathering."
Basic Information:

• Image:
• Address: No. 1 Special, Jiufeng Lion Peak, Hongshan District, Wuhan City, Hubei Province
• Phone: ***************
• Geographic Coordinates: *****° East, ******° North
• Type: Attraction-Zoo-Botanical and Zoological Garden

Visitor Information:
• Best Season to Visit: Suitable for all seasons
• Recommended Visit Duration: 3-5 hours
• Must-Visit Index: Must-see attraction
• Average Expense per Person: ** yuan
• Rating: 3.8 stars

Nearby Restaurants:
• Green Tea Restaurant (Wuhan Joy City Branch) - 1.5km away
• Xiaofu Nan Hunan Cuisine (Joy City Branch) - 1.5km away
• Victoria’s Style Original Cut Steak Western Restaurant (Joy City Branch) - 1.5km away

Nearby Accommodations:
• Chain Hotels:

– City Comfort Inn (Wuhan Jiufeng Mountain Forest Park Branch) - 1.0km away
– Fengyi Fashion Hotel (Wuhan Jiufeng Mountain Forest Park Branch) - 0.9km away
– City Comfort Inn (Wuhan Optics Valley Science and Technology Convention Center Branch) - 2.1km away

• Upscale Hotels:
– Yishang Hotel (Wuhan Optics Valley Bio-city Joy City Branch) - 0.9km away
– Wyndham Garden Wuhan Optics Valley - 1.9km away
– Yishang Hotel (Wuhan Optics Valley Science and Technology Convention Center Joy City Branch) - 2.2km

away
Visitor Reviews:

• The zoo boasts extensive forest coverage and diverse wildlife, with family-friendly attractions including a children’s
farm and interactive areas.

• Located just 40 minutes from downtown, the zoo offers convenient access and parking. A typical visit takes 2-3
hours, featuring midday animal performances.

• Interactive animal feeding experiences are available for visitors seeking closer encounters with wildlife.
Ticket Information:

• Single Admission Ticket:
– Adult Ticket: **** yuan
– College Student Ticket: **** yuan

• Package Deals:
– Two-Person Ticket: ***** yuan
– Family Ticket (1 Adult + 1 Child): ** yuan
– Family Ticket (2 Adults + 1 Child): *** yuan

• Special Attraction Tickets:
– Forest Secret Realm (Immersive Holographic Interaction): ****** yuan
– Family Farm + Forest Secret Realm Package: **** yuan

• Combination Offers:
– Adult Ticket + Forest Secret Realm: ** yuan
– College Student Ticket + Forest Secret Realm: ** yuan

Table 18: A detailed attraction entry showcasing comprehensive attraction information spanning location details,
visitor guidance, nearby POIs (restaurants and accommodations), ticket options, and user feedback for Jiufeng
Forest Zoo.
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rants and accommodations within 3km. Addition-
ally, the entry includes visitor reviews providing
qualitative insights and detailed ticket information
with various pricing options. This structured for-
mat is consistently applied across our database,
ensuring a holistic representation of each attrac-
tion through both factual information and user-
generated content.

B.3 Restaurant

Table 19 presents a detailed restaurant entry from
our tourism database. The entry provides compre-
hensive information about Xiabu Xiabu, a popular
hotpot restaurant in Beijing’s Wangfujing area. It
includes basic operational details, location infor-
mation, and customer reviews. The data structure
encompasses both objective information (such as
opening hours and pricing) and subjective feedback
through customer reviews, offering potential visi-
tors a complete picture of the dining experience.

B.4 Hotel

Table 20 presents a comprehensive hotel entry from
our tourism database, showcasing the Shanghai
Zunmao Hotel in the Lujiazui Financial District.
The entry encompasses detailed information includ-
ing basic hotel details, facilities, room types with
pricing, and guest reviews. This structured format
provides potential visitors with both essential op-
erational information and real guest experiences,
facilitating informed accommodation decisions.

B.5 Transportation

Table 21 shows a sample train service entry from
our tourism database. The entry includes key travel
information such as station details, schedule, jour-
ney duration, and pricing for high-speed rail service
between Hangzhou and Shanghai.

B.6 Weather

Table 22 demonstrates a weather data entry from
our tourism database. The entry includes essential
meteorological information such as temperature,
weather conditions, wind status, and air quality in-
dex, providing tourists with crucial environmental
data for their travel planning.

C Annotations and Examples of RETAIL

C.1 Detailed Dataset Annotations
C.1.1 Step 1: Tourism Knowledge Base

Validation
• Data Cleaning & Completeness Check: Thor-

oughly clean the tourism knowledge base by re-
moving any entries with missing or incomplete
key fields, such as POI (Point of Interest) names,
locations, operating hours, or accessibility details.
Ensure all essential information is standardized
and formatted consistently.

• Privacy Protection & Anonymization: Handle
sensitive data, such as visitor records or booking
details, by implementing random replacement
algorithms for personal identifiers, contact infor-
mation, and payment records to comply with data
protection regulations.

• Transportation Data Verification & Optimiza-
tion: Validate transportation data by cross-
referencing actual ticket prices, schedules, and
route availability with official sources. Where
direct routes are unavailable, supplement the
database with optimized transfer options. Ad-
ditionally, verify real-time updates for seasonal
route changes or service disruptions.

This ensures the knowledge base remains accurate,
secure, and user-friendly for travelers.

C.1.2 Step 2: Decision-Making Support
Refinement

• Dialogue Evaluation: Systematically evaluate
conversations across key quality dimensions, fil-
tering out dialogues exhibiting misaligned rec-
ommendations, ignored user needs, redundant
suggestions, unnatural transitions, mechanical
responses, inconsistent styles, or insufficient clar-
ifications.

• Dialogue Optimization: Enhance interaction
quality by refining prompts and improving dia-
logue flow to create more natural, human-like
travel planning conversations.

This refinement process guarantees the system de-
livers coherent, personalized travel advice while
maintaining conversational naturalness comparable
to professional travel agents.

C.1.3 Step 3: Plan Generation and Revision
Verification

• Feasibility Check: Verify all generated travel
plans for practical viability, eliminating those
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Restaurant name: Xiabu Xiabu (Wangfujing Department Store)
Introduction: Established in Beijing in 1998, Xiabu Xiabu pioneered counter-style hotpot dining with various soup
bases (clear, spicy, sour-spicy, curry) and signature sesame sauce. The restaurant’s popularity is reflected in its constant
queues, though efficient service ensures short waiting times.
Basic Information:

• Image:
• Address: 7th Floor, North Building, Wangfujing Department Store, 255 Wangfujing Street, Dongcheng District,

Beijing
• Phone: ***********
• Geographic Coordinates: *********° East, *********° North
• Type: Individual Hotpot
• Opening Hours: 10:00-21:00 (Monday-Sunday)
• Parking: Free parking available
• Average Price: ** yuan
• Rating: 4.5 stars

Reviews:
• I frequently bring my children here. The environment is decent, and the customer flow is moderate, making it

comfortable for family dining.
• I always choose Xiabu Xiabu when dining out - it’s economical and satisfying.
• The ingredients are fresh, and the butter-based spicy soup base is wonderfully aromatic. The Cloud Peach Jasmine

tea has a perfect sweetness level. Although we ate in a hurry, the overall experience was excellent.

Table 19: A detailed restaurant entry demonstrating comprehensive dining information including basic details,
operational hours, dining environment, and customer reviews for Xiabu Xiabu.

Hotel name: Shanghai Zunmao Hotel
Introduction: Located in Lujiazui Financial District, this tech-savvy hotel offers rooms with internet connectivity
and on-demand entertainment. Featuring both Chinese and Western restaurants plus a modern bar, the hotel provides
comprehensive recreational facilities, conference spaces and banquet halls. Recently renovated floors ensure enhanced
guest comfort. Our staff looks forward to serving you!
Basic Information:

• Image:
• Address: 357 Songlin Road, Pudong New Area, Shanghai
• Phone: **************
• Geographic Coordinates: **********° East, *******° North
• Category: Four-Star/Luxury

Hotel Information:
• Parking: First 3 hours free
• WiFi: Available
• Stars: 4.5 stars

Room Types and Rates:
• Superior King Room: *** yuan (Entry-level option)
• Deluxe Twin Room: *** yuan (Mid-range option)
• Executive King Room: **** yuan (Business-class option)
• Business Suite: **** yuan (Premium option)
• Duplex Executive Apartment: **** yuan (Luxury option)

Guest Reviews:
• Manager Xiao Luo delivers exceptional service with great patience and efficiency.
• A well-established hotel near the Stock Exchange in Pudong. Recently renovated and maintains high standards for

business conferences.
• Clean, spacious rooms with modern renovations. Front desk staff member Xu Jiahui provides warm and attentive

service.

Table 20: A detailed hotel entry illustrating detailed accommodation information spanning location details, facilities,
room categories with pricing, and guest reviews for Shanghai Zunmao Hotel.
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Origin City: Hangzhou
Destination City: Shanghai
Departure Station: Hangzhou South
Arrival Station: Shanghai Hongqiao
Train Number: G7382
Train Type: G-High Speed Rail
Journey Duration: 1h 13m
Departure Time: 22:30
Arrival Time: 23:43
Ticket Price: **** yuan

Table 21: A transportation database entry showing de-
tailed high-speed rail journey information including
route details, timing, duration, and pricing for travel
between Hangzhou and Shanghai.

City: Beijing
Date: 2024-01-01
High Temperature: 2°C
Low Temperature: -7°C
Weather: Cloudy
Wind: West wind level 1
Air Quality: 103 (Mild pollution)

Table 22: A weather database entry displaying compre-
hensive environmental conditions including temperature
range, weather status, wind conditions, and air quality
index for Beijing on January 1, 2024.

with unrealistic schedules, incompatible accom-
modations, unworkable transportation arrange-
ments, or logically conflicting activities.

• Plan Revision: During modifications, maintain
equilibrium between attraction adjustments and
transportation coordination, ensuring all revised
plans retain both feasibility and alignment with
user preferences.

This verification process guarantees that all recom-
mended travel plans are practical and tailored to
individual needs.

C.2 Statistics of RETAIL

Type Total Training Val Test

Single-turn 3,500 2,100 830 700
Single-turn + Revision 2,500 1,500 119 500

Multi-turn 2,500 1,500 1,167 500
Multi-turn + Revision 1,500 900 66 300

Table 23: Distribution of Different Planning Cases.
RETAIL is divided into four categories based on con-
versation turns and revision requirements. The numbers
represent the sample size for each split (Total/Training/-
Validation/Test).

To systematically evaluate our proposed ap-
proach, we construct a comprehensive dataset con-
sisting of both single-turn and multi-turn planning
scenarios. As shown in Table 23, the dataset con-
tains 10,000 cases in total, covering four differ-
ent types of planning scenarios. Specifically, we
collect 3,500 single-turn cases and 2,500 single-
turn cases with revision requirements, which rep-
resent basic planning scenarios and their modifi-
cations respectively. For more complex scenarios,

we include 2,500 multi-turn conversation cases and
1,500 multi-turn cases with revision requirements.
The dataset is split into training, validation and test
sets with approximate ratios of 60%, 20% and 20%
respectively, ensuring sufficient samples for model
training while maintaining reliable evaluation. This
diverse distribution allows us to comprehensively
assess the model’s capability in handling various
planning scenarios with different complexity lev-
els.

C.3 Case Study on RETAIL
Our travel planning dataset encompasses four dis-
tinct interaction patterns, demonstrating various
levels of complexity in travel assistance scenarios.

C.3.1 Single-Turn Travel Planning
As shown in Figure 6, the dataset contains exam-
ples where comprehensive itineraries are gener-
ated from single, detailed user requests. These
responses demonstrate the ability to process multi-
ple constraints simultaneously, transforming them
into structured daily schedules with precise tim-
ing, transportation arrangements, accommodation
details, and activity recommendations. The plan-
ning maintains both practical feasibility and user
preference alignment.

C.3.2 Single-Turn Planning with Revision
As shown in Figure 7, this category showcases
the model’s adaptability in real-time plan modifica-
tion. When presented with new constraints such as
weather changes or timing conflicts, the responses
demonstrate intelligent adaptation by suggesting
appropriate alternative activities while maintaining
the original schedule structure and user preferences.
The revisions preserve both practical feasibility and
the overall travel experience quality.
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Hello, I am your intelligent travel planning assistant. How may I assist you?

Hello, I would like to create a travel plan. We plan to depart from Chongqing and head to 
Nanjing and Shanghai. The departure date is May 1, 2024, and the end date is May 5. There 
are two of us, and the budget is about 15,000 yuan. We hope to find some cheaper hotels, 
and we would like to try baozi and hot pot chicken. During the trip, we hope to go to some 
art exhibitions and historical sites. Please help me plan the detailed itinerary for this trip, 
thank you!

Five-Day Tour Guide for Nanjing and Shanghai
Day 1: Depart from Chongqing, Arrive in Nanjing
On May 1, 2024, you will depart from Chongqing, take the D958 high-speed train, which departs promptly at 6:30 in the morning, and is expected to arrive in Nanjing at 15:20. The journey 
will take you through beautiful landscapes, allowing you to enjoy the scenery along the way.
Upon arrival in Nanjing, you will check into the Zsmart Hotel (Nanjing Confucius Temple Himalaya Audiobook Library Branch). This hotel is located at No. 115 Jiankang Road, near Shuiyou 
City, and is only 300 meters walk from Exit 3 of the Confucius Temple Station on Metro Line 3, making your travel convenient. The rooms are comfortable and priced at ¥202.00.
![Zsmart Hotel]

Day 2: Cultural Tour of Nanjing
On May 2, you will spend a fulfilling day in Nanjing. At 9 am, you can go to the Nanjing Art Museum to appreciate a wealth of art works. The museum is free of charge, so you can fully 
enjoy the influence of art.
![Nanjing Art Museum]
At 12:30 pm, you can enjoy a delicious lunch at Chicken Bag Fish·Abalone Chicken Soup Hot Pot (Changbai Street Branch), which is only 120 meters away from the Art Museum. The 
average consumption per person is about ¥96.0.
![Chicken Bag Fish·Abalone Chicken Soup Hot Pot]
After lunch, you can go to the **Nanjing Museum**. The adult ticket here is only ¥25.0. You can visit between 14:00 and 15:30 to learn about the history and culture of Nanjing.
![Nanjing Museum]
Then, from 16:00 to 17:00, you can go to Zhangji Big Bowl Belly Noodles to enjoy a bowl of authentic Nanjing noodles. The average consumption per person is only ¥21.0.
![Zhangji Big Bowl Belly Noodles]
Finally, from 17:30 to 18:30, you can visit the Nanjing Digital Art Museum, which is also free of charge, to experience the charm of modern art.
![Nanjing Digital Art Museum]
In the evening, you will return to the Zsmart Hotel to rest and prepare for tomorrow's journey.
Day 3: Nanjing to Shanghai
On May 3, you will take the G7195 high-speed train, departing from Nanjing at 15:00 in the afternoon and expected to arrive in Shanghai at 16:22. The ticket price is ¥101.0.
Upon arrival in Shanghai, you will check into the Home Inn·neo (Shanghai Dapuqiao Luban Road Metro Station Branch). The hotel is located at No. 399 Dapu Road. The rooms are 
comfortable and priced at ¥310.90.

Day 4: Art Tour of Shanghai
On May 4, you will enjoy a rich cultural experience in Shanghai. At 9 am, you can go to the Shanghai Chinese Painting Academy, which is free of charge. Here, you can appreciate the 
charm of traditional Chinese painting.
![Shanghai Chinese Painting Academy]
At 12:30 pm, you can have lunch at Renheguan (Zhaojiabang Road Branch), not far from the academy. The average consumption per person is about ¥203.0.
![Renheguan]
After lunch, you can go to the Shanghai Oil Painting & Sculpture Institute Art Museum, which is also free of charge. You can appreciate various oil paintings and sculptures from 14:00 to 
16:00.
![Shanghai Oil Painting & Sculpture Institute Art Museum]
Next, from 16:30 to 17:30, you can go to CHAR CHAR BISTRO·Just Right Steak Burger (Gubei Branch) for dinner. The average consumption per person is about ¥106.0.
![CHAR CHAR BISTRO]
Finally, from 18:00 to 19:00, you can visit the Haipai Art Museum, which is also free of charge, to appreciate the artistic style of Shanghai.
![Haipai Art Museum]
In the evening, you will return to the Home Inn·neo to rest and prepare for the last day of the journey.
Day 5: Return to Chongqing
On May 5, you will take the D952 high-speed train, departing from Shanghai at 6:45 in the morning and expected to arrive in Chongqing at 17:07. The ticket price is ¥585.0. This concludes 
your fulfilling and wonderful journey.
We hope that you have gained wonderful memories and experiences from your travels in Nanjing and Shanghai!

Figure 6: Single-Turn Case. User expresses a desire to visit Nanjing and Shanghai, clearly stating multiple requirements such as b-
udget, number of people, and personal preferences. The AI assistant provides a detailed and comprehensive five-day travel plan, co-
vering all aspects of the trip from transportation and activities to meals and accommodation. The plan is highly feasible and wellsui-
ted to meet real-world needs. Additionally, the plan takes into account the user's personalized requirements. For instance, since the 
user mentioned wanting to see some art exhibitions and historical sites, the plan includes visits to the Nanjing Museum of Art and t-
he Nanjing Museum.

Figure 6: Single-Turn data sample. User expresses a desire to visit Nanjing and Shanghai, clearly stating multiple
requirements such as budget, number of people, and personal preferences. The AI assistant provides a detailed and
comprehensive five-day travel plan, covering all aspects of the trip from transportation and activities to meals and
accommodation. The plan is highly feasible and well-suited to meet real-world needs. Additionally, the plan takes
into account the user’s personalized requirements. For instance, since the user mentioned wanting to see some art
exhibitions and historical sites, the plan includes visits to the Nanjing Museum of Art and the Nanjing Museum.
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Hello, I am your intelligent travel planning assistant. How may I assist you?

Hello, I am planning a trip from Nanjing to Hangzhou and Xi'an from May 1, 2024 to May 5, 2024. I will be traveling alone on this trip, with a budget of about 5,000 yuan. I hope to stay in 
high-end hotels and enjoy some delicious Cantonese and Shaanxi cuisine. In Hangzhou, I want to go to the Zhejiang Provincial Museum, and in Xi'an, I must go to the White Horse Zen 
Temple and the Qujiang Dayue City Construction Museum. Please help me make a detailed travel plan.

May Day Holiday Travel Guide 2024: Hangzhou and Xi'an
Day 1: Nanjing to Hangzhou (May 1, 2024)
On this sunny day, you will depart from Nanjing and take the G185 high-speed train to the beautiful Hangzhou. The train departs promptly at 15:15. After a journey of about 1 hour and 
22 minutes, you will arrive in Hangzhou at 16:37. The ticket price is 85 yuan, making for a relaxed and pleasant journey.
Upon arrival, you will check into the Zprime Hotel (Hangzhou Zhejiang University Zijingang Branch). This is a modern hotel offering comfortable business suites priced at 305 yuan. The 
hotel is located at No. 806 Yuhangtang Road, convenient for your subsequent itinerary.
![Zprime Hotel]

Day 2: Hangzhou Day Tour (May 2, 2024)
Today's itinerary will take you deep into the culture and cuisine of Hangzhou. At 9 am, you will go to the **Zhejiang Provincial Museum** where you can appreciate a wealth of historical 
artifacts. The tour takes about an hour and admission is free.
![Zhejiang Provincial Museum]
After the tour, you can walk to the **Hangzhou Xinxin Hotel·1913 Restaurant** for lunch. The restaurant is only 526 meters away from the museum. The average consumption per 
person is about 121 yuan, and the dishes are fresh and delicious.
![Hangzhou Xinxin Hotel·1913 Restaurant]
After lunch, you will go to the Jinxiu Fengshui Cave, a beautiful natural scenic area where you can enjoy the tranquility and beauty of nature. The tour takes about 4 hours and admission 
is free.
![Jinxiu Fengshui Cave]
In the evening, you can go to the Xiayang Village Country Restaurant to taste authentic country dishes. The restaurant is about 1439 meters away from the Jinxiu Fengshui Cave. The 
average consumption per person is about 79 yuan.
![Xiayang Village Country Restaurant]
In the evening, you will stay at the Radisson Seaga Hotel (Xiaoshan Airport Branch). This is a comfortable hotel with a business standard room priced at 320 yuan. It is located at No. 1 
Baoshui Avenue, Jingjiang Street.
![Radisson Seaga Hotel]
Day 3: Hangzhou to Xi'an (May 3, 2024)
Today, you will take the G2388 high-speed train to Xi'an. The train departs at 09:00 and is expected to arrive at 16:40. The ticket price is 716 yuan. Along the way, you can enjoy the 
beautiful scenery.
Upon arrival in Xi'an, you will check into the Copthorne Hotel (Xi'an Lintong West Garden Metro Station Branch). This is a comfortable hotel with a cozy twin room priced at 207.96 yuan. 
It is located at No. 1 Huaqing Road.
![Copthorne Hotel]

Day 4: Xi'an Day Tour (May 4, 2024)
Today's itinerary will take you to appreciate the history and culture of Xi'an. At 9 am, you will go to the White Horse Zen Temple, a tranquil Buddhist temple. The tour takes about an 
hour and admission is free.
![White Horse Zen Temple]
Next, you will go to the Qujiang Dayue City Construction Museum, where you can learn about the architectural history of Xi'an. The tour takes about 1.5 hours and the ticket price is 60 
yuan.
![Qujiang Dayue City Construction Museum]
At noon, you can have lunch at Wei Zhe Yin·Shaanxi Cuisine (Dayue City Branch). The restaurant is only 24 meters away from the museum. The average consumption per person is about 
80 yuan.
![Wei Zhe Yin·Shaanxi Cuisine (Dayue City Branch)]
In the afternoon, you will go to the Xi'an Qujiang Art Museum to appreciate modern art works. The tour takes about 1.5 hours and the ticket price is 60 yuan.
![Xi'an Qujiang Art Museum]
In the evening, you will stay at the Xi'an Dayan Pagoda Hilton Home2 Hotel. This is a luxury hotel with a luxury room - king bed priced at 617 yuan. It is located at No. 659 Yannan First 
Road, Qujiang New District, only 275 meters away from the Xi'an Qujiang Art Museum.
![Xi'an Dayan Pagoda Hilton Home2 Hotel]
Day 5: Xi'an to Nanjing (May 5, 2024)
On the last day, you will take the G1922 high-speed train back to Nanjing. The train departs at 07:15 and is expected to arrive at 13:17. The ticket price is 542 yuan. End this pleasant trip 
and return home with wonderful memories.
We hope that you gain a lot from this trip and enjoy every wonderful moment!

The travel arrangements are quite good, but there will be light rain in Hangzhou on the second day. I want to change the Jinxiu Fengshui Cave to an indoor activity.

2024 Labor Day Holiday Travel Guide: Hangzhou, Xi'an Trip
Day 1: Nanjing to Hangzhou (May 1, 2024)
In the early morning sunshine, you will depart from Nanjing, take the high-speed train G7611, depart on time at 06:45, and arrive in beautiful Hangzhou at 08:07. The journey only takes 1 
hour and 22 minutes, the fare is 85 yuan, easy and convenient.
Upon arrival, you will check into the All Seasons Hotel (Hangzhou West Lake Branch) located by the West Lake. The address is No. 76 Wulin Road, near the Fengqi Road subway station. 
The room is a superior king room, priced at 515.56 yuan. The hotel's environment is elegant, suitable for relaxation.
![All Seasons Hotel (Hangzhou West Lake Branch)]

Day 2: Hangzhou Tour (May 2, 2024)
Today's itinerary will take you to deeply experience the culture and natural beauty of Hangzhou.
Morning
Zhejiang Provincial Museum(Address: No. 25 Gushan Road;Opening hours: 09:00 - 10:00;Tickets: Free;Here, you can appreciate a wealth of historical relics and artworks, and feel the 
cultural heritage of Zhejiang.)
![Zhejiang Provincial Museum]
You can visit the Former Residence of Qian Xuesen to learn about the life and achievements of this great scientist. The tour takes approximately one hour, and admission is free.
![The Former Residence of Qian Xuesen]
Lunch
Hangzhou Xinxin Hotel·1913 Restaurant(Address: No. 56-60 Beishan Street (526 meters away from Zhejiang Provincial Museum);Dining time: 13:30 - 15:00;Average consumption: 121 
yuan;The dishes here are fresh and delicious, you can taste the authentic Hangzhou cuisine.)
![Hangzhou Xinxin Hotel·1913 Restaurant]
Afternoon
Jiugu Water Restaurant (Baguatian Park Branch)(Address: Next to the north gate of Baguatian Relic Park, Nanfu Road (296 meters away from Yuhuang Mountain);Dining time: 15:30 - 
17:00;Average consumption: 95 yuan;Enjoy afternoon tea at the water restaurant, feel the breeze on the lake, and it's extremely comfortable.)
![Jiugu Water Restaurant]
In the evening, you will return to the All Seasons Hotel to enjoy a peaceful night.

(a) Single-Turn-Revise data sample
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Day 3: Hangzhou to Xi'an (May 3, 2024)
Today, you will take the high-speed train G185, depart from Hangzhou at 15:15, and arrive in Xi'an at 16:37. The fare is 85 yuan. Xi'an, a city with a long history, is waiting for your 
exploration.
Upon arrival, you will check into the Xi'an Kuan Yu MAX Hotel (Qujiang Datang Everbright City Branch). The address is No. 106, Middle Section of Furong West Road, near the Big Wild 
Goose Pagoda. The room is a clean and comfortable king room, priced at 289 yuan.
Day 4: Xi'an Tour (May 4, 2024)
Today's itinerary will take you to appreciate the history and culture of Xi'an.
Morning
White Horse Zen Temple(Address: White Horse Zen Temple (North of New White Line);Opening hours: 09:00 - 10:30;Tickets: Free;This is one of the earliest Buddhist temples in China, 
and the quiet environment purifies the mind.)
![White Horse Zen Temple]
Qujiang Joy City Construction Museum(Address: Room F4-L4-09, Xi'an Joy City, No. 66 Ci'en West Road;Opening hours: 11:00 - 12:30;Tickets: Free;This place displays the architectural 
history and culture of Xi'an, worth a visit.)
![Qujiang Joy City Construction Museum]
Lunch
Wei Zhe Drink·Shaanxi Cuisine (Joy City Branch)(Address: Roof Garden, 4th Floor, Qujiang Joy City, No. 777 Ci'en Road (24 meters away from Qujiang Joy City Construction 
Museum);Dining time: 12:30 - 14:00;Average consumption: 80 yuan;Here, you can taste authentic Shaanxi cuisine, satisfying your taste buds.)
![Wei Zhe Drink·Shaanxi Cuisine]

Afternoon
Xi'an Love Museum(Address: Floor -2, momopark Mall, No. 232 Xiaozhai West Road;Opening hours: 14:30 - 16:30;Tickets: Free;This is a place full of romantic atmosphere, suitable for 
couples and families to visit.
![Xi'an Love Museum]
In the evening, you will return to the Xi'an Kuan Yu MAX Hotel again to enjoy a comfortable night.
Day 5: Xi'an to Nanjing (May 5, 2024)
In this pleasant trip, you will take the high-speed train G31 at 20:15, depart from Xi'an, and arrive in Nanjing at 21:24. The fare is 88 yuan. End this wonderful journey and go home with 
full memories.
Hope you gain happiness and beauty in this trip, looking forward to seeing you next time!

Figure 7: Single-Turn-Revise Case. In this case, after the AI assistant provided a complete travel plan, the user mentioned that ther-
e would be light rain in Hangzhou on the second day and hoped to switch to some indoor activities. The AI assistant understood this 
modification request and, in the subsequent revised travel plan, replaced the originally planned visit to the Jinxiu Fengshui Cave wi-
th a visit to The Former Residence of Qian Xuesen.

(b) Continuation of Single-Turn-Revise data sample

Figure 7: Single-Turn-Revise data sample. In this case, after the AI assistant provided a complete travel plan, the
user mentioned that there would be light rain in Hangzhou on the second day and hoped to switch to some indoor
activities. The AI assistant understood this modification request and, in the subsequent revised travel plan, replaced
the originally planned visit to the Jinxiu Fengshui Cave with a visit to The Former Residence of Qian Xuesen.

C.3.3 Multi-Turn Travel Planning

These examples in Figure 8 illustrate systematic in-
formation gathering through progressive dialogue.
The model demonstrates sophisticated conversa-
tion management by sequentially clarifying essen-
tial details about dates, budget, group composition,
accommodation preferences, and activity interests.
This methodical approach ensures the final itinerary
precisely matches user needs while maintaining
practical travel logistics.

C.3.4 Multi-Turn Planning with Revision

As shown in Figure 9,the most complex category
combines thorough requirement clarification with
dynamic plan adaptation. These interactions be-
gin with systematic information gathering through
dialogue, followed by itinerary generation and sub-
sequent refinement based on new constraints. This
demonstrates the dataset’s capability to handle re-
alistic travel planning scenarios requiring both de-
tailed preference understanding and flexible plan
modification.

As shown in Figure 9, the user initially pro-
vided only limited information such as the des-
tination and budget. The AI assistant then gradu-
ally collected other information through an assisted
decision-making process. Once sufficient informa-

tion was gathered, it provided a complete travel
plan. However, the user suggested a modification
to the first plan, specifically wanting to replace
the Panda Pedestrian Street attraction. After re-
sponding to this request, the AI assistant provided a
second complete plan.This process clearly demon-
strates a procedure that simultaneously incorpo-
rates assisted decision-making and plan revision.

C.3.5 Bad Case Analysis
We have annotated some bad cases and briefly pre-
sented it in Figure 10 and 11.In Figure 10 , the
itinerary for the second day ends at 15:15 in the
afternoon, leaving free time unarranged. Secondly,
after returning on the last day, hotel accommoda-
tion is still arranged, which is obviously not in line
with common sense.

In Figure 11 , since there is heavy rain on May
4th, which is not suitable for outdoor activities,
the original arrangement to visit Qingyun Peak is
inappropriate and should be modified to indoor ac-
tivities. However, the revised plan to visit Ouyuan
Garden is still an outdoor activity.
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It seems that you are interested in Shaanxi cuisine and beef skewers, which is a great choice! Here are a few recommended restaurants for your reference during your trip to Xi'an:
1. Dahai Zi Shaanxi Cuisine (High-tech Branch)
    - Location: 2nd Floor, Ziwei Longteng New World, No. 1 Keji Road
    - Type: Authentic Shaanxi cuisine, offering authentic Shaanxi flavors
    - Average consumption: 60 yuan
    - Rating: Rated 50, pretty good! (Out of 50)
This place offers a wide variety of Shaanxi dishes and is a good place to experience local specialties.
2. Halal•Wang Xiaoxing Beef Skewers (Dongyuan West Road Branch)
    - Location: Dongyuan West Road
    - Type: Special skewers
    - Average consumption: 47 yuan
    - Rating: Score 47, the taste is very good, especially if you like beef skewers, you must not miss it.
It is said that the beef skewers here have a unique flavor and are worth a try!
3. Su Qin Catering·Chang'an Hospitality Dishes (Bell and Drum Tower Branch)
    - Location: 4th Floor, Ramada Plaza by Wyndham Xian Bell Tower, No. 79 North Street
    - Type: Shaanxi cuisine
    - Average consumption: 57 yuan
    - Rating: Score 47, their dishes have always been well received.
The location is near the Bell and Drum Tower in the city center, you can start your Bell and Drum Tower tour while tasting delicious food.
I hope these restaurants can bring you a delicious experience! Wish you a pleasant trip to Xi'an!

Understood, so what is your approximate budget for this trip? This way I can help you arrange 
suitable transportation, accommodation, and activities.

Hello, I am your intelligent travel planning assistant. How can I assist you?

I want to travel from Shenzhen to Xi'an, can you help me plan the itinerary?

Do you have a start and end date for your planned trip? This way I can better arrange the 
itinerary for you.

Yes, I plan to go to Xi'an from October 1 to October 5, 2024.

The total budget is around 10,000.

How many people are you planning to go with on this trip? This way I can help you better plan 
your accommodation and itinerary.

It's just me and another adult, no children are going.

Okay, now that I understand your basic situation. For this itinerary, I suggest we first select a 
place to stay to ensure you are comfortable. So, in terms of hotels, do you have a preferred 
type of accommodate-on? For example, do you prefer international chain hotels, boutique 
hotels, or distinctive guesthouses? Or do you have any specific requi-rements for the hotel, 
such as facilities, location, budget range, etc.?

I prefer to stay in a more upscale hotel, as long as the location is convenient, I don't 
have any other special requirements for now.

Okay, I'll note down the upscale hotel. So, let's talk about dining next. There are many famous 
snacks and delicious restaurants in Xi'an, what type of dining are you more interested in? Do 
you want to try authentic local snacks, prefer exquisite dishes in upscale restaurants, or have a 
particular cuisine you want to experience?

I am more interested in Shaanxi cuisine and beef skewers.

These restaurants all look good, especially the beef skewers shop, I will consider trying it. 
Thank you for your recommendation!

You're welcome, finding a favorite restaurant is a great pleasure in traveling! Now let's talk 
about the attractions you want to visit in Xi'an. Are there any particular places you want to go? 
Such as historical sites, museums, or natural scenery?

I would like to go to the Weiyang Palace of Han Chang'an City and the Xi'an Love 
Museum.

Xi'an Five-Day Travel Guide
Day 1: Depart from Shenzhen, Arrive in Xi'an
On October 1, 2024, you will depart from Shenzhen, take the high-speed train G822, depart at 8:30 in the morning, and are expected to arrive in Xi'an at 18:31. The journey is nearly ten 
hours, and the fare is 891 yuan. During this journey, you can enjoy the beautiful scenery along the way, looking forward to the history and culture of Xi'an.
Upon arrival, you will stay at Changning Palace Garden Hotel, an elegant hotel located at No. 1 Jiazi, Yubaotou Village. The room is "Zhongnan Renjia•Scenic Twin Room", priced at 
418.89 yuan. The garden view of the hotel will add a sense of tranquility and comfort to your journey.
![Changning Palace Garden Hotel]
Day 2: Xi'an Cultural Tour
On October 2, you will spend a fulfilling day in Xi'an. At 9 o'clock in the morning, go to the Han Chang'an City Weiyang Palace National Archaeological Site Park. This is a paradise for 
history lovers. You can feel the glory of ancient Chang'an here. The ticket is 199 yuan (double ticket Han Palace Campsite Package), and the tour time is 2 hours.
![Han Chang'an City Weiyang Palace National Archaeological Site Park]
At 11:30 noon, you can go to Tang Island Catering (Deshi Square Store) for lunch. The restaurant is about 2042 meters away from the archaeological site park. The average consumption 
is about 60 yuan. You can taste authentic Xi'an cuisine.
![Tang Island Catering]

At 2 pm, you will visit the **Xi'an Love Museum**, a place full of romance. You can feel the beauty of love here. The tour time is 2 hours and the admission is free.
![Xi'an Love Museum]

(a) Multi-Turn data sample

14897



At 4:30 in the evening, you can have dinner at Weizai·Battle Axe Steak (momopark store). The restaurant is only 17 meters away from the museum. The average consumption is about 50 
yuan. Enjoy the delicious steak.
![Weizai·Battle Axe Steak]
At night, you will stay at Chang'an Inn (Xiaozhai Dayan Pagoda Store), which is only 126 meters away from Xiaozhai West Road. The room is "Preferred Standard Double Room", priced at 
143.33 yuan.
![Chang'an Inn]

Day 3: Explore Xi'an's Nature and Wildlife
On October 3, you will continue your adventure in Xi'an. At 9 o'clock in the morning, go to Chang'an Tang Village·Nanbao Ancient Village, a place full of ancient charm. The ticket is 20 yuan, 
and the tour time is 2 hours.
![Chang'an Tang Village·Nanbao Ancient Village]
At 11:30 noon, you can have lunch at Tang Village Luyu·Yueshan Farm Restaurant, which is only 549 meters away from the ancient village. The average consumption is about 86 yuan. 
Enjoy the fresh farm food.
![Tang Village Luyu·Yueshan Farm Restaurant]
At 2 pm, you will go to Xi'an Qinling Wildlife Park, a place suitable for family fun. The ticket is 100 yuan (including the bus ticket for the Grassland Beasts Area), and the tour time is 3 hours.
![Xi'an Qinling Wildlife Park]
At 5:30 in the evening, you can have dinner at the Lion Tiger Garden Theme Restaurant, which is located in the zoo. You can enjoy the food while appreciating the surrounding animals.
![Lion Tiger Garden Theme Restaurant]
At night, you will stay at Xi'an Leleju Guesthouse, which is only 433 meters away from Neiyuan Village. The room is a "Parent-child Room", priced at 138 yuan.
![Xi'an Leleju Guesthouse]
Day 4: Fun Time at the Water Park
On October 4, you will go to Xi'an Happy Valley·Maya Beach Water Park. Start playing at 9 o'clock in the morning, enjoy the fun of the water park, the play time is 3 hours, and the 
admission is free.
![Xi'an Happy Valley·Maya Beach Water Park]
At 12:30 noon, you can have lunch at the beach restaurant in the water park and enjoy the delicious seafood.
At 5:30 in the evening, you can have dinner at the Lion Tiger Garden Theme Restaurant, which is located in the zoo. You can enjoy the food while appreciating the surrounding animals.
![Lion Tiger Garden Theme Restaurant]
At night, you will stay at Xi'an Leleju Guesthouse, which is only 433 meters away from Neiyuan Village. The room is a "Parent-child Room", priced at 138 yuan.
![Xi'an Leleju Guesthouse]
Day 4: Fun Time at the Water Park
On October 4, you will go to Xi'an Happy Valley·Maya Beach Water Park. Start playing at 9 o'clock in the morning, enjoy the fun of the water park, the play time is 3 hours, and the 
admission is free.
![Xi'an Happy Valley·Maya Beach Water Park]
At 12:30 noon, you can have lunch at the beach restaurant in the water park and enjoy the delicious seafood.

In the afternoon, you will return to the hotel to prepare for the end of the upcoming journey.
At night, you will stay at Vienna International Hotel·Xi'an Fengdong Football Center Store, which is only 2748 meters away from Fengdong Avenue. The room is an "Executive Twin Room", 
priced at 364.93 yuan.
![Vienna International Hotel]
Day 5: Farewell to Xi'an, Return to Shenzhen
On October 5, you will end this pleasant trip to Xi'an, take the high-speed train G844, depart at 5:00 pm, and are expected to arrive in Shenzhen at 2:40 am the next day. The fare is 895 
yuan. With full memories, look forward to the next trip!
I hope this travel guide can help your trip to Xi'an, wish you a pleasant journey!

Figure 8: Multi-Turn Case. User initially only mentions wanting to travel to Shenzhen, without providing any other information. T-
his is entirely insufficient for generating a detailed and feasible travel plan. Therefore, instead of directly generating a plan, the AI a-
ssistant guides the user to provide relevant information through an assisted decision-making process. The AI assistant sequentially i-
nquires about the travel dates, budget, number of people, and user preferences for dining and hotels, while also offering its own rec-
ommendations. Only after collecting sufficient information does the AI assistant provide a complete travel plan. Clearly, a plan obt-
ained through this process can better adapt to real-world scenarios.

(b) Continuation of Multi-Turn data sample

Figure 8: Multi-Turn data sample. User initially only mentions wanting to travel to Shenzhen. This is entirely
insufficient for generating a detailed travel plan. Therefore, instead of directly generating a plan, the AI assistant
guides the user to provide relevant information through an assisted decision-making process. The AI assistant
sequentially inquires about the travel dates, budget, number of people, and user preferences for dining and hotels,
while also offering its own recommendations. Only after collecting sufficient information does the AI assistant
provide a complete travel plan. Clearly, a plan obtained through this process can better adapt to real-world scenarios.
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You're welcome! I'm glad you like the recommendations. Are there any specific 
attractions you would like to visit while traveling in Chengdu and Lanzhou? For example, 
are you interested in visiting the Wide and Narrow Alleys, or planning to go to the Giant 
Panda Breeding Research Base? In addition, Lanzhou has the Yellow River Iron Bridge and 
Baita Mountain, both are great attractions. Is there any place you are particularly 
interested in?

These recommendations sound good, especially those hot pots and Lanzhou's pilaf. I will 
consider going to these places, thank you for your suggestions!

Okay! How many people are traveling with you on this trip? This way I can help you find 
suitable accommodation and activity arrangements.

May I know which city you are departing from to Chengdu and Lanzhou? This way I can 
better plan your itinerary.

Hello, I am your intelligent travel planning assistant. How can I assist you?

I plan to travel to Chengdu and Lanzhou between May 5 and 9, 2024, and want to stay in high-
end hotels. Our budget is about 25,000 yuan. Please give me some travel advice!

I am currently in Tianjin.

There are two adults and one child on this trip.

Great! Both Chengdu and Lanzhou have a lot of delicious food to taste. Do you have any 
special expectations or want to try the local food? For example, do you like spicy food or 
light food? Or is there any particular type of restaurant you want to try, such as hot pot, 
Sichuan cuisine, or noodles?

We would like to try some local specialty restaurants, such as hot pot. In addition, we are also 
looking forward to trying Lanzhou's specialty pilaf. If you have any recommended places, let us 
know.

Okay, it seems that you are very interested in hot pot and specialty pilaf! I have compiled some good restaurants here, hoping to satisfy your taste.
Recommended hot pot in Chengdu
1. Nan Hot Pot (Taikoo Li Main Store)
    - Type: Chongqing Hot Pot
    - Address: 166 Xia Dong Street, East Street
    - Average consumption: ¥80
    - Recommended reason: Nan Hot Pot is known for its authentic Chongqing flavor, fresh ingredients, and rich soup base, allowing you to experience the authentic spicy and fresh 
flavor.
2. Chui Er Ge Hot Pot (Taikoo Li Store)
    - Type: Sichuan Hot Pot
    - Address: 166 Xia Dong Street, East Street
    - Average consumption: ¥55
    - Recommended reason: It is famous for its fresh hot pot ingredients and thick soup, very suitable for family gatherings.
Recommended pilaf in Lanzhou
1. Halal Ru Hua Hand-grabbed Restaurant (Lanzhou Main Store)
    - Type: Other specialty dishes
    - Address: 100 meters north of Western Happy Park, 23 Xiuchuan Road
    - Average consumption: ¥93
    - Recommended reason: This restaurant is widely praised for its authentic halal pilaf and other halal foods, suitable for experiencing the authentic Lanzhou flavor.

Enjoying delicious food while experiencing local food culture is a great choice! I hope these recommendations will make your trip more enjoyable.

We plan to visit the Sancha Lake Water Park, Anren Ancient Town, Financial Expo Center, Panda 
Pedestrian Street, and Yellow River Building. If there are other must-see attractions, please give 
us some heartfelt recommendations.

Chengdu and Lanzhou both have many interesting attractions worth visiting. You have already planned to go to some great places, let me recommend a few more to ensure you make the 
most of your trip!
Chengdu Recommendations:
Guose Tianxiang
- Type: Theme Park
- Address: 1166 Jiangning South Road
- Reason for recommendation: This is a comprehensive theme park that combines extreme experiences, leisure and entertainment, and science education. It has a wealth of 
entertainment projects, as well as float parades and acrobatic performances, which are very suitable for a full day of fun with children.
- Selected comment: Some people say that its tickets are cost-effective, although the rules are a bit complicated, but overall it is full of fun. Especially the atmosphere during Halloween is 
very good, it's worth a visit.
Kongzhou Art Museum
- Type: Art Museum
- Address: 694 Wanhong Road
- Reason for recommendation: This is a very artistic art museum that offers free exhibitions and a quiet environment, which is very suitable for enriching leisure time and experiencing the 
charm of art with children.
- Selected comment: Many people like its quiet environment and fresh painting style, it is a frequent spot for local residents.
Lanzhou Recommendations:
Baita Mountain Park
- Reason for recommendation: Although not mentioned in the original record, this is a paradise for outdoor enthusiasts. You can slowly climb to the top of the mountain along the 
mountain road and enjoy the beautiful scenery of Lanzhou. It is an excellent choice for relaxation and enjoying nature.
- Selected comment: It is usually a good place recommended by locals and tourists, providing a peaceful contrast to the city.
I hope these recommendations can add a little surprise to your journey, wish you a pleasant trip!

(a) Multi-Turn-Revise data sample
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There will be moderate rain in Chengdu on May 7th, so it's not suitable to stroll around the 
Panda Pedestrian Street in the afternoon. I want to change to indoor activities, such as visiting a 
museum.

These places sound great, especially Guose Tianxiang and Baita Mountain Park, they should 
bring us a lot of fun! Thank you for your recommendations, I will consider these places 
carefully.

Chengdu and Lanzhou Travel Guide
Day 1: Tianjin to Chengdu (May 5, 2024)
In the morning sunshine, you will take the high-speed train G1704 from Tianjin to the beautiful Chengdu. The train departs on time at 06:45 and is expected to arrive at 17:22. The ticket 
price is 808 yuan. Along the way, you can enjoy the beautiful scenery and look forward to the upcoming Chengdu trip.
Upon arrival in Chengdu, you will stay at "Yunfu Li Yun Su·Xihu Yun Dao Homestay". This homestay is located at No. 1, 88 Linjiang Road, near Shaqu Park. The room is "Yunjian. Lake View 
Family Room", priced at 1491.11 yuan. The homestay has an elegant environment and charming lake view, making it an ideal place for you to relax.
![Yunfu Li Yun Su·Xihu Yun Dao Homestay]
Day 2: Fun in Chengdu (May 6, 2024)
On your first day in Chengdu, you can enjoy the charm of this city. At 9 o'clock in the morning, go to Sancha Lake Water Park, a water park suitable for the whole family. You can play in 
the water and enjoy the cool summer time.
![Sancha Lake Water Park]
At 12:30 noon, you can enjoy a delicious lunch at **Wen Yu Fresh Fish Village**, which is only 642 meters away from the water park. The average consumption per person is about 50 
yuan, which is definitely worth a try.
![Wen Yu Fresh Fish Village]

At 3 pm, you will go to Anren Ancient Town, a place full of historical charm. You can stroll through the alleys of the ancient town and feel the strong cultural atmosphere.
![Anren Ancient Town]
At 5:30 in the evening, you can have dinner at Liu Xuewang, which is only 42 meters away from Anren Ancient Town. The average consumption per person is about 50 yuan, and the 
aroma of the hot pot will definitely make you drool.
![Liu Xuewang]
In the evening, you will return to "Yunfu Li Yun Su·Xihu Yun Dao Homestay" and enjoy a peaceful night.
Day 3: Exploring Chengdu (May 7, 2024)
Today's itinerary is equally exciting. At 9 o'clock in the morning, you will go to the Financial Expo Center, a place where modernity and tradition blend. You can feel the economic vitality 
of Chengdu here.
![Financial Expo Center]
At 12:30 noon, you can have lunch at Chui Er Ge Hot Pot (Taikoo Li Store), which is near the Financial Expo Center. The average consumption per person is about 55 yuan, and the 
deliciousness of the hot pot is irresistible.
![Chui Er Ge Hot Pot]
At 3 pm, you will go to Panda Pedestrian Street, one of the popular attractions in Chengdu. You can shop and taste delicious food here.
![Panda Pedestrian Street]
At 5:30 in the evening, you can have dinner at Dicos (Panda Base Scenic Area Store), which is only 26 meters away from Panda Pedestrian Street. The average consumption per person is 
about 41 yuan, and the convenience of fast food allows you to easily enjoy delicious food.
In the evening, you will return to "Yunfu Li Yun Su·Xihu Yun Dao Homestay" again to prepare for tomorrow's journey.

Day 4: Chengdu to Lanzhou (May 8, 2024)
Today, you will take the D168 train from Chengdu to Lanzhou. The train departs at 17:00 and is expected to arrive at 00:19. The ticket price is 213 yuan. Along the way, you can relax and 
look forward to the beautiful scenery of Lanzhou.
Upon arrival in Lanzhou, you will stay at "Gerei Preferred Hotel (Lanzhou Qilihe Army General Hospital Store)", which is located at 497 Xijin East Road, convenient for your travel.
Day 5: Cultural Tour of Lanzhou (May 9, 2024)
On your first day in Lanzhou, at 9 am, you will go to the Yellow River Building, an excellent place to overlook the Yellow River. The ticket price is 30 yuan, and you can enjoy the 
magnificent river scenery here.
![Yellow River Building]
At 11:30 noon, you can have lunch at Qingzhen Ru Hua Hand Grasping Restaurant (Lanzhou Main Store), which is only 295 meters away from the Yellow River Building. The average 
consumption per person is about 93 yuan, and the authentic Lanzhou cuisine will make you feast.
![Qingzhen Ru Hua Hand Grasping Restaurant]
At 1:30 in the afternoon, you will go to Xihu Mosque, an important religious place in Lanzhou, where you can feel the strong religious culture.
![Xihu Mosque]
In the evening, you will take the G1714 train and return to your departure place, ending this unforgettable journey.
I hope this travel guide can help your trip to Chengdu and Lanzhou, wish you a pleasant journey!

Chengdu and Lanzhou Travel Guide
Day 1: Tianjin to Chengdu (May 5, 2024)
In the early morning sunshine, you will take the high-speed train G1704 from Tianjin to the beautiful Chengdu. The train departs on time at 06:45 and is expected to arrive at 17:22. The 
ticket price is 808 yuan. Along the way, you can enjoy the beautiful scenery and look forward to the upcoming wonderful journey.
Upon arrival in Chengdu, you will stay at the Orange Crystal Hotel (Chengdu High-tech West District Electronic University Store). This is a comfortable hotel with a luxury king room with a 
view. The price is 589.36 yuan. The hotel is located at No. 2, Building 2, Unit 2, Heshun Road, which is convenient for your subsequent travel.
![Orange Crystal Hotel]
Day 2: Exploring Chengdu (May 6, 2024)
Today's itinerary will take you deep into the charm of Chengdu. At 9 o'clock in the morning, you will go to the Sancha Lake Water Park to enjoy the fresh lakeside air and water fun. The 
playtime is 3 hours and the admission is free.
![Sancha Lake Water Park]
At 12:30 noon, you can enjoy a delicious lunch at the Wenyu Fresh Fish Village not far from the water park. The average consumption is about 100 yuan.
![Wenyu Fresh Fish Village]
At 3 o'clock in the afternoon, you will go to Anren Ancient Town to feel the history and culture of this ancient town. The playtime is 2 hours and the admission is free.
![Anren Ancient Town]

At 5:30 in the evening, you can have dinner at Liu Xuewang in Anren Town. The average consumption is about 50 yuan, where you can taste authentic Sichuan cuisine.
![Liu Xuewang]
In the evening, you will return to the Orange Crystal Hotel to rest for the night and recharge for tomorrow's itinerary.
Day 3: Chengdu Cultural Tour (May 7, 2024)
Today's itinerary will take you to appreciate the culture and art of Chengdu. At 9 o'clock in the morning, you will go to the Financial Expo Center. The playtime is 3 hours and the 
admission is free.
![Financial Expo Center]
At 12:30 noon, you can have lunch at Chui Er Ge Hot Pot near the Financial Expo Center. The average consumption is about 55 yuan, where you can experience authentic Sichuan hot pot.
![Chui Er Ge Hot Pot]
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At 2:30 in the afternoon, you will go to the Art Cube AC LAB to feel the artistic atmosphere of Chengdu. The playtime is 2 hours and the admission is free.
![Art Cube AC LAB]
At 5 o'clock in the evening, you can have dinner at Qiancheng Muxue (Fuzhou City Store). The average consumption is about 14 yuan. You can taste desserts and end a wonderful day.
![Qiancheng Muxue]
In the evening, you will return to the Orange Crystal Hotel again to enjoy a comfortable night.

Day 4: Chengdu to Lanzhou (May 8, 2024)
Today, you will take the D188 train from Chengdu to Lanzhou. The train departs at 12:00 and is expected to arrive at 19:48. The ticket price is 211 yuan. Along the way, you can relax 
and look forward to exploring a new city.
Upon arrival in Lanzhou, you will stay at the Orange Hotel (Lanzhou Nanguan Shizi Store). The room is a luxury king room, priced at 438 yuan. The hotel is located on the 2nd floor of 
Jialu Tianbao, 716 Gannan Road, close to Guofang G99 Shopping Center and Nanguan Night Market.
Day 5: Tour of Lanzhou (May 9, 2024)
On your first day in Lanzhou, you will start exploring the charm of this city. At 9 o'clock in the morning, you will go to the Yellow River Tower to admire the magnificent scenery of the 
Yellow River. The playtime is 1.5 hours and the adult ticket price is 30 yuan.
![Yellow River Tower]
At 11 o'clock noon, you can have lunch at the Qingzhen Ruohua Hand Grasping Restaurant and taste the special food of Lanzhou. The average consumption is about 93 yuan.
![Qingzhen Ruohua Hand Grasping Restaurant]
At 1 o'clock in the afternoon, you will go to Lanzhou Mountain Park to enjoy the tranquility and beauty of nature. The playtime is 2 hours and the admission is free.
In the evening, you will return to the Orange Hotel to rest for the night and prepare for tomorrow's itinerary.
Day 6: Lanzhou to Tianjin (May 10, 2024)
On the last day of the journey, you will take the G1714 train from Lanzhou back to Tianjin. The train departs at 15:45 and is expected to arrive at 00:53 the next day. The ticket price is 
768.5 yuan. With wonderful memories, end this unforgettable trip.
Hope you harvest wonderful memories and experiences in this Chengdu and Lanzhou trip!

Figure 9: Multi-Turn-Revise Case. User initially provided only limited information such as the destination and budget. The AI ass-
istant then gradually collected other information through an assisted decision-making process. Once sufficient information was gath-
ered, it provided a complete travel plan. However, the user suggested a modification to the first plan, specifically wanting to replace 
the Panda Pedestrian Street attraction. After responding to this request, the AI assistant provided a second complete plan.This proce-
ss clearly demonstrates a procedure that simultaneously incorporates assisted decision-making and plan revision.

(c) Continuation of Multi-Turn-Revise data sample

Figure 9: Multi-Turn-Revise data sample. User initially provided only limited information such as the destination
and budget. The AI assistant then gradually collected other information through an assisted decision-making
process. Once sufficient information was gathered, it provided a complete travel plan. However, the user suggested a
modification to the first plan, specifically wanting to replace the Panda Pedestrian Street attraction. After responding
to this request, the AI assistant provided a second complete plan.This process clearly demonstrates a procedure that
simultaneously incorporates assisted decision-making and plan revision.

Travel Guide: A Wonderful Journey from Jinan to Nanchang and Then to Lanzhou
 ……
 Day 2: Natural Scenery and Culinary Tour in Nanchang
 Date: May 11, 2024
 Today’s itinerary will take you to experience Nanchang’s natural landscapes and delicious food. At 9 a.m., head to Meiling Moon Bay Mountain Park to enjoy fresh air and beautiful moun-  
 tain views, with a visiting time of two hours.
 At 11:15, you can go to Yuxiangyan·Chopped Chili Fish Head King (Yuelu Wangyue Park Branch) for lunch. The restaurant is only 115 meters away from the park,  where you can taste 
 authentic chopped chili fish head, with an estimated cost of 98 yuan.
 After lunch, proceed to Binjiang Rose Garden to admire beautiful rose flowers for two hours. The sea of flowers will add color to your journey.
At 15:15, enjoy afternoon tea at Qianjun Zui·Wanjia Huan (Jinlu Branch), about  911 meters from Binjiang Rose Garden, with an estimated cost of 44 yuan.
In the evening, return to the Philon Hotel to rest and prepare for the next day’s itinerary.
 ……
 Day 6: Return from Lanzhou to Jinan
 Date: May 15, 2024
 At 7:15 in the morning, take the high-speed rail G2004 from Lanzhou to return to Jinan, arriving at approximately 14:18. The ticket price is 663.5 yuan. End this  pleasant journey and go 
 home with wonderful memories. You will return to the Manlu CC Hotel, concluding the six-day trip.
 We hope this travel guide helps you with your journey. Wish you a happy trip!

Figure 10: Model Failure Case I.This is a bad case selected from the generated travel plan.For easier observation,
we have omitted the parts without errors.
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Suzhou Five-Day Travel Guide 
…… 
Day 4: The Tranquil Beauty of Suzhou 
On May 4th, you will visit Jingsi Garden - Qingyun Peak, enjoying the peaceful natural environment. The visiting time is from 9:00 to 11:00, and 
the ticket is free. 
After the tour, you can have a vegetarian lunch at Yunshan Nizhan Tea Vegetarian Cuisine (Yunzhuan Temple Branch). The restaurant is only 143 
meters away from the scenic area, offering you a fresh and healthy meal. 
…… 
Due to heavy rain on May 4th, the revised plan is as follows: 
Suzhou Five-Day Travel Guide
 …… 
Day 4: Exploring Suzhou Gardens and Cuisine On May 4th, your exploration of Suzhou continues. At 9:00 in the morning, you will go to the 
famous Ouyuan Garden to experience the unique charm of Suzhou gardens. 
At 11:15 noon, you can have lunch at Cuihua Restaurant in Zhengda Square, with an average per capita consumption of about 82 yuan. 
……

Figure 11: Model Failure Case II.This is a bad case selected from the generated travel plan.For easier observation,
we have omitted the parts without errors.
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