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Abstract

Information retrieval in specialized domains
(e.g., legal or medical) faces challenges in align-
ing user queries, often expressed in colloquial
language, with highly structured, terminology-
rich documents. This discrepancy creates a dis-
tribution gap in the text representation. Recent
methods aim to enhance queries by generating
intermediary elements (e.g., keywords, pseudo-
documents) before performing retrieval with
large language models (LLMs). However, by
treating LLMs and retrievers separately, these
approaches risk producing unreliable or irrel-
evant intermediaries, which can significantly
degrade retrieval performance. To address this
issue, we propose CoEvo, an alternating opti-
mization framework that facilitates the coevo-
lution of LLMs and retrieval models. CoEvo
operates through two key steps: L-step directs
the LLM in generating intermediaries by lever-
aging an archive of historical examples known
to enhance retrieval. R-step trains the retriever
using contrastive learning on the intermediaries
produced by the LLM. Finally, we evaluate
and flexibly leverage content generated by the
LLM to amplify the effectiveness of coevolu-
tion. Experimental results demonstrate signif-
icant improvements in retrieval performance
across both legal and medical domains.

1 Introduction

Information Retrieval (IR) technologies are a cor-
nerstone among data processing techniques when
it comes to acquiring information (Manning et al.,
2008). Given a typically short input query, retrieval
aims to obtain relevant documents from external
data collections (Kobayashi and Takeda, 2000;
Singhal, 2001). IR has found multiple applications
in various fields (Buettcher et al., 2010; Lee et al.,
2019; Yin et al., 2016), such as online search, ques-
tion answering, and recommender systems. In the
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Figure 1: Examples of vector distribution for queries
and documents in professional (legal and medical) and
general domains, where a mismatch between queries
and documents in professional domains can be seen.

early days, researchers mainly focused on lexical-
based sparse retrieval utilizing statistical features
like BM25 (Robertson and Zaragoza, 2009). With
the advent of extensive labeled datasets and ad-
vanced model training, embedding-based dense re-
trieval (Xiong et al., 2020a; Qu et al., 2021) has
emerged as a superior paradigm that involves vec-
torizing both queries and documents, computing
their similarities and finally selecting the most rele-
vant documents to the query.

Retrieval is critical in professional domains, in-
cluding medicine, journalism, legal, and finance ar-
eas (Kolomiyets and Moens, 2011). Unlike general
retrieval tasks, queries in domain-specific retrieval
are often articulated by laypersons, who tend to
use common or colloquial terms, whereas domain-
specific documents usually contain specific termi-
nology that may not be known to users, as illus-
trated in Fig. 1. This gap can result in a significant
mismatch in vector distributions between queries
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and documents when using embedding-based dense
retrieval, which can degrade retrieval performance.
While large language models (LLMs) excel in text
understanding and bring significant improvement
for various tasks (Touvron et al., 2023; Achiam
et al., 2023), they operate in a generation paradigm,
making them less suited for direct application in
retrieval tasks. Recently, researchers have explored
utilizing LLMs to optimize queries before retrieval
(Ma et al., 2023; Wang et al., 2023a; Peng et al.,
2024), typically by generating query-related infor-
mation (e.g., keywords, pseudo documents) to en-
hance retrieval. For simplicity, in this paper, we
refer to query-related information as intermediary.
However, in that paradigm, LLMs and retrievers
function independently, raising a significant con-
cern: LLLMs may generate unreliable or irrele-
vant information, which can mislead subsequent
retrieval process. This begs the question: Can we
provide more effective collaboration between LLMs
and retrievers to improve retrieval?

Building on this vision, we propose the CoEvo,
an alternating optimization framework to facilitate
the coevolution of an LLM and a retriever. Initially,
we employ the LLM to generate the intermediary
for each query. Then, the CoEvo framework al-
ternates between the LLM optimization (L-step)
and the retriever optimization (R-step) in an itera-
tive scheme: In the L-step, based on the retriever’s
feedback, we construct an example archive, which
stores exemplary query-intermediary pairs, where
the intermediary led to finding relevant documents.
These examples aim to guide the LLM in gen-
erating more accurate intermediaries through in-
context learning (ICL). In the R-step, sourcing
from intermediaries newly generated by the LLM,
we construct training data consisting of positive
and negative samples, which are employed in con-
trastive learning to train the retriever for document
retrieval using intermediaries. Throughout this iter-
ative process, both the LLM’s example archive and
the retriever’s training data can be continuously up-
dated, fostering their coevolution. Finally, we intro-
duce an intermediary evaluator that assigns quality-
based weights to each intermediary, enhancing the
impact of high-quality intermediaries on final re-
trieval. It is trained solely on the feedback from L-
step and R-step iterations, requiring no additional
data, and further amplifying the effectiveness of
the coevolution.

We evaluate our method on both legal and
medical retrieval datasets. Extensive experiments

demonstrate that our CoEvo framework yields su-
perior results compared to baseline models.
To summarize, our contributions are:

* We investigate the domain-specific retrieval
problem of the collaboration of LLM and re-
triever, optimizing the retrieval process from
query to intermediary and then to document.

* We propose CoEvo, a framework that alter-
nates between an L-step, where the retriever
guides the LLM to generate intermediaries,
and an R-step, where the LLM generates train-
ing data for the retriever using intermediaries.
We further introduce an evaluator to assess
and flexibly leverage LLM-generated content.

* We conduct extensive experiments on two pro-
fessional domains (i.e., legal and medical),
demonstrating that our approach achieves su-
perior retrieval performance.

* We make the code and data publicly available
to encourage other scholars to investigate this
problem!.

2 Related Work

2.1 Domain-specific Retrieval

Retrieval is widely applied across various profes-
sional fields, including law (Cui et al., 2024; Li
et al., 2025b), medicine, and finance (Chen et al.,
2023c). Unlike general retrieval tasks, queries in
domain-specific retrieval are often written in a non-
professional or even colloquial manner while the
professional documents are highly-structured in
terms of domain-specific terminology (Li et al.,
2024; Zhou et al., 2024), which makes the task
more challenging.

Traditional retrieval models consist of two types:
sparse models and dense models. Sparse mod-
els, such as TF-IDF (Sparck Jones, 1972) and
BM25 (Robertson et al., 2009), typically rely on
inverted index matching and raw data input. While
training-free and easy to use, their performance
is highly sensitive to query and database quality,
struggling with mismatched, colloquial, or com-
plex queries in professional fields (Drozdov et al.,
2022). Dense models like DPR (Karpukhin et al.,
2020), contriever (Izacard et al., 2021), ES (Wang
et al., 2022), and BGE (Chen et al., 2023b), typ-
ically embed queries and documents into a con-

"https://github.com/LIANG-star177/CoEvo/tree/master
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Figure 2: The training framework of CoEvo.

tinuous vector space that adheres to certain stan-
dards, such as semantic similarity (Karpukhin et al.,
2020). Although dense retrieval methods are train-
able and flexible, they often struggle with sig-
nificant vector distribution mismatches between
queries and documents in domain-specific retrieval,
reducing retrieval performance. While some stud-
ies propose query expansion methods (Lavrenko
and Croft, 2001; Lv and Zhai, 2009) to bridge the
gap between them, these methods are designed
for sparse retrieval and do not adapt well to the
higher-performing dense retrieval models. In this
paper, we try to leverage the advantages of LLMs
to bridge the gap in domain-specific retrieval.

2.2 LLM-Assisted Retrieval

Large Language Models (LLMs) excel in text un-
derstanding and embedding, and are frequently
utilized for generative tasks. Some researchers
have attempted to optimize queries using LLMs
for enhanced retrieval (Wang et al., 2023a; Peng
et al., 2024; Liu et al., 2025). Typically, these
approaches involve generating additional informa-
tion with LLMs and referencing this to retrieve
documents. Recently, some researchers have used
LLMs to enhance traditional retrievers. For ex-
ample, Wang et al. (2023b) starts by generating
pseudo-documents through the few-shot prompt-
ing of LLMs. These pseudo-documents are then
used to retrieve documents. Anand et al. (2023a)
proposed context-aware query rewriting. First, am-
biguous training queries are rewritten by employ-
ing context-aware prompting of LLMs, where rele-
vant documents are used as context. Subsequently,
a ranker is fine-tuned on these rewritten queries

rather than the original ones during training. How-
ever, both of these approaches merely leverage the
LLM’s generative capabilities and the retriever’s
retrieval functions, without fostering heuristic col-
laboration between them. In this paper, we in-
troduce the CoEvo framework, which uses a co-
evolutionary synergy paradigm between LLMs and
retrievers to achieve better performance in domain-
specific retrieval.

3 Preliminaries

In this section, we first follow the previous LLM-
assisted retrieval work to do domain-specific re-
trieval. Researchers use LLMs to enrich the user’s
original query’s information (Ma et al., 2023; Wang
et al., 2023a; Anand et al., 2023a). Following this,
LLMs can generate intermediaries for the queries
and use them to retrieve relevant documents.
Given a query ¢, relevant documents D

{d;}*_,, and k denoting the number of the relevant
documents, LLM is asked to construct the inter-
mediary [ based on g. Then their concatenation
q* = concat(q, [SEP], I) is input into the retriever
(using bi-encoder structure, details in Appendix I)
to encode it into the vector h,+. Meanwhile, the
document base is also vectorized as {hq, }72; by
the model, where m is the total number of docu-
ments. Then their cosine similarity is calculated:

_ het -
g+ [l |

Thus, the documents with the highest score are

selected as the retrieval result. For better perfor-

mance, dense retrieval can be employed with la-
beled data training. The embedding model trans-

)

Sj

14982



forms the concatenation and document into vectors
hg+ and hg. Then, documents in D are treated
as positive samples, while hard negatives N are
found using BM25 as negative samples (details in
Appendix H). The contrastive learning loss is used:

gt hd

Leon = — Z lo .
con g ehq+.hd + Zd-eN 6hq+'hdi
7

deD
2
However, in domain-specific retrieval, LLMs
need to generate professional and precise interme-
diaries. Without mutual feedback between LLMs
and retrievers, LLMs may introduce low-quality
intermediaries and mislead the retrieval.

4 Methodology

4.1 An Overview of CoEvo

As illustrated in Fig. 2, CoEvo alternates between
LLM optimization (L-step) and retriever optimiza-
tion (R-step) in an iterative scheme. We first al-
low the LLM to generate intermediaries across all
training data as the initialization, followed by al-
ternating steps: In the L-step, the retriever selects
intermediaries that trigger relevant documents and
stores them in an example archive. Then we use
examples from the archive to guide the LLM in
generating better intermediaries through in-context
learning (ICL). In the R-step, we create training
data to train the retriever for document retrieval
using intermediaries through contrastive learning.
Finally, data from L-step and R-step iterations are
used to train the intermediary evaluator to weight
intermediates by quality, enhancing the influence
of high-quality ones on retrieval.

To reduce cost, CoEvo iterates only on the previ-
ous iteration’s failed retrievals, gradually refining
the example archive for the LLM and the training
data for the retriever. We condense the training
process into pseudocode as portrayed by Alg. 1.

4.2 L-step: LLM Optimization with ICL

L-step is designed to help the LLM generate bet-
ter intermediaries for the retriever. We first store
intermediaries that trigger successful retrieval in
the example archive with the help of the retriever’s
feedback. In ¢-th iteration, for each query ¢;, we
concatenate it with the intermediary I; generated
by the LLM and input it into the retriever to retrieve
documents, denoted as d;,. We stipulate that if the
retrieved document is relevant (i.e., dj, € ﬁi), this
is a successful retrieval, and the query-intermediary

Algorithm 1 The pseudocode of CoEvo.

Input: Query ¢, Relevant document D, Total itera-
tion r, LLM parameters 0,1, ,s.

Output: Retriever parameters 0, Intermediary
evaluator parameters 6 g

iteration t = 0

1:

2: while ¢t < r do

3: Select example e from E Ay

4: II@LLM(Q,B)

5: D[Z@Rt(q,f) >Eq. 2
6  A(EA,T,P)=eval(D;,D) >Eq. 3,45
7: EAt+1 = FA, +AFA

8: T =T+ AT

9: PtJrl =P+ AP
10: 0Rt+1 = Econ(Tt—H) > Equ. 1
11: t=t+1
12: end while
13: QE:,CD((],I,PT) > Equ. 8

pair (g;, I;) should be put into the example archive
FE A as a new good example:

ng
AEA = | J{(ag: I)},if d, € D, (3)
=1

here, AF A denotes a newly added example, n; is
the data size of the ¢-th iteration. In this way, in
the subsequent iterations, we can select relevant
query-intermediary pairs from the example archive
to guide LLMs’ generation by in-context learning.
The selection of examples can also be achieved
using retrieval methods.

4.3 R-step: Retriever Optimization with
Contrastive Learning

R-step helps the retriever better utilize the query
and intermediary to find the corresponding docu-
ment. We differentiate between intermediaries that
trigger successful retrieval and those that fail to
construct the training data for the retriever.
Specially, for i-th query: (1) If the inter-
mediary I; triggers the successful retrieval, we
use the query-intermediary concatenation qi+ =
concat(q;, [SEP], I;) as anchor, relevant documents
D; as positive samples, and BM25 hard negatives
N; as negative samples. (2) If the intermediary
triggers the failed retrieval, we treat D; as both the
anchor and positive samples at the same time, while
the other intermediaries in the batch are treated as
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batch negatives B; (details in Appendix H),

ar—{) {{(If-, DNy}, itd €Dy

=1 (D, Di, By}, ifdy, ¢ D;
By forming triplets through permutation and con-
structing the training data, we train the retriever
using contrastive learning with the loss function in
Eq. 2. This approach not only avoids introducing
low-quality intermediaries into the training data but
also ensures the retriever is trained across all data
samples, preserving training effectiveness.

4.4 Amplification of Coevolution Effectiveness

To amplify the effectiveness of coevolution, we in-
troduce an intermediary evaluator trained to weight
generated intermediates by quality, enhancing their
influence on final retrieval. It is trained solely on
data from L-step and R-step iterations, requiring no
additional data. Specifically, the desired weight dis-
tribution of intermediaries is defined and recorded
based on the feedback of the retriever as follows:

AP_G 1, ifd, € D; 5
2o, ifd, ¢ D

If a query has k' intermediaries, the desired weight
distribution is p = {ﬁz}fl After completing r
iterations, we derive P, to train the intermediary
evaluator. For deeper interaction, we concatenate
the query and its ¢-th intermediary and input them
into a cross-encoder model (details in Appendix I)
to obtain the output of the final hidden layer. We
extract the hidden state corresponding to the [CLS]
token:

hi,[CLS] = Encoder(:z:i)[O], (6)

where z; = concat([CLS], ¢, [SEP], I;). Then we
use a linear layer to map h; (cr,5) to a score:

pi =W - hicLs) + b, (N

where W is the weight matrix and b is the bias
vector. For all k! intermediaries, we calculate
the corresponding scores and do softmax opera-
tion to obtain predicted weight distribution p =
softmax{p; }¥',. To align the predicted distribution
as closely as possible with the desired distribution,
we utilize KL Divergence as the loss function:

k! o
Lp=Dx(p | p) = pilog (i) L ®
i=1 v

Sii Similarity T Weight
Y | score distribution
>

H S11 [S12 | o+ |S1m
L |
Retriever

(Or,)
Intermediary T
I -

® Weighted
sum

In-context
learning

S21 [S22 | - |S2m

531 |S32 | v |S3m0

SRR

v —
P1P2P3 Retrieval result

(C3)

Figure 3: The inference of CoEvo.

4.5 Inference

In the inference stage shown in Fig. 3, we use the
example archive F'A,., the retriever with parameter
Or, . and the intermediary evaluator with parameter
0r. Given a query, we let the LLM generate k!
intermediaries in parallel referring to the examples
from F A,. For i-th intermediary, the retriever cal-
culates the similarity score s;; with each document
following Eq. 1, and the intermediary evaluator
assigns its weight p;. The final similarity score is
computed as follows:

kI
5={Zpisij,j:1,...,m}. 9)
1=1

We then select the documents with the highest
scores as the final retrieval result.

S Experiments

5.1 Datasets

We conduct our experiments on two Chinese
datasets, including legal and medical domains.
QLAR is a dataset that consists of user queries and
the corresponding applicable law articles, supple-
mented by data from the EQUALS dataset (Chen
et al., 2023a). This dataset features flexible queries
and numerous law articles, posing a more challeng-
ing retrieval task compared to previous work that
focused solely on criminal law (Yue et al., 2021;
Xu et al., 2020; Zhong et al., 2018). KUAKE-IR
is a dataset derived from the medical paragraph re-
trieval task in the CBLUE benchmark (Zhang et al.,
2022). The input is a user query, and the output
is a relevant medical paragraph. More details can
be found in Appendix G. The statistics of these
two datasets are shown in Tab. 1. To ensure the
fairness of the verification, we randomly divided
each dataset into training set, validation set, and
test set, maintaining the ratio of 80%: 10%: 10%.
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Type QLAR KUAKE-
IR

# of Samples 17794 4630

# of Document base 17043 8520

Avg. # of Tokens in Query 18.59 10.34

Avg. # of Tokens in Document 70.18 98.19

Avg. # of Document in Sample 1.70 1.00

Table 1: Statistics of the dataset.

5.2 Maetrics

Following the evaluation approach employed in
prior work (Long et al., 2022), we evaluate the
retrieval performance by Recall precision at top 1,
5,10,100 (R@1, R@5, R@10, R@100) and Mean
Reciprocal Rank at 10 documents (MRR@10). We
use BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004) to evaluate the quality of the intermediary.

5.3 Baselines

In the experiments, we employ both the tradi-
tional sparse and dense retrieval. BM25 (Robert-
son and Zaragoza, 2009) is a sparse model based
on term frequency and document length. Con-
triever (Izacard et al., 2022) is a fine-tuning dense
model through contrastive learning with a shared bi-
encoder architecture. DRAGON (Lin et al., 2023)
has separate models for encoding queries and docu-
ments. ColBERTvV2 (Santhanam et al., 2022) uses
a token-level late-interaction approach, keeping all
token-level embeddings for computing similarities.
We also explore domain-specific retrieval methods.
PEG (Wu et al., 2023) is trained across several
specific domains, including legal and medicine.
SAILER (Li et al., 2023) is a SOTA legal case
retrieval model that leverages structural informa-
tion and legal rules. Chatlaw (Cui et al., 2024) is
a text similarity model trained on court case data.
MedBert’ is a BERT-based text embedding model
(Devlin et al., 2018) trained on clinical data.

For the LLM-assisted retrieval methods, we eval-
uate two general LLMs, GPT-40 mini (Achiam
et al., 2023) and Qwen2.5-turbo (Yang et al.,
2024), as well as two Domain LLMs, Farui-
plus® in legal domain and HuatuoGPT2-7B-4bits
(Zhang et al., 2023) in medical domain. For the col-
laboration of the LLM and the retriever, we imple-
ment three methods to compare with our method:
(1) LLM w/o training retriever, in which LLM
directly generates intermediaries and then retrieves

*https://github.com/trueto/medbert
3https://tongyi.aliyun.com/farui

relevant documents. (2) query2doc (Wang et al.,
2023a) uses few shot prompting to guide LLMs
generating intermediaries but exclude intermedi-
aries in training retriever. (3) CAR (Anand et al.,
2023b) finetunes the retriever with the rewritten
queries by LLM through context-aware prompting.

5.4 Implementation Details

For all methods, we set the training to 5 epochs with
a learning rate of 5e-5, and a batch size of 4. This
also means that our CoEvo undergoes 5 iterations.
For retrieval, referring to Langchain Chatchat (Liu
et al., 2024), we use FAISS to prevectorize the
knowledge base, allowing for quick computation
of similarity scores. In all LL.M-assisted retrieval
methods, the retriever is initialized using PEG re-
triever. The prompt for the legal domain is “Please
answer the legal articles applicable to the follow-
ing questions in the Chinese legal system. (Format
like Article 273 of the Criminal Law of the Peo-
ple’s Republic of China:...)". The prompt for the
medical domain is “Please answer the patient’s
question with professional medical knowledge." In
CoEvo, we select k¢ = 3 ICL examples with the
best-performing retriever PEG in dense retrieval.
In the inference stage, we let LLM generate k! = 3
intermediaries in parallel. We have chosen those
as the above settings achieve the best performance.
The impact of ICL examples and prompt design is
explored in Appendix A.

To evaluate the robustness and generalizability
of CoEvo, we conduct experiments in zero-shot
and few-shot settings, as well as on the English
biomedical dataset TREC-COVID. We further ana-
lyze resource consumption and present case studies.
Due to space limitation, we include these experi-
ments in Appendices B, C, D, E, F.

5.5 Main Results

From Tab. 2, we conclude that: (1) Compared to
sparse or dense retrieval, LL.M-assisted retrieval
shows notable performance gains. This suggests
that LLMs, memorizing an enormous amount of
knowledge, can enrich queries and guide retrieval
systems. (2) CoEvo surpasses all baselines on two
datasets, particularly in Legal. This shows the effec-
tiveness of our collaborative evolution framework
of LLM and retriever. Compared to query2doc and
CAR, we guide the generation of the intermediary
through feedback design and use the intermediary
more flexibly. (3) When training retriever, LLM-
assisted retrieval may perform worse than tradi-
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Model Training | QLAR | KUAKE-IR
relriever | 'p@1 R@5 R@10 R@100 MRR@10| R@1 R@5 R@10 R@100 MRR@10
Sparse or Dense Retrieval
BM25 X 8.82 2197 28.60 52.53 30.22 2391 3441 40.04 60.86 28.40
Contriever v 10.62 27.45 38.88 73.93 37.15 26.96 4227 49.36 71.36 33.62
Dragon v 15.73 40.53 52.84 85.04 48.85 29.02 47.24 57.04 86.28 37.01
Colbertv2 v 13.20 35.79 48.37 179.69 43.10 26.36 41.27 48.50 76.95 32.70
PEG v 2433 5376 65.39 9292 62.02 3456 59.18 69.55 95.68 4541
SAILER v 9.32 2483 3433 7191 33.94 - - - - -
Chatlaw v 3.48 10.62 16.40 53.88 15.08 - - - - -
MedBert v - - - - - 31.53 5378 61.77 9222 40.73
LLM-assisted Retrieval (w/ PEG)
GPT-40 mini X 11.29 3548 43.55 84.68 41.07 28.49 37.02 46.74 72.39 33.25
Qwen2.5-turbo X 14.52 33.06 4758 81.45 43.72 28.05 39.02 4878 73.17 32.85
+ query2doc v 24.13 5245 6423 89.37 60.72 3628 6048 7149 95.89 47.39
+ CAR Ve 26.10 54.18 66.83 91.72 61.58 37.05 6046 7093 9557 47.06
+ CoEvo v 2955 58.86 67.68 92.93 63.29 38.44 61.12 72.35 96.33 47.87
DomainLLM X 20.62 4021 50.52 82.24 45.82 3485 48.48 51.52 7424 40.11
+ query2doc v 26.38 55.15 69.66 93.18 63.61 3758 60.83 7149 96.33 47.41
+ CAR v 2744 5895 71.03 93.29 64.50 3740 6047 7205 95.87 47.48
+ CoEvo v 28.17 59.15 7324 94.82 65.17 38.61 6142 7326 95.71 47.75

Table 2: Performance Comparison of Different Models on Article Retrieval and Medical Retrieval Tasks. Domain-
LLM refers to Farui-plus on the QLAR dataset and HuatuoGPT2-7B-4bits on the KUAKE-IR dataset.

Method  EXample | Intermediary Quality | Retrieval Performance
selection | "ROUGE-1 ROUGE-2 ROUGE-L BLEU-N | R@1 R@5 R@10 MRR@10
PEG 72.93 45.96 57.34 3453 | 2955 5886  67.68  63.29
CoEvo KNN 65.25 41.61 52.78 2951 | 2625 5216 6263 5875
Random |  65.01 33.46 45.93 2337 | 2118 3775 4353 4335
wioEA  PEG 69.11 39.64 52.59 2905 | 2561 5280  60.02  57.17
w/o ICL - 64.33 34.36 47.37 23.81 | 23.03 4588 5337  52.64
w/ GPT2 - 59.95 41.58 51.56 4193 | 2253 4107 5073 4836
w/ T5 - 63.55 40.73 49.05 39.52 | 2146 4596 5311 5051

Table 3: Performance comparison of different intermediary generation methods.

tional dense retrieval (e.g., on MRR@10, Qwen2.5-
turbo + query2doc gets 60.72%, which is less than
trained PEG’s 62.02%). This proves the irrelevant
information of LLM-generated intermediaries can
mislead retriever training. (4) DomainLLMs de-
liver better performance than general LLMs for
our method because their specialized knowledge
can produce the intermediary with more relevant
information to enrich the query. (5) The bi-encoder
model outperforms the cross-encoder model (e.g.,
Dragon outperforms Contriever and ColBERTV2).
This indicates that separately encoding queries and
documents can mitigate the problem caused by the
gap between them. (6) Domain embedding does
not result in better performance. Although domain
embeddings are better at understanding domain
documents, they may lose the ability to handle col-
loquial queries. (7) The overall performance of the

KUIKE-IR dataset outperforms the QLAR dataset,
likely due to the greater gap between queries and
documents in the QLAR dataset.

5.6 Analysis Study

We further analyze each design in CoEvo through
ablation and replacement experiments.

Example selection and intermediary generation.
We explore different methods for generating the
quality of intermediaries and the impact on re-
trieval performance. From the results on the QLAR
dataset with Qwen2.5-turbo presented in Tab. 3,
we can draw several conclusions: (1) Three meth-
ods are tested for selecting examples from the ex-
ample archive: Random, KNN, and PEG. The
examples are used to guide the LLM in generating
the intermediary through in-context learning (ICL).
PEG selects the intermediary with better quality
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Figure 4: Example archive size and retrieval perfor-
mance in different iterations.

Method \ R@1 R@5 R@10 MRR@10
CoEvo 29.55 58.86 67.68 63.29
w/o multi 27.93 56.08 64.38 60.11
w/ concat 27.42 54.33 59.94 56.36
w/ sum 27.81 54.78 60.20 58.88
w/ cos-sim 26.79 56.17 62.99 61.58

Table 4: Intermediary fusion method’s performance on
QLAR dataset.

and gets better retrieval performance. (2) w/o EA
retrieves examples from the training data instead
of the example archive for ICL. Both with PEG,
it decreases the performance, which indicates that
examples from the example archive are more useful
to guide intermediary generation. (3) w/o ICL lets
LLM generate the intermediary directly without
examples. The performance decline indicates the
effectiveness of in-context learning. (4) Moreover,
we replace LLMs with small language models, de-
noted as w/ GPT2 (Radford et al., 2019) and w/
TS (Raffel et al., 2020). Small language models
underperform compared to LLMs in generating in-
termediaries because it is hard for them to generate
knowledge-dense intermediaries from queries with
sparse information.

Performance sensitivity to iterations. In the
training iterations, CoEvo evaluates the intermedi-
ary to expand the example archive and the training
data, enabling the interaction between the LLM
and the retriever. However query2doc excludes
the intermediary in the retriever training, cutting
off this interaction. We explore changes of the ex-
ample base size and the retrieval performance in
iterations as shown in Fig. 4. As the iteration in-
creases, we draw the following insights: (1) CoEvo
expands bigger example archive size and achieves
better retrieval performance. (2) The performance
of query2doc diverges further from CoEvo, due to
the retriever being limited to handling the original

Method | R@1 R@5 R@10 MRR@10
PEG 2433 53.76 65.39 62.02
+CoEvo | 29.55"2 588610 67.682% 63.29+7
Dragon 15.73 40.53 52.84 48.85
+CoEvo | 20.79"506 4531+478 58 93+6.09 53 77+492
Contriever 10.62 27.45 38.88 37.15
+CoEvo | 19.10"% 36.52%907 4723+835 456184

Table 5: Performance variation with different retrievers
on QLAR dataset.

Method | R@1 R@5 R@10 MRR@10
GPT-40 mini 27.19 57.96 64.10  60.82
Qwen2.5-turbo | 29.55  58.86  67.68  63.29
Farui-plus 28.17 59.15 73.24  65.17

Table 6: Performance comparison of different LLMs.

query. In contrast, CoEvo solves the problem by
incorporating the intermediary into training with
the corresponding feedback design.

Intermediary fusion. In the inference stage, Co-
Evo uses the intermediary evaluator to fuse retrieval
results from multiple intermediaries. We compare
several other fusion methods: w/o multi only re-
trieves based on one intermediary. w/ concat con-
catenates all intermediaries and retrieves one doc-
ument list directly. w/ sum aggregates similarity
scores of the same documents for all intermediaries
and then reranks. w/ cos-sim weights with cosine
similarity between query and intermediary, and
then sum. From Tab. 4, we observe that: (1) The
intermediary evaluator trained based on retriever
feedback outperforms other methods, indicating
that it can well predict the weight of the interme-
diary, thereby ranking the more likely retrieval re-
sults further ahead. (2) Using cosine similarity as a
weight provides minimal additional gain, suggest-
ing that semantic similarity does not fully capture
intermediary importance.

Performance using different retrievers and
LLMs. We assess the generalizability of our Co-
Evo framework using PEG as the baseline retriever
and compare its performance with other retriev-
ers, such as Dragon and Contriever, on the QLAR
dataset. As shown in Tab. 5, CoEvo demonstrates
significant improvements despite different retriev-
ers (e.g., with Dragon, CoEvo increases R@1 by
5.06, R@5 by 4.78, R@10 by 6.09, and MRR@10
by 4.92). Tab. 6 evaluates the performance of us-
ing different LLMs in CoEvo, with Qwen2.5-turbo

14987



achieving the best results.

6 Conclusion

In this paper, we investigate domain-specific re-
trieval tasks in vertical domains (e.g. law and med-
ical). The queries are often colloquial, while the
documents contain abundant domain-specific termi-
nology. We identify that the current LLM-assisted
retrieval paradigm, where LLM and retriever per-
form their own respective works, may introduce
irrelevant information. To effectively harness the
capabilities of LLMs, we propose an alternating op-
timization framework, namely CoEvo, for achiev-
ing the coevolution between LLM and retriever.
Extensive experiments demonstrate that CoEvo im-
proves the quality of LLM generation and further
enhances retrieval performance.

7 Ethical Statement

With the development of Al, more and more Do-
mainAl technologies (e.g. LegalAl and MedAl)
are proposed to assist people, especially those who
suffer from an intense workload (Chalkidis et al.,
2019; Topol, 2019; Li et al., 2025a). Professional
domains tend to be critical and sensitive areas,
hence any subtle miscalculation may trigger se-
rious consequences, so it is imperative to discuss
the related ethical issues. Our model aims to pro-
vide people with reference by retrieving domain
documents, which is an algorithmic investigation
where still many potential risks remain (e.g., LLM
generation security, document database quality).
The algorithm can be beneficial to address the con-
sultation problem. Nevertheless, the algorithm only
intends to assist experts and should not “replace”
human experts. The retrieval operation should be
conducted or verified based on manual verifica-
tion.

8 Limitations

Despite its effectiveness, the CoEvo framework has

several limitations, which are as follows:

* The quality of improvements relies on the di-
versity and accuracy of collected examples and
training data, which may be biased or insufficient
in practice.

* Due to the involvement of LLMs, query rewriting
or query transformation methods incur notable
resource overhead, as analyzed in Appendix E.
While dynamically selecting whether to involve

LLMs based on task difficulty is a promising
approach (Jeong et al., 2024).
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A Exploring Different Prompts and
Varying Numbers of ICL Examples

We also evaluate the impact of different prompts
and varying numbers of in-context learning (ICL)
examples. We conducted these tests using the Farui
LLM on the QLAR dataset. As shown in the Tab. 7,
we observe that specifying the format in the prompt
(Prompt 2) reduces ROUGE-1, ROUGE-2, and
ROUGE-L scores, but improves BLEU-n scores
and retrieval performance. This improvement can
be attributed to the shorter response length and
increased specificity, which resulted in more pro-
fessional outputs.

Moreover, when using examples to guide ICL,
we found that the quality of the generated inter-
mediaries and their retrieval performance peaked
when the number of examples was set to k¢ = 3.

B Performance in Zero-shot and
Few-shot Scenarios

In zero-shot scenario, CoEvo degrades to
query2doc, where the LLM expands queries and
then performs retrieval, without further iterative
feedback between the LLM and retriever. In few-
shot scenario, we use BM25 to retrieve the top-k
most relevant query-document pairs from the train-
ing set for each test sample. This provides k-shot
reference data for the LLLM during inference. The
LLM first generates k = {1, 2, 3} intermediaries
based on each reference query and its correspond-
ing ground truth document. Then, using in-context
learning (ICL), the LLM mimics the intermedi-
ary for the current query, which is subsequently
used for retrieval. The performance comparison on
QLAR is shown in Tab. 8. We observe that: (1)
The full-shot setting achieves the best performance
because its examples can be iteratively optimized.
(2) The 1-shot setting ranks second best since more
examples may introduce irrelevant information, re-
ducing the quality of intermediary generation.

C Performance on TREC-COVID

We evaluate CoEvo on the dataset TREC-COVID,
which consists of large-scale biomedical docu-
ments. This allows us to assess the robustness
of our method on large-scale data and in the En-
glish language. Additionally, TREC-COVID is
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Type | Intermediary Quality | Retrieval Performance
ROUGE- ROUGE- ROUGE- BLEU-N R@1 R@5 R@10 MRR@10
1 2 L
w/o example
prompt 1 76.39 53.77 58.93 31.08 13.03 38.88 43.37 46.31
prompt 2 63.65 45.31 45.61 36.96 17.42 39.33 44.94 48.36
w example
k¢ =1 63.60 46.00 47.23 37.11 19.10 36.52 45.51 49.20
k=2 65.36 47.53 49.05 38.60 18.54 37.08 45.51 50.82
k¢ =3 65.48 48.12 48.05 39.52 20.22 38.20 49.44 52.17
k=4 64.25 47.24 48.53 38.13 21.91 37.64 47.75 51.61

Table 7: Performance comparison of different prompts and example numbers. Prompt 1:Please provide the law
articles in the Chinese legal system applicable to this question. Prompt 2:Please provide the law articles in the
Chinese legal system applicable to the question. Respond only in the specified format without explanations. (Format
like Article 273 of the Criminal Law of the People’s Republic of China:...)

Method R@1 R@5 R@10 R@100 MRR@10 Method R@1 R@10 MRR@10
zero-shot  24.33 5376  65.39 92.92 62.02 PEG w/o I in train&infer 24.33 65.39 62.02
1-shot 24775 55.83  66.11 92.78 62.17 PEG w/ I in infer 2043  56.00 53.54
2-shot 2436 5349 6598 92.37 61.54 PEG w/ I in train&infer (CoEvo) 28.17 73.24 65.17
3-shot 2224 5238 64.68 90.04 60.29

full-shot  28.17 59.15 73.24 94.82 65.17

Table 8: Performance in zero-shot and few-shot settings.

Method P@5 P@10 P@100 Recip Rank
BM25 46.40 44.00 28.82 65.71
PEG 51.35 46.41 31.83 66.76
query2doc 54.73 52.24 36.97 70.67
CoEvo 55.92 53.83 36.80 71.26

Table 9: Performance on the dataset TREC-COVID.

from the biomedical domain, showcasing the ex-
tension of our study. We use the July 16, 2020 re-
lease of CORD-19 from the official dataset. Since
each query in the TREC-COVID dataset has many
matching documents (on average 1,565), which dif-
fers significantly from our QLAR and KUAKE-
IR datasets, where each query has only one or
two matching documents, we used P@5, P@10,
P@100, and Reciprocal Rank metrics. We test
BM?25, PEG, query2doc, and CoEvo (ours), consid-
ering both comprehensiveness and time constraints.
In both query2doc and CoEvo, the LLM used is
Qwen2.5-turbo, and the retriever is PEG. The ex-
perimental results are shown in Fig. 9. We found
that CoEvo achieved the best performance, demon-
strating its generalizability across various applica-
tions.

Table 10: Performance comparison of different interme-
diary settings. “T” refers to “intermediary”.

D Intermediary Training Discussion

We explore two settings to validate the effective-
ness of using intermediaries in fine-tuning. (1)
“PEG w/o I in train&infer”: This setting fine-tunes
the model directly with the query and correspond-
ing document, actually is the baseline PEG in Tab.
2. (2) “PEG w/ Lin infer”: Here, the intermediary is
used only during inference, without participation in
training. (3) “PEG w/ I in train&infer”: Our CoEvo
follows this setting. From Tab. 10, we find “PEG
w/ I in infer” reduces performance significantly as
the trained PEG is limited to handling the original
query and can’t adapt to query-intermediary con-
catenation. So CoEvo involves the intermediary in
both training and inference, performing better.

E Consumption Analysis

We conduct a resource consumption analysis of our
method using Qwen as the LLM. As shown in Tab.
11, in terms of time, the training phase consists of
two steps. The L-step, where the LLM generates in-
termediaries and the retriever evaluates them, takes
1.43 hours per epoch. The R-step, where the re-
triever is trained, takes 0.45 hours per epoch. With
5 epochs in total, the entire training process takes
9.4 hours. During inference, the LLM generates an
intermediary in 0.96 seconds, and retrieval takes
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| Phase | Details | Consumption
. L-step 143 h
Training | p Gep | 0.45h
(perepoch) | poal 1.88 h
Time .
Inference LLM 0.96 5
Retriever | 0.046 s
(per sample) | 0oy 1.01 s
Space | Training - | 33,928 MB
| Inference | - | 4,356 MB

Table 11: Resource Consumption Analysis of CoEvo.

0.046 seconds, resulting in a total of 1.01 seconds
per sample.

In terms of space, Qwen operates as an API
and does not consume local storage. The retriever
requires 33,928 MB of memory during training and
4,356 MB during inference.

F Case Study

As shown in Fig. 6, 7, 8, 9, we provide real-
world cases from the legal and medical domains,
along with their English-translated version. The
prompts for generating intermediaries using the
in-context learning (ICL) method are also demon-
strated within the cases. In the context of In-
Context Learning (ICL), query-intermediary pairs
are retrieved from our Example Archive. In the
legal domain, LLM generates multiple potential
law articles as intermediaries. These intermedi-
aries overlap with Articles 44 and 46 of the Con-
tract Law of the People’s Republic of China in
the ground truth, significantly reducing the diffi-
culty of subsequent retrieval tasks. In the medical
domain, the LLM tends to generate only a single
intermediary. To address this, we configured differ-
ent temperatures and executed multiple runs of the
LLM to produce several intermediaries.

We also explore the changes in context and in-
termediary across iterations. We select a case from
the QLAR dataset, showing the changes in the Oth,
2nd, and 4th iterations of CoEvo in Fig. 10. We
observe that: (1) In the Oth iteration, with no prior
examples available, the LLM generated irrelevant
and poorly formatted intermediaries that did not
follow Chinese legal conventions, resulting in re-
trieval errors (e.g., incorrect retrieval of Article 38).
(2) In the 2nd iteration, some examples had been
collected, but their quality and relevance were still
limited. This led to interference from irrelevant
content, such as an example from insurance law

ranking first. Despite this, the intermediary began
to include correct references (e.g., Article 46 of the
Labor Law), indicating early improvement. (3) In
the 4th iteration, sufficient high-quality examples
enabled the LLM to generate a more accurate and
informative intermediary, successfully retrieving
the correct document. As iterations progressed, the
proportion and ranking of relevant examples in the
context improved, leading to higher-quality inter-
mediaries and assisting the retriever in finding the
correct result. This demonstrates the effectiveness
of our CoEvo framework.

G Dataset Construction Details

QLAR is a legal dataset derived from the pub-
lic EQUALS dataset, which contains 6,914 high-
quality, annotated query-article-answer triplets. We
extract query-article pairs directly from EQUALS
without additional annotation or preprocessing.

KUAKE-IR is a medical dataset collected from
Alibaba’s Quark Search, reflecting real-world busi-
ness scenarios. The dataset ensures diversity by ran-
domly sampling across different medical special-
ties. Query-paragraph pairs are derived from click
behavior logs and verified through model-based
checks and manual review to ensure accuracy. This
publicly available dataset already includes matched
query-paragraph pairs, requiring no additional an-
notation. We only performed preprocessing to
maintain data quality. A query-paragraph pair is
removed if: (1) The query explicitly mentions a
disease name, as this significantly reduces retrieval
difficulty. (2) The paragraph contains fewer than
20 characters.

H The Implementation of Negatives

H.1 BM25 Negatives

BM25 is a widely used and classic method for
selecting hard negatives, helping the retriever learn
to distinguish relevant from non-relevant content
by choosing documents with high similarity scores
but incorrect relevance. It is both efficient and
computationally inexpensive. Several prior works
have used BM25 for hard negatives, including DPR
(Karpukhin et al., 2020) and ColBERT (Khattab
and Zaharia, 2020). Mathematically, the BM25
score for a document D given a query () can be
approximated as:

Z IDF; -

i€qnd

fi(d) - (k1 +1)

fild)+ k- (1=b+b- A
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Figure 5: Model details.

where f;(d) is the term frequency of term 4 in
document d, |d| is the length of document d, avgdl
is the average document length in the corpus, k;
and b are hyperparameters, I DF; is the inverse
document frequency of term ¢.

Another promising method is hybrid negative
sampling. In this approach, a sparse method first
selects hard negatives, and a dense retriever further
refines them, forming a mixed negative sample
pool. This strategy has been explored in works
such as ANCE (Xiong et al., 2020b) and STAR
(Zhan et al., 2021), and we plan to investigate it in
future work.

H.2 Batch Negatives

Batch negatives are created within a batch of data
during training. Let’s assume we have a batch of
intermediary embeddings {h{, hL, ..., hl;}, N is
the batch size. Suppose the retrieval result of i-th
of the batch is incorrect. Then, we replace the i-th
intermediary embedding with the corresponding
document embedding. The batch negatives are the
other embeddings in the batch, i.e., B = {th |7 #
In this way, the wrongly retrieved data is fully
trained through a self-supervised manner in a re-
versed direction for the contrast between the inter-
mediary and the document. At the same time, this
approach avoids low-quality intermediaries partici-
pating in the training process of the retriever.

I Model Structure Details

In this work, we employed a bi-encoder architec-
ture for the retriever, while a cross-encoder archi-
tecture was utilized for the intermediary evaluator,
as shown in Fig. 5.

1.1 Bi-encoder

Two independent encoders are used to encode the
text into vectors respectively, then calculate the

similarity. The main advantage is that the similar-
ity calculation is fast. For example, in the recall
scenario of question-document, because what the
two-tower model obtains is actually the represen-
tation of a single text, the calculation of similarity
only makes a simple calculation at the end, and
the most time-consuming document representation
operation can be completed offline.

I.2 Cross-encoder

When the model is input, it is concatenated and
input to the same encoder, so that the two texts
have deeper interaction, and then through a fully
connected layer. Therefore, the similarity calcula-
tion effect of the cross-encoder is also significantly
better than that of the bi-encoder of the two-tower
structure. However, the similarity calculation be-
tween a large number of texts in the cross-encoder
requires real-time model inference calculation and
consumes more time, which is suitable for the re-
ranking stage after retrieval.
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Query REBUAR, H—RATBEE, £7—EHMY, NEADTERATZIZIRRTHNER., FHAMED?
Instruction:
BEENEFEGRPERTF TERANEEES. REBGMNERES, FRBR. (Blm (hEARKMERE)
EIHETEF )
Example:
TEREEXMREEEENHTF
Question: T WIRFIBRZFNER, RTAEEHE—F—B TRMHIME?
Law Article: (FHEARKFEFHEEE) BN++L5: AABMKBAFEN &, EN+—KONERBREHEE
), REEEHELFEFME. BFMERBENEERB AN TERITE, SH—FAYTF— B IRDEH
WM, THEHRANBRH—EL, B—EitE RHEANAN, TAHEDA TRNZFIME, TRNEFMENSHER
BRI FTENE TN ANTHTE NI,
Prompt Question: BREMAEITT —H4aE, BRNERN—LRELTEAREET, RTNEARRBRARL? 2EBERANT?
Law Atticle: (FHEARKMESEZ) BAT=4 YBADT—H, TUERAR. YEATUESRTAE—TTR
BRARNEY, BRERNSENRNE, BRRATNREAR. YEA—SREEENCBRARN, NYBHNH
ATF B BAENAX TR
Question: AT LI, WIAEHNSE, MREHNAR, THN6000, REMESD?
Law Article: (FEARKFETGHREEO) $=++5% RIETREBETHLRETRGED, FHhARBRBK
IERS, FABRN SRBTIRER AR GRR LS T — R THEFHS:  (—) LRGRIRATAN
F=AA; (D) NBEBRAKATIRGT—E (2) MEGBRARATENANE, () +RGEIRATAN
A, AATHRBENERBEREL LT+ 4B TR THRITE.
Input:
Question: HREBAAR, BH—RADBIE, BT —EHIHMY, RELADRBARERMBRENER, HHAMED?
Law Article:
(REARKMESHARE) EW+ME: GTHERZ—M, SHERLL: (—) SHAREHLG, () #
2. FECEIIE R AER .
(R ARAMESHERE) BO+A%E BTRIERZ—8, BARMNYEEDELFEFME  (—) BAASBA
Intermediary KBARFE=TAEONEOFHEREBREDARH SHEDENT—BERREN AR, - () BARRKEBA

FEEN+FAERR TSR,
(PEANRKAMEFTHERE) EN+EHK EFMERTHEERRMUTENFER, SH—FXH— A THENTER
FHEXM. APTANERHE—FH, B—FHE RERMAN, AFHEIMFEPA TRNEFHE.

Ground truth

(REARIHEFTHERE) BOHAK: FTIBEZ—MN, AARMYYETHNELMGEFME (=) FahEK
REAEZE=1T/\FAERBRHEHERN,  (Z) AABKRAEE=TAFAEOFTHERLBRSHERITSFHE
DE—BEEFHERN, (=) BARMKRAZENTZFACHRESTHERN, (M) BARAKRRAEEN+—%
B-HAEHEBRTHERN, () BREABMERRFESTHNERATFMEITEHER, FHEFRBLITHEY
S RBAEFEN MR —TEL L EZPRFTANER,  OF) RERAEEO+OEFENG. FRIMNEL 55
BEN; () EE. TBERAENEMER.

Figure 6: Chinese law case example.
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Query

I am a retired employee who was recruited by a company and signed a one-year agreement. However, the company has terminated
my employment relationship early due to insufficient investment. Is there any compensation available?

Prompt

Instruction:
Please answer the legal articles applicable to the following questions in the Chinese legal system. (Format like Article 273 of the
Criminal Law of the People's Republic of China:...)

Example:
Here are examples of law articles corresponding to answering questions:

Question: If a company terminates an employment contract early, can the employee receive compensation equivalent to one month's
salary for each year worked?

Law Article: <Labor Contract Law of the People's Republic of China>, Article 47: If an employer terminates an employment
contract according to Articles 40 and 41 of this law, the employer must pay economic compensation. The compensation is
calculated based on the employee's years of service at the company, with one month’s salary paid for each full year. For periods
between six months and one year, compensation is calculated as one year; for periods less than six months, compensation is half a
month’s salary. The compensation is based on the employee's average salary for the twelve months before the termination or end of
the contract.

Question: I signed a contract with another party, but now I cannot fulfill it due to certain reasons. Can I terminate the contract
directly? Do I need to notify the other party?

Law Article: <Contract Law of the People's Republic of China>, Article 93: Parties may terminate the contract by mutual
agreement. A contract may stipulate conditions under which one party can terminate it. When these conditions are met, the entitled
party can terminate the contract. If one party terminates the contract according to legal provisions, they must notify the other party,
and the contract is terminated upon the receipt of such notice by the other party.

Question: I was injured in a mine, rated as a Level 8 injury, and my salary is about 6,000 RMB. How much compensation can I
receive?

Law Article: <Regulation on Work-Related Injury Insurance of the People's Republic of China>, Article 37: If an employee is
disabled due to a work-related injury and is rated as Level 7 to 10 disability, when the employment contract is terminated or ended,
the employer must pay a lump sum disability employment subsidy and a lump sum work injury medical subsidy as follows: (1) For
Level 7 disability, 13 months of the employee's salary; (2) For Level 8 disability, 11 months of the employee's salary; (3) For Level
9 disability, 9 months of the employee's salary; (4) For Level 10 disability, 7 months of the employee's salary. The employee's
salary is calculated based on their average monthly salary for the twelve months before the termination or end of the contract.

Question: I am a retired employee who was recruited by a company and signed a one-year agreement. However, the company has
terminated my employment relationship early due to insufficient investment. Is there any compensation available?
Law Article:

Intermediary

<Article 44>: A labor contract shall be terminated under any of the following circumstances:The term of the labor contract
expires;...;Other circumstances stipulated by laws or administrative regulations. <Article 46>: An employer shall pay economic
compensation to the employee under any of the following circumstances:The employer proposes to terminate the labor contract in
accordance with Article 36 of this law, and the employee agrees through negotiation;...;The employer terminates the labor contract
in accordance with Article 40 of this law. <Article 47>: Economic compensation shall be paid to the employee based on the number
of years they have worked for the employer, at the rate of one month's wage for each full year of service. For periods of six months
or more but less than one year, it shall be calculated as one year; for periods of less than six months, half a month's wage shall be
paid as economic compensation.

Ground truth

<Article 46 of the Labor Contract Law of the People's Republic of China>: The employer is required to pay economic
compensation to the employee under any of the following circumstances:1. The employee terminates the labor contract according to
Article 38 of this law.2. The employer proposes to terminate the labor contract according to Article 36 of this law, and both parties
agree to the termination.3. The employer terminates the labor contract according to Article 40 of this law.4. The employer
terminates the labor contract according to the first paragraph of Article 41 of this law.5. The employer terminates a fixed-term labor
contract according to the first item of Article 44 of this law, except when the employer maintains or improves the conditions agreed
upon in the contract and the employee does not agree to renew the contract.6. The labor contract is terminated according to items 4
or 5 of Article 44 of this law. 7. Other circumstances stipulated by laws and administrative regulations.

Figure 7: English version of law case example.
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Query

BITRHAMARRERENAR, X2EARER?

Prompt

Instruction:
BEATLMEZMABRSFANGDE, JARBOAMMNEREE, FRRE. BIW KRBFRE2—FEKRE ...

Example:
TERRE B R E IR BT

Question: ZFRERLHMANL? RMEZEAE?

Medical knowledge: \#HRHEMIE RRE, BT URERAHBMSIENKS. HYSIENEER—MEKRRE, BES5HE
BT HRE AR, XMEDNETEEASELAHMA . BUEZAELERTESBRRENEY, HEaEEM
KBIEL AT RN

Question: ¥ 5| 2B F KA AR R EAREMINE?

Medical knowledge: 2543 | 205 F 2 —FhE 25| R MR KR . Sy AR ETE: 1 BA5IK%Y: SAMEATESIR
BB0EY. 2 EET RARKY: BTEMEE NREME. FiHE. SHXER: ATRBLE, MSATH
WE. 3. WR5M: WRESHEL, FEPRE. 4 BeFEm BeEERERNAY, 5. 50EE: WER™
BERFELSER, NIARE.

Question: ZRAEFERAC T BB BHA%? |

Medical knowledge: R BB FEH A —ERUEK TP . AER—MBAZRE (RABRSRSIHTRAESRKS) BEs|
EHFRSMRKRE, BERIAKBIRIERE, SHESHETENEE: RSHY: EAMEES. KEE5az
EREENY. AT TEAERRSERSNNRAE, DHEEEILE. NRTHERKEERZTHALSIE
EWEH#TTE WIS,

Input:

Question: HITERHMERREENAER, XREABER?
Medical knowledge:

Intermediary

BHER—MEANEYARRE, BERHSGAENEMAY~ESHRRYSIEN. RINEETRRASHEIERZ—.
HEMERTESERRIE. B2, MEPRIHBETHA. HARKEER, BURRMSZIETEAMOER, FHER
EEFTH-SIETET. MRBBOERNESFEE M SEREMEH. FREES, NIEHRE.

(temperature=0.8)

BHER—MAYSIRNERRE, TRRIAERE. 4%, RZSER. BEEE AT AN NS RNRREE
B BT, BBETRAERKNEMNE, WA, EESNEAS. EITEEE SR5Y NRINEEMS
MSEAL, NNBERIZAY. FARAY: TERARARGSYNIEMERTIREREMEE. SIET BIBEE
EHEMSUTHMET AR IOEEE, NESHH: USERNTWE, MEMERLALSER, RENHRE. 3
E&E BWERREHES, #TTLIHEMRGELMETEW. (temperature=0.5)

Ground truth

HER—MIEMENE, XMERENIMNIERERIRS, ttmay. R, RE. OEEBE-ENXRY, BRK
RAMREEZA ST FH AR, RWTNRRPAMNRTTIE PENEEE ST EET XMERRSREN 2L
BIERK, ERATANETIERRE AR AREINESB SR,

Figure 8: Chinese medicine case example.
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Query

After getting an injection, I have experienced itching on my skin. What could be causing this?

Prompt

Instruction:

Please answer the patient‘s question with professional medical knowledge. (Format like: Psoriasis is a skin disease,...... )
Example:

Here are examples of medical knowledge corresponding to answering questions:

Question: Can a rash spread to others? What should I do now?

Medical knowledge: Based on the information provided, the rash may be caused by medication. Drug-induced rashes are usually an
allergic reaction to a specific medication and are not contagious. You should stop taking the medication that may be causing the
rash and consult a doctor for appropriate treatment and advice.

Question: What is the treatment for a drug-induced rash?

Medical knowledge: Treatment for a drug-induced rash includes:Discontinuing the drug: Stop taking the medication that may have
caused the rash.Symptomatic treatment:Antihistamines: To relieve itching, such as loratadine or cetirizine. Topical steroids: To
reduce inflammation, such as hydrocortisone cream.Monitoring and follow-up: Observe the rash's progress and follow up
regularly. Avoiding re-exposure: Avoid using the same medication again.Consulting a doctor: Seek medical attention if symptoms
are severe or if there are systemic symptoms.

Question: Is skin itching a sign of herpes? What medication should be used?

Medical knowledge: Skin itching does not necessarily indicate herpes. Herpes is a viral skin condition caused by herpes simplex
virus or varicella-zoster virus, usually presenting as blisters and localized itching. Treatment for herpes includes:Antiviral
medications: Such as acyclovir, valacyclovir, or famciclovir. Topical treatment: Antiviral creams, such as acyclovir cream.If you are
unsure whether your skin itching is due to herpes, it is recommended to see a doctor for a professional diagnosis.

Question: After getting an injection, I have experienced itching on my skin. What could be causing this?
Medical Knowledge:

Intermediary

Drug rash is a common adverse drug reaction, usually caused by an allergic response to a medication. Skin itching can be one of the
early symptoms. Symptoms may include redness, papules, maculopapular rash, or urticaria. If itching occurs, it is recommended to
stop the suspected medication and consult a doctor for further evaluation and treatment. If symptoms worsen or are accompanied by
systemic reactions such as fever or difficulty breathing, seeck medical attention immediately. (temperature=0.8)

A drug rash is a skin reaction caused by medication, which may include itching, redness, and rashes. Itching is often due to drug
allergies or inflammation. In addition to itching, drug rash may also involve other skin changes, such as redness, papules, or welts.
Management includes:Discontinuing the drug: Stop taking the suspected medication immediately. Antihistamines: Use
antihistamines like loratadine or cetirizine to relieve itching.Topical treatment: Apply topical steroids like hydrocortisone cream to
reduce inflammation and itching.Monitoring and follow-up: Observe symptoms, and seck medical attention if they worsen or if
systemic symptoms develop.Medical consultation: Consult a doctor for professional assessment and appropriate treatment advice.
(temperature=0.5)

Ground truth

Drug rash is an allergic skin condition influenced by external factors like drug, environment, diet, and emotions, but the primary
cause is an allergic constitution. It is recommended to consider traditional Chinese medicine, as its immune-enhancing
desensitization therapy can be effective in treating this condition by boosting the patient’s immunity.

Figure 9: English version of medicine case example.
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Query

Tam a retired person. After being recruited by a company, I signed a one-year agreement. Now the company has prematurely terminated the labor relationship due to
i . What is there?

Ground truth

<Article 46 of the Labor Contract Law of the People's Republic of China>: The employer is required to pay economic compensation to the employee under any of
the following circumstances: 1. The employee terminates the labor contract according to Article 38 of this law.2. The employer proposes to terminate the labor contract
according to Article 36 of this law, and both parties agree to the termination.3. The employer i the labor contract according to Article 40 of this law.4. The
employer terminates the labor contract according to the first paragraph of Article 41 of this law.5. The employer terminates a fixed-term labor contract according to the
first item of Article 44 of this law, except when the employer maintains or improves the conditions agreed upon in the contract and the employee does not agree to
renew the contract.6. The labor contract is terminated according to items 4 or 5 of Article 44 of this law. 7. Other circumstances stipulated by laws and administrative
regulations.

Iteration

Oth

Context: None

Intermediary: <Article 38 of the Labor Contract Law>: a labor contract terminates upon expiration. Article 44 also states that a labor contract ends when it
reaches its expiration date. In principle, based on Article 46, an employer is not required to pay severance for termination due to contract expiration unless special
circumstances apply, such as the employer failing to offer renewal terms equal to or better than the original contract, and the employee refusing to renew.
Retrieval: <Article 38 of the Labor Contract Law>

2nd

Context: Questionl: I signed a three-year labor contract with my company, but they terminated my employment after six months, citing my inability to adapt. Can
Tapply for unemployment insurance?Intermediaryl: <Article 45 of the Social Insurance Law of the PRC> states that unemployed individuals are eligible for
unemployment benefits if they meet the following conditions: (1) They have participated in unemployment insurance, and both the employer and employee have
fulfilled the payment obligations for at least one year; (3) They have completed unemployment registration and are actively seeking employment.

Question2: T have worked at my company for two years, but due to financial difficulties, the company proposed terminating my contract through mutual agreement.
Am I entitled to severance pay?Intermediary2: <Article 46 of the Labor Contract Law of the PRC> states that an employer must provide severance pay if (2) the
employer proposes terminating the labor contract under Article 36 and both parties reach a mutual agreement. <Article 44> further states that if a fixed-term contract
expires and the employee does not request renewal, the employer must provide severance pay according to the law.

Question3: I am experiencing water leakage in my rented apartment, but the landlord refuses to fix it. Can I request a rent reduction or terminate the
lease?Intermediary3: <Article 721 of the Civil Code of the PRC> states that if a rental property requires repairs that affect the tenant’s normal use, the tenant may
request a rent reduction or an extension of the lease term. If the property’s quality issues seriously affect the tenant’s safety or health, the tenant may terminate the lease
at any time.

Intermediary: <Article 45 of the Social Insurance Law of the PRC>: Unemployed individuals may receive unemployment benefits if they meet the following
conditions: (1) They have legally participated in unemployment insurance, with both the employer and employee having paid contributions for at least one year; (2)
Unemployment was not caused by voluntary resignation; (3) They have completed unemployment registration and are willing to seck employment.

<Article 44 of the Labor Contract Law of the PRC>: When a labor contract expires, the employer may choose not to renew it, leading to contract termination.

<Article 46 of the Labor Contract Law of the PRC>: Employers must provide severance pay in certain situations, including:

(2) When the employer proposes to terminate the contract under Article 36, and both parties reach a mutual agreement.

Retrieval: <Article 44 of the Labor Contract Law>

4th

Context: Questionl: I am a contract worker with a fixed-term labor contract. My contract has expired, and the company has decided not to renew it. Am I entitled
to severance pay?

Intermediary1: <Article 44 of the Labor Contract Law of the PRC> states that a labor contract terminates upon expiration. <Article 46> stipulates that the employer
must provide severance pay if the contract is terminated under Article 44(1), except when the employer offers renewal under the same or better conditions and the
employee refuses.

Question2: If a company terminates a labor contract early, can the employee receive one month’s salary as severance for each year worked?

Intermediary2: <Article 47 of the Labor Contract Law of the PRC> states that if an employer terminates a labor contract under <Article 40 or Article 41>, the
employee is entitled to severance pay. The severance is calculated as one month’s salary for each full year of service. If the employee has worked for at least six
months but less than a year, it is rounded up to one year. If less than six months, half a month’s salary is paid. The compensation is based on the employee’s average
monthly salary over the past 12 months.

Question3: I was injured while working in a mine and was classified as having an Sth-degree disability. My contract has been terminated, and my salary is around
6,000 yuan. How much compensation can I receive?
Intermediary3: <Article 37 of the Work-Related Injury Insurance Regulations of the PRC> states that if an employee suffers a work-related disability classified
between 7th and 10th degree, they are entitled to a one-time disability employment subsidy and a one-time work-related injury medical subsidy upon contract
termination. For an 8th-degree disability, the total compensation is 11 months' salary, calculated based on the employee’s average monthly wage over the past 12
months.

Intermediary: <Aticle 46 of the Labor Contract Law of the People's Republic of China>:

An employer shall provide economic compensation to employees under the following circumstances:

(2) The employer proposes to terminate the labor contract according to Article 36 of this law and reaches an agreement with the employee.

(4) The employer terminates the labor contract in accordance with Paragraph 1 of Article 41 of this law.

<Article 44 of the Labor Contract Law of the People's Republic of China>:

A labor contract shall be terminated under any of the following circumstances:

...(4) The employer is legally declared bankrupt.

When an employer is declared bankrupt due to poor business performance or other reasons, its labor contracts are also terminated, as the bankrupt company’s assets
will be liquidated, making it unable to fulfill labor contracts.

(5) The employer's business license is revoked, the company is ordered to close, dissolved, or voluntarily decides to dissolve in advance.

In these cases, the employer loses its legal basis for continuing operations or existence, leading to the termination of labor contracts.

Retrieval: <Article 46 of the Labor Contract Law>

Figure 10: Changes in context and intermediary across iterations.
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