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Abstract

Language Models (LMs) are primarily eval-
uated on globally popular sports, often over-
looking regional and indigenous sporting tradi-
tions. To address this gap, we introduce Cult-
SportQA, a benchmark designed to assess LMs’
understanding of traditional sports across 60
countries and 6 continents, encompassing four
distinct cultural categories. The dataset fea-
tures 33,000 multiple-choice questions (MCQs)
across text and image modalities, each of which
is categorized into three key types: history-
based, rule-based, and scenario-based. To
evaluate model performance, we employ zero-
shot, few-shot, and chain-of-thought (CoT)
prompting across a diverse set of Large Lan-
guage Models (LLMs), Small Language Mod-
els (SLMs), and Multimodal Large Language
Models (MLMs). By providing a compre-
hensive multilingual and multicultural sports
benchmark, CultSportQA establishes a new
standard for assessing Al’s ability to under-
stand and reason about traditional sports.

1 Introduction

Sports serve as a powerful medium for cultural ex-
change, uniting people across diverse backgrounds
and traditions (Coakley, 2021). The study of vari-
ous sports and athletic practices provides valuable
insights into societal values, historical narratives,
and social structures of the communities that de-
velop and embrace them (Guttmann, 2004). Fur-
thermore, sports play a crucial role in shaping lan-
guage, acting as a conduit for cultural knowledge
and identity formation (Maguire, 2011). Sports’ ter-
minology, rituals, and adaptations showcase com-
munity history, societal change, and cultural iden-
tity (Dyck, 2012).

Researchers have long utilized sports as a lens to
analyze cultural dynamics, providing a framework
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for quantifying differences in athletic traditions
across regions (Bairner, 2015). Many sports share
fundamental principles but have evolved uniquely
in different societies, leading to variations in rules,
playing styles, and even terminologies (Eichberg,
2010). Different nations have adapted bat-and-
ball games uniquely, such as baseball, cricket, and
pesépallo, with distinct rules. Similarly, "football"
varies in meaning across regions, referring to Amer-
ican football, soccer, or Australian rules football
(Mangan, 1996).

Language Models (LMs) have revolutionized
natural language understanding, content genera-
tion, and decision-making, becoming indispensable
across industries such as education, governance,
and entertainment, healthcare (Jain et al., 2022;
Brown et al., 2020; Devlin et al., 2019; Ghosh et al.,
2024a,c, 2025; Ghosal et al., 2025). From Large
Language Models (LLMs) to Multimodal Lan-
guage Models (MLMs) and Small Language Mod-
els (SLMs) *, these advancements have enabled
seamless communication and efficient problem-
solving (Ouyang et al., 2022; Ghosh et al., 2024b).
However, a persistent challenge remains: ensuring
that these models effectively recognize and rea-
son about diverse linguistic and cultural contexts,
particularly in underrepresented domains such as
traditional sports (Bender et al., 2021).

Traditional and indigenous sports are deeply
intertwined with local histories, societal values,
and cultural identities (Blodgett et al., 2020). De-
spite their significance, LMs are predominantly
trained and evaluated on globally popular sports,
often overlooking regional variations and cultur-
ally unique athletic traditions. This oversight risks
reinforcing biases, inaccuracies, and stereotypes,
further marginalizing underrepresented communi-
ties. Conversely, models capable of understanding
cultural contexts not only enhance performance but

*Any model with less than or equal to 7B parameters are
considered as Small Language Models(SLMs)
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Figure 1: CultSportQA is a diverse benchmark featuring 11 languages, with questions manually created and
verified by native language experts. It covers three key aspects of traditional sports across two modalities, text and
image, emphasizing mid to low-resource languages and sports originating from 11 countries across 3 continents.
These sports, now played in 60 countries across 6 continents, are depicted with dark blue for their origins and
light blue for their current reach. CultSportQA offers a wide range of question formats, including multiple-choice
questions (MCQs) and both short and long visual question-answering (VQA) tasks.

also promote inclusivity and equity in Al applica-
tions.

Motivation for CultSportQA Dataset: Existing
benchmarks in sports understanding and reasoning
primarily focus on globally well-known sports and
are often limited in scope. For instance, SportQA
(Xia et al., 2024a) is an unimodal dataset that only
supports English and covers widely recognized
sports. Similarly, SportU (Xia et al., 2024b) is the
first dataset benchmarking multimodal large lan-
guage models (MLLMs), but it includes only seven
globally popular sports, all in English. However,
no existing benchmark comprehensively captures
the cultural nuances of sports reasoning across mul-
tiple languages, diverse cultural contexts, and vi-
sual question answering (VQA). To bridge this gap,
we introduce the largest multicultural and multi-
lingual sports benchmark to date, namely, Cult-
SportQA, featuring approximately 33,000 sports-
related questions spanning countries originating
from 3 continents and 11 countries and now being
expanded in 6 continents and across 60 countries’.
Our benchmark evaluates Large Language Models
(LLMs), Small Language Models (SLMs)*, and
Multimodal Language Models (MLLMs) across
eleven languages. The questions are systematically
categorized across two modalities and each modal-
ity is subdivided into three key types of questions:

"The complete list is present in the Appendix
*Any model below 7B parameters is considered a Small
Language Model in this work.

history-based, rule-based, and scenario-based®. By
offering a comprehensive, culturally diverse, and
multilingual benchmark, CultSportQQA establishes
a new standard for assessing the ability of language
models to understand and reason about sports in a
more inclusive, global, and culturally aware man-
ner. Research Questions: This research aims to
address the following key questions:

* How do different categories of models—Large
Language Models (LLMs), Small Language
Models (SLMs), and Multimodal Large Lan-
guage Models (MLMs)—perform on the Cult-
SportQA dataset?

* What trends and patterns emerge in model
performance across the various question types
in the CultSportQA dataset, including two
modalities, text and image, and each modality
covering three key types of questions: history-
based, rule-based, and scenario-based

What are the performance trends of language
models across different countries and lan-
guages in Asia, Africa, and Europe?

Our key contributions in this research are sum-
marized as follows:

1. CultSportQA Dataset: We introduce the first
and most comprehensive QA dataset focusing on

SThe MLLMs are used only for benchmarking image-
based questions.
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traditional sports, covering games played across 60
countries, 6 continents, and 11 languages.

2. Diverse Question Types: The dataset in-
cludes 33,000 questions spanning two modalities
of data and each modality covers three categories,
challenging Al models to reason through textual
and visual input while incorporating multilingual
and cultural contexts.

3. Comprehensive Benchmarking: We evalu-
ate 8 state-of-the-art LLMs and five SLMs along-
side four MLLMs, identifying critical gaps in their
ability to reason about traditional and culturally
sports-nuanced queries.

4. Insights on AI Performance: Using
zero-shot, few-shot learning, and chain-of-thought
(CoT) prompting, we analyze model strengths and
limitations, advancing the understanding of Al per-
formance in culturally rich domains.

5. Expanding NLP in Sports: Our work ex-
plores new applications of NLP in preserving cul-
tural heritage, enriching sports journalism, and
enhancing communication between athletes and
coaches, particularly in regional and traditional
sports contexts.

6. Public Availability: The CultSportQA
dataset is available at: https://github.com/
M-Groot7/CultSportQA.

By addressing the challenges of cultural under-
representation in Al, CultSportQA establishes it-
self as a robust benchmark for evaluating and im-
proving Al systems. This research contributes to
fostering inclusivity and equity in Al applications
while advancing the intersection of NLP and cul-
turally rich domains like traditional sports.

2 Related Work

2.1 Sports Datasets and Benchmarks

Sports datasets are rapidly expanding, enabling
diverse applications, such as sentiment analysis
(Baca et al., 2023; Ljaji¢ et al., 2015), game pre-
diction, and video enhancement using computer
vision (Beal et al., 2021; Oved et al., 2020). While
datasets like SportQA (Xia et al., 2024a) and
BoolQ (Clark et al., 2019) have significantly ad-
vanced sports-related question answering (QA),
many existing datasets primarily focus on histor-
ical events and overlook critical aspects such as
rules, strategies, and complex situational analy-
sis (Oved et al., 2020; Huang et al., 2020). For in-
stance, the Sports Understanding subtask in BIG-
bench (2023) assesses athlete recognition and

action identification but lacks depth in situational
comprehension. Among existing benchmarks,
Xia et al. (2024a) introduced one of the largest
unimodal text-based datasets, covering approxi-
mately 70,000 questions in English. Meanwhile,
Xia et al. (2024b) developed a multimodal sports
dataset with 12,048 questions, benchmarked on
leading Multimodal Large Language Models
(MLLMs). Additionally, Yang et al. (2024)
explored multimodal sports understanding by
benchmarking various video-language models for
sports-related tasks.

2.2 Cultural Benchmaks for MLLMs and
LLMs

Several previous studies have focused on develop-
ing culturally relevant VQA benchmarks, includ-
ing FM-IQA (Gao et al., 2015), MCVQA (Gupta
et al., 2020), xGQA (Pfeiffer et al., 2021), MaXM
(Changpinyo et al., 2022), MTVQA (Tang et al.,
2024), MABL (Kabra et al., 2023), MAPS (Liu
et al., 2024), and MaRVL (Liu et al., 2021). Addi-
tionally, datasets such as CVQA (Romero et al.,
2024), CulturalVQA (Nayak et al., 2024) and
ALM-bench (Vayani et al., 2024) provide VQA re-
sources that encompass a wide range of regions and
cultural themes, including food, with CVQA offer-
ing multilingual questions alongside English trans-
lations. SEA-VQA (Urailertprasert et al., 2024)
specifically benchmarks the Southeast Asian re-
gion, while FoodieQA (Li et al., 2024c), World
Wide Dishes (Magomere et al., 2024) and WORLD-
CUISINES (Winata et al., 2025) focus exclusively
on food-related benchmarks. Our work is driven
by a similar objective, using traditional sports as a
cultural lens; however, it distinguishes itself with
a significantly larger dataset and broader coverage
of languages. Recent research has assessed LLMs’
sociocultural reasoning using frameworks like the
World Values Survey and Hofstede’s dimensions,
highlighting gaps in adapting to user-specific and
non-Western cultural contexts (Johnson et al., 2022;
Atari et al., 2023; Masoud et al., 2023; Seth et al.,
2024; Li et al., 2024b; AlKhamissi et al., 2024;
Durmus et al., 2023). While synthetic personas and
fine-tuning have improved cultural adaptability and
performance in tasks like hate speech detection,
regional language evaluations still lag behind En-
glish benchmarks (Dwivedi and Patel, 2024; Shen
et al., 2017). These findings emphasize the need
for robust multilingual strategies to enhance LLMs’
cultural competence.
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3 Construction of CultSportQA

This section outlines the various stages of the cre-
ation of the benchmark CultSportQA.

3.1 Manual Data Collection

The creation of the CultSportQA traditional sports
dataset followed a carefully structured, multi-
phase process to ensure comprehensive coverage
and high-quality standards. Domain experts and
country-specific annotators contributed at every
stage, from data collection to question formulation
and manual translation across multiple languages,
incorporating their cultural knowledge and exper-
tise.

Data Sources: The dataset was curated using in-
formation from six carefully selected and credible
sources to ensure comprehensive coverage of tra-
ditional sports across India, Pakistan, Bangladesh,
Italy, France, China, Thailand, Indonesia, Sudan,
Ethiopia, and Germany. These sources include
Wikipedia, National Heritage and Sports Boards,
Local Sports Blogs, Cultural Journals, News Out-
lets, and Academic Publications. Wikipedia served
as a foundational resource for historical and rule-
based information, while academic publications
added scholarly depth with technical analyses. Na-
tional heritage and sports boards contributed au-
thentic cultural context and historical relevance.
Cultural journals offered insights into the societal
impact and evolution of these sports. Local blogs
provided region-specific practices and community
perspectives, and news outlets highlighted current
events and preservation efforts. The resulting ques-
tions span historical facts, gameplay rules, scenario-
based reasoning, and image-based understanding,
capturing both the depth and diversity of traditional
sports.

Annotators Background: The CultSportQA
dataset was created with contributions from native
speakers and cultural experts from 11 countries
covering 11 languages across three continents. The
annotators were selected such that they are fluent in
the language of their respective country with most
having over 10 years of residency in their respec-
tive regions. They were required to be fluent in
their local languages and be aware of their cultural
nuances. Contributors who provided significant in-
put, such as validated question-answer pairs, were
credited as co-authors. The team followed detailed
guidelines and underwent training to ensure the
questions reflected cultural relevance and diversity.

Additionally, a peer-validation process ensured the
accuracy and consistency of the annotations, re-
sulting in a culturally rich and multilingual VQA
benchmark. The detailed guidelines are discussed
by showing an example in the Appendix.

Dataset Organization: The CultSportQA
dataset is organized into four question types:
history-based, rule-based, scenario-based, and
image-based. The dataset follows a multiple-choice
question (MCQ) format with four options (A, B, C,
D), where one is correct. Each question-answer
(QA) pair includes metadata such as continent,
country, sport name, and question type. The ques-
tions are divided into text-based, evaluated using
Large Language Models (LLMs) and Small Lan-
guage Models (SLMs), and image-based, assessed
by Multimodal Large Language Models (MLLMs).
History-based questions test the model’s knowl-
edge of a sport’s origins and cultural significance.
Scenario-based questions assess the model’s abil-
ity to determine the best move in a game situation
to score maximum points. Rule-based questions
evaluate the model’s understanding of the funda-
mental rules of the sport depicted in the text or
image.

3.2 Annotation Process

We outline four main steps in annotation below:

1. Team Structure. The annotation team con-
sisted of experienced experts with deep cultural
knowledge and fluency in their respective countries’
languages, ensuring both linguistic clarity and cul-
tural authenticity. To promote diversity and thor-
oughness, we aimed to hire at least three annotators
from each country. Within each team, two-thirds of
the annotators were responsible for creating ques-
tions based on provided guidelines, leveraging their
knowledge of traditional sports. The remaining an-
notator was tasked with validating and filtering out
questions that failed to meet quality standards.

2. Question Formation. For each selected tex-
tual passage or image, the annotator’s first task was
to verify whether the content aligned with the cul-
tural sport associated with the country. Content
unrelated to the regional sport was immediately
rejected. If the content was relevant, the annotator
created questions focusing on rules, history, and
scenarios. Each question had to be complete, self-
contained, and understandable without additional
context. The questions followed a multiple-choice
format, consisting of four options, with only one
correct answer. The final annotated format included
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Figure 2: CultSportQA Manual Data Collection Pipeline: The data collection process involved two key stages. In
the first stage, annotators gathered data sources and generated questions, drawing from their respective cultural
backgrounds and languages. In the second stage, annotators reviewed and verified the questions to ensure cultural
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Figure 3: Distribution of image-based and text-based questions across different question types and continents.

the source passage, a relationship attribute indicat-
ing the question’s context, the type of question
(e.g., history-based, rule-based, or scenario-based),
and the four answer options. After a question is
constructed it is translated to the regional language
that the annotator is familiar with.T

3. Training and Guidelines. Annotators un-
derwent comprehensive training that included ob-
jectives of the CultSportQA dataset, definitions
and examples of question types, and best practices
for maintaining consistency and cultural sensitivity.
Detailed guideline documents provided templates,
metadata tagging standards, and examples of appro-
priate cultural representation. Additional language
and cultural training sessions emphasized the use
of local terminologies and traditions. The complete
process has been shown in the Appendix.

4. Quality Assurance and Cross-Validation. A
rigorous quality assurance process was conducted
through multi-step validations. Each question-
answer pair underwent cross-validation by at least

TThe annotators were paid at the rate between 0.10 dollar
to 0.50 dollar per example, depending on country exchange
rate and difficulty of annotation.

one annotator, who understood the basic require-
ment to be qualified to be included in the dataset,
and also the translation quality. Image-based ques-
tions were reviewed for proper alignment between
visual elements and textual prompts. Spot checks
and random sampling were performed by quality
analysts to maintain clarity and consistency. Bias
mitigation measures ensured a balanced represen-
tation of sports across regions and question types,
with cultural sensitivity reviews eliminating stereo-
types or offensive content. The complete validation
guidelines are added in the Appendix.

4 Statistical Analysis of CultSportQA

The CultSportQA dataset shows a balanced mix
of text-based and image-based questions, with a
slight dominance of text-based questions compris-
ing 18,150 questions over the visual ones compris-
ing 14,850. Image-based questions focus more on
sports scenarios, testing practical understanding,
while text-based questions lean toward sports his-
tory, highlighting knowledge recall. Regionally,
Asia has the highest question count in both types,
reflecting a strong focus on Asian sports themes.
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Figure-3 shows the distribution of text- and image-
based questions across question categories and con-
tinents. More statistical analysis is shown in the
Appendix.

S Experimental Setup

5.1 Models

To conduct a comprehensive evaluation of our
benchmark, CultSportQA, we carried out an exten-
sive assessment across a diverse range of language
models across different modalities of text and im-
age. For text, our evaluation encompassed leading
LLMs, including Llama2-13B (Dubey et al., 2024),
Llama3-8B (Dubey et al., 2024), Llama-3.1-70B-
Instruct (Dubey et al., 2024), and GPT-3.5. Addi-
tionally, we tested several SLMs such as Mistral-7B
(Jiang et al., 2023), Gemma-7B (Team et al., 2024),
Phi-3-medium-4k (Abdin et al., 2024), Llama-3.2-
3B (Dubey et al., 2024) (Touvron et al., 2023),
BLOOMZ-3B (Muennighoff et al., 2022) Qwen-
2 (1.5B) (Bai et al., 2023), and FLAN-T5-780M
(Chung et al., 2024) and BART (Lewis, 2019).
Beyond text-based models, we also evaluated a
range of MLLMs to test the reasoning of sports
across multilingual settings. In this category, we
assessed InstructBLIP (Panagopoulou et al., 2023)
and mBLIP—a BLIP-2-based model (Geigle et al.,
2023) supporting 96 languages—where we tested
two variations: PaliGemma-3B (Beyer et al., 2024)
and LLaVA-7B (Liu et al., 2023). Finally, for a
more holistic comparison, we incorporated the pro-
prietary model GPT-4o into our evaluation.

5.2 Evaluation Setup

We conducted a comprehensive evaluation of the
CultSportQA dataset, which includes text and
image-based Multiple-Choice Questions (MCQs)
grouped into three categories: 1. Cultural and
Historical Knowledge, 2. Rule Comprehension,
and 3. Scenario-Based Reasoning. To assess
model performance across languages and modal-
ities, we used three prompting techniques: zero-
shot, few-shot (3-shot), and Chain of Thought
(CoT), with the temperature parameter set to 0
for consistency. Accuracy was the sole evaluation
metric. Open-source models used 16-bit floating-
point precision and greedy decoding, while pro-
prietary models were accessed via APIs. Predic-
tions were based on the highest output probability,
ensuring a standardized evaluation process.

6 Experimental Results

6.1 Main Results

The overall performances on the CultSportQA
dataset across various LLMs, SLMs, and MLLMs
are presented in Table-2 and Table-3

Performance of LLLMs: LLMs consistently out-
performed other model types, with GPT-40 .87
and Llama-3.1-70B .84 leading across all evalu-
ation categories. These models demonstrated su-
perior accuracy in language-based tasks, question-
type performance, and continent-based variations.
GPT-3.5 .81, while slightly behind the top two, re-
mained highly competitive, particularly excelling
in history-based (83.1%) and rule-based (82.7%)
questions.

The performance comparison shows GPT-40 as
the strongest model, excelling in few-shot setting
due to its superior ability in-context learning. GPT-
3.5 performs well but lags behind GPT-40, espe-
cially with more shots. Among LLaMA models,
LLaMA-3.1-70B leads, benefiting from its larger
size, LLaMAZ2-13B performs moderately, while
Pretrained Language Models (PLMs) BART ranks
lowest, highlighting its limited capacity. Overall,
larger models and few-shot learning drive the high-
est performance.

Performance of SLMs: Among SLMs, Mistral-
7B achieves the highest performance, particularly
excelling with few-shot learning, highlighting its
strong generalization capabilities. Gemma-7B and
Phi-3-medium follow closely, showing compet-
itive results with steady improvement across set-
tings. LLaMA-3.2-3B performs moderately, bene-
fiting from few-shot examples but trailing behind
larger models. BLOOMZ-3B, Qwen-2(1.5B), and
FLAN-TS5-780M exhibit the lowest performance,
with FLAN-TS5 performing weakest, reflecting its
limited capacity for complex reasoning. Overall,
performance scales with model size and improves
with few-shot learning, with Mistral and Gemma
emerging as the strongest contenders among SLMs.

Performance of MLLMs: The performance
comparison of MLLMs shows that InstructBLIP
outperforms all other models, demonstrating strong
reasoning and adaptability, especially in the few-
shot setting. mBLIP performs well but trails be-
hind InstructBLIP, indicating slightly weaker mul-
timodal integration. PaliGemma-3B and LLaVA-
7B show lower performance, with LLaVA-7B per-
forming the weakest, highlighting its limitations in
complex tasks. All models benefit from few-shot
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Dataset Number of Samples | Number of Sports | Cultural Aspects | Number of Language | Modalities Type Of Questions
SportQA (Xia et al., 2024a) | 70,000 36 No 1 Text MCQ

SPORTU (Xia et al., 2024b) | 12,948 7 No 1 Text+video MCQ

BoolQ (Clark et al., 2019) 15,942 Not specified No 1 No YES/NO
Sports-QA (Li et al., 2024a) | 94,000 4 No 1 No Descriptive
CultSportQA (ours) 33,000 84 Yes 11 Both Text and Text+Image | MCQ

Table 1: Comparison of our dataset with other Sports datasets. The metadata includes Number of Samples (number
of questions), Number of Sports, Cultural Aspects (whether the data considers cultural nuances), Number of
Languages, and Modalities (whether the data includes multimodal questions), and Type Of Questions.

Spider Graph of Model Performance across Question Categories

(a) Zero-shot results of LLMs

Spider Graph of Model Performance across Question Categories

(b) Zero-shot results of SLMs

Spider Graph of Model Performance across Question Categories

(c) Zero-shot results of MLLMs

Figure 4: Zero-shot results of language models across different question types.

(a) Performance of LLMs across lan-
guages

(b) Performance of SLLMs across lan-
guages

(c) Performance of MLLMSs across lan-
guages

Figure 5: Average results of language models on the CultSportQA dataset classified on the basis of languages.

learning, with InstructBLIP showing the greatest
improvement, underscoring its superior in-context
learning capability.

Performance across Languages: In the case of
LLMs, GPT-40 leads in performance across all
languages, closely followed by GPT-3.5, while
LLaMA-3B (70B) outperforms LLaMA-2-13B
in most languages; BART performs the weak-
est, showing significant gaps, especially in non-
Latin scripts like Amharic and Thai. For SLMs,
Mistral-7B and Gemma-7B lead across most lan-
guages, with Mistral-7B excelling particularly in
Arabic and Italian; Phi-3-medium and LLaMA-3B

show moderate performance, while BLOOMZ-3B,
Qwen-2.5B, and FLAN-T5-780M lag, especially in
non-Latin languages like Amharic and Thai. And
finally, concerning MLLMSs, InstructBLIP leads
overall, excelling in Hindi, Chinese, and Arabic,
while mBLIP performs well but falls behind in
Urdu and German; PoliGemma-3B shows moder-
ate performance, outperforming LLaVA-7B, which
struggles across most languages.

Performance across Question types: Figure-4
analyzes the performance of LLMs, SLMs, and
MLLMs in a zero-shot setup across various kinds
of questions related to history, rule-based, and
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Model BART | Llama2-13B

Llama3-8B | Llama-3.1-70B | GPT-3.5 | GPT-40 | Mistral-7B

Gemma-7B | Phi-3-medium | Llama-3.2-3B | BLOOMZ-3B | Qwen-2(1.5B) | FLAN-T5-780M

Zero-shot | 24.24 | 41.47 48.09 62.07 59.99 66.29 23.71 30.56 31.45 24.67 21.67 18.60 15.45
Few-shot | 27.24 | 43.72 51.87 64.54 63.93 69.53 33.73 33.78 34.67 27.08 25.11 21.98 18.90
CoT 31.93 | 46.24 54.90 69.34 67.18 74.51 40.98 38.98 39.56 30.23 28.79 26.29 23.76

Table 2: Performance comparison of various LLMs and SLMs in the text-based questions of CultSportQA

Qu. IR sfaeTT 3 9N T ggell IR 3ol hsa  [SHAT ITAT 2AT?
A. greier

B. FeTHTeNT

C. sy

D. Ut aerias

Correct:- A. 9T=i=T, Predicted :- A. 9T=ileT

Qu. Wenn ein Quoit auRerhalb des Ziels landet, wie wird das
genannt?

A. Fehler

B. Verfehlen

C. Uberwurf

D. Null

Correct:- B. Verfehlen, Predicted :- D. Null

Qu. Quel est le nombre maximum de joueurs par équipe a la pétanque ?
A. Deux

B. Trois

C. Quatre

D. Six

Correct:- B. Trois,

Predicted :- B. Trois

Qu. (STIET 506 "HE"- a7 ST $17?
A. TFIET

B. ST F4T

C. afsassT Fa1

D. =TT

Correct:- D. =TT,

Predicted :- C. afSas%T FaT

Qu. = E@me are A 37 F=ar usiRia fFar ar=am 8, S ves 99 st

Correct:- D. 72T &z,
Predicted:- D. H Jeer

Qu. Was ist das Hauptziel im Radball, wie im Bild gezeigt?
A. Tore mit einem Fahrrad schieRen
B. Fahrrader rennen

C. Den Ball mit den Handen schlagen |
D. Den Ball vermeiden

Correct:- A. Tore mit einem Fahrrad schieRRen,
Predicted:-B. Fahrrader rennen

Figure 6: The LHS displays the correctly answered questions, while the RHS highlights the incorrectly answered

ones by the language models on the CultSportQA dataset.

Model InstructBLIP | mBLIP | PaliGemma-3B | LLaVA-7B
Zero-shot | 38.90 32.90 27.33 24.95
Few-shot | 44.83 36.22 31.67 29.02
CoT 4945 40.85 37.90 35.37

Table 3: Performance comparison of various MLLMs
in the image-based questions of CultSportQA

scenario-based of CultSportQA dataset. With
respect to LLMs, GPT-40 leads across all cat-
egories, with GPT-3.5 closely following, while
LLaMA models show moderate performance, with
the 70B variant surpassing other versions; BART
performs the lowest across all categories. Among
SLMs, Mistral-7B leads across all categories, es-
pecially in History and Rule, with Gemma-7B
and LLaMA-3B showing competitive performance,
while BLOOMZ-3B and FLAN-T5-780M lag be-
hind, particularly in Scenario-based questions.
Among MLLMs, InstructBLIP outperforms all
models, particularly excelling in History and Sce-
nario categories, while mBLIP and PoliGemma-3B
show moderate performance across all categories,
with LLaVA-7B trailing, especially in Scenario-
based questions. Appendix contains the results of
language models in COT and few-shot across lan-
guages.

6.2 Error Analysis

To evaluate the strengths and limitations of the best-
performing models on the CultSportQA dataset,
we conducted an error analysis, grouping ques-
tions into correctly and incorrectly answered sets,
as shown in Figure 6. The analysis highlights
key patterns of success and failure. On the left
(LHS), correct predictions stem from strong key-
word associations (e.g., “Lagori” and “Petanque”)
and well-structured questions with distinct answer
choices. On the right (RHS), errors are driven
by limited knowledge of culturally nuanced sports
(e.g., “Quoits”) and confusion caused by ambigu-
ous or overlapping answer options (e.g., “Game of
Skill” vs. “Strategic Team Game”). These issues
point to gaps in cultural coverage and underscore
the need for more diverse training data to improve
model performance on sports-related queries.

7 Conclusion

In this work, we introduced CultSportQA, a com-
prehensive benchmark designed to evaluate lan-
guage models’ understanding of Asian, African,
and European traditional sports. The dataset, con-
sisting of 33,000 curated question-answer pairs
from 11 countries, covers key aspects such as rules,
cultural significance, and historical context. Evalu-
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ations with leading models revealed notable gaps
in answering traditional sport-specific questions,
highlighting biases likely caused by training data
limitations. CultSportQA, built for quality and cul-
tural sensitivity, advances inclusive Al research.
Future expansions will add more languages and
traditional sports to enhance its impact.

8 Limitations

While this study represents one of the most com-
prehensive evaluations of language models in the
context of traditional sports and cultural knowledge,
several notable limitations must be acknowledged:

(1) Limited Geographic Scope: The dataset
and analysis are focused solely on the regional
sports of 11 countries spanning across 3 continents.
While these regions provide valuable insights, the
dataset can still be extended to other countries
across different continents. In the future, we will
expand the dataset to include regional sports from
additional countries, which could offer a broader
understanding and uncover more diverse trends.

(2) Limited Representation of Traditional
Sports: Although the study covers 84 traditional
sports (46 from Asia, 25 from Europe, and 13 from
Africa), which is the largest sports cultural data
set, the data set may not fully represent the rich
tapestry of traditional sports across these continents.
Future iterations could expand the dataset to in-
clude a wider range of sports and introduce diverse
question-answering tasks, such as True/False ques-
tions, adversarial questions, and scenario-based
reasoning.

(3) Limited Language and Cultural Cover-
age: The CultSportQA dataset spans 11 languages
from 11 different countries, providing a valuable
initial benchmark for evaluating language models.
However, expanding the dataset to include more
low-resource languages would enhance its diversity
and inclusivity. Such an expansion would not only
promote traditional sports at the grassroots level
but also enable more comprehensive assessments
of language models across diverse linguistic and
cultural contexts.

(4) Limited scope of Modalities: The dataset
includes only text and image modalities, lacking
other potential modalities. It specifically focuses
on multimodal combinations that require reasoning
across multiple modalities simultaneously to an-
swer queries effectively. The complexity involved
in creating multimodal questions is high, but we

remain committed to continually updating and ex-
panding the dataset to enhance its scope and depth.

9 Ethics Statement

Data Collection and Bias Mitigation: The data
used in the development of CultSportQA was col-
lected from publicly accessible platforms, as out-
lined in Section 3.1. These platforms were care-
fully selected to ensure authenticity, making Cult-
SportQA a significant milestone in establishing a
standardized and inclusive benchmark for evaluat-
ing Asian, European, and African traditional sports.
The dataset sources were thoroughly verified by an-
notators through multiple rounds of group discus-
sions. Following the collection process, annotators
curated the dataset by extracting portions suitable
for question generation and discarding irrelevant
metadata. To prevent language bias, the dataset
comprises 3,000 data points for each of the 11 se-
lected languages, ensuring balanced representation.
Human Annotation: Human annotators were
key in creating, checking, and translating ques-
tions to make sure the dataset truly reflects cul-
tural and sports contexts. The team included 42
experts from 11 countries, with backgrounds in
sports, linguistics, and related fields. Most were
native or bilingual speakers with over 15 years of
sports experience, aged between 30 and 50. They
received training on the dataset’s goals, question
types, and sports-specific guidelines. To main-
tain quality, a separate sub-team cross-checked the
work. Throughout the process, fairness and inclu-
sivity were emphasized, avoiding stereotypes and
ensuring cultural diversity was respected.

Acknowledgments

This work was partially funded by the Geo-R2LLM
CHIST-ERA project. The experiments presented
were partially conducted using the OCCIDATA
platform administered by IRIT (CNRS/University
of Toulouse).

References

Marah Abdin, Jyoti Aneja, Hany Awadalla, Ahmed
Awadallah, Ammar Ahmad Awan, Nguyen Bach,
Amit Bahree, Arash Bakhtiari, Jianmin Bao, Harkirat
Behl, et al. 2024. Phi-3 technical report: A highly ca-
pable language model locally on your phone. arXiv
preprint arXiv:2404.14219.

Badr AlKhamissi, Muhammad ElNokrashy, Mai
AlKhamissi, and Mona Diab. 2024. Investigating

15202



cultural alignment of large language models. arXiv
preprint arXiv:2402.13231.

Mohammad Atari, Jonathan Haidt, Jesse Graham, Sena
Koleva, Sean T Stevens, and Morteza Dehghani.
2023. Morality beyond the weird: How the nomo-
logical network of morality varies across cultures.
Journal of Personality and Social Psychology.

Luis Baca, Natali Ardiles, Jose Cruz, Wilson Mamani,
and John Capcha. 2023. Deep learning model based
on a transformers network for sentiment analysis us-
ing nlp in sports worldwide. In International Confer-
ence on Advances in Computing and Data Sciences,
pages 328-339. Springer.

Jinze Bai, Shuai Bai, Yunfei Chu, Zeyu Cui, Kai Dang,
Xiaodong Deng, Yang Fan, Wenbin Ge, Yu Han, Fei
Huang, et al. 2023. Qwen technical report. arXiv
preprint arXiv:2309.16609.

Alan Bairner. 2015. Assessing the sociology of sport:
On race and ethnicity. International Review for the
Sociology of Sport, 50(4-5):379-384.

Ryan Beal, Stuart E. Middleton, Timothy J. Norman,
and Sarvapali D. Ramchurn. 2021. Combining ma-
chine learning and human experts to predict match
outcomes in football: A baseline model. In Thirty-
Fifth AAAI Conference on Artificial Intelligence,
AAAI 2021, Thirty-Third Conference on Innovative
Applications of Artificial Intelligence, IAAI 2021, The
Eleventh Symposium on Educational Advances in Ar-
tificial Intelligence, EAAI 2021, Virtual Event, Febru-
ary 2-9, 2021, pages 15447-15451. AAAI Press.

Emily M Bender, Timnit Gebru, Angelina McMillan-
Major, and Shmargaret Shmitchell. 2021. On the
dangers of stochastic parrots: Can language models
be too big? In Proceedings of the 2021 ACM confer-
ence on fairness, accountability, and transparency,
pages 610-623.

Lucas Beyer, Andreas Steiner, André Susano Pinto,
Alexander Kolesnikov, Xiao Wang, Daniel Salz,
Maxim Neumann, Ibrahim Alabdulmohsin, Michael
Tschannen, Emanuele Bugliarello, et al. 2024.
Paligemma: A versatile 3b vlm for transfer. arXiv
preprint arXiv:2407.07726.

Su Lin Blodgett, Solon Barocas, et al. 2020. Language
(technology) is power: A critical survey of “bias” in
nlp. In ACL 2020.

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, Sandhini Agarwal, Ariel Herbert-Voss,
Gretchen Krueger, Tom Henighan, Rewon Child,
Aditya Ramesh, Daniel M. Ziegler, Jeffrey Wu,
Clemens Winter, Christopher Hesse, Mark Chen, Eric
Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess,
Jack Clark, Christopher Berner, Sam McCandlish,
Alec Radford, Ilya Sutskever, and Dario Amodei.
2020. Language models are few-shot learners. In Ad-
vances in Neural Information Processing Systems 33:

Annual Conference on Neural Information Process-
ing Systems 2020, NeurlPS 2020, December 6-12,
2020, virtual.

Soravit Changpinyo, Linting Xue, Michal Yarom,
Ashish V Thapliyal, Idan Szpektor, Julien Amelot,
Xi Chen, and Radu Soricut. 2022. Maxm: To-
wards multilingual visual question answering. arXiv
preprint arXiv:2209.05401.

Hyung Won Chung, Le Hou, Shayne Longpre, Barret
Zoph, Yi Tay, William Fedus, Yunxuan Li, Xuezhi
Wang, Mostafa Dehghani, Siddhartha Brahma, et al.
2024. Scaling instruction-finetuned language models.
Journal of Machine Learning Research, 25(70):1-53.

Christopher Clark, Kenton Lee, Ming-Wei Chang,
Tom Kwiatkowski, Michael Collins, and Kristina
Toutanova. 2019. Boolq: Exploring the surprising
difficulty of natural yes/no questions. arXiv preprint
arXiv:1905.10044.

Jay Coakley. 2021. Sports in Society: Issues and Con-
troversies, 13th edition. McGraw-Hill Education.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, NAACL-HLT 2019, Minneapolis, MN, USA,
June 2-7, 2019, Volume 1 (Long and Short Papers),
pages 4171-4186. Association for Computational
Linguistics.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey,
Abhishek Kadian, Ahmad Al-Dahle, Aiesha Letman,
Akhil Mathur, Alan Schelten, Amy Yang, Angela
Fan, et al. 2024. The llama 3 herd of models. arXiv
preprint arXiv:2407.21783.

Esin Durmus, Karina Nyugen, Thomas I Liao, Nicholas
Schiefer, Amanda Askell, Anton Bakhtin, Carol
Chen, Zac Hatfield-Dodds, Danny Hernandez,
Nicholas Joseph, et al. 2023. Towards measuring
the representation of subjective global opinions in
language models. arXiv preprint arXiv:2306.16388.

Sanjay Kumar Dwivedi and Rahul Patel. 2024. Ex-
ploring the intersections: Anthropological insights
into studying language and culture. State Institute of
Education, Allahabad, 30:171-182.

Noel Dyck. 2012. Sport, Anthropology, and Culture.
University of Toronto Press.

Henning Eichberg. 2010. Bodily Democracy: Towards
a Philosophy of Sport for All. Routledge.

Haoyuan Gao, Junhua Mao, Jie Zhou, Zhiheng Huang,
Lei Wang, and Wei Xu. 2015. Are you talking to a
machine? dataset and methods for multilingual image
question. Advances in neural information processing
systems, 28.

15203


https://doi.org/10.1177/1012690214550505
https://doi.org/10.1177/1012690214550505
https://doi.org/10.18653/V1/N19-1423
https://doi.org/10.18653/V1/N19-1423
https://doi.org/10.18653/V1/N19-1423

Gregor Geigle, Abhay Jain, Radu Timofte, and
Goran Glavas. 2023. mblip: Efficient bootstrap-
ping of multilingual vision-llms. arXiv preprint
arXiv:2307.06930.

Soumya Suvra Ghosal, Vaibhav Singh, Akash Ghosh,
Soumyabrata Pal, Subhadip Baidya, Sriparna Saha,
and Dinesh Manocha. 2025. Relic: Enhancing re-
ward model generalization for low-resource indic
languages with few-shot examples. arXiv preprint
arXiv:2506.16502.

Akash Ghosh, Arkadeep Acharya, Raghav Jain, Sri-
parna Saha, Aman Chadha, and Setu Sinha. 2024a.
Clipsyntel: clip and llm synergy for multimodal ques-
tion summarization in healthcare. In Proceedings of
the AAAI Conference on Artificial Intelligence, vol-
ume 38, pages 22031-22039.

Akash Ghosh, Arkadeep Acharya, Sriparna Saha, Vinija
Jain, and Aman Chadha. 2024b. Exploring the fron-
tier of vision-language models: A survey of current
methodologies and future directions. arXiv preprint
arXiv:2404.07214.

Akash Ghosh, Arkadeep Acharya, Sriparna Saha, Gau-
rav Pandey, Dinesh Raghu, and Setu Sinha. 2024c.
Healthalignsumm: Utilizing alignment for multi-
modal summarization of code-mixed healthcare di-
alogues. In Findings of the Association for Com-
putational Linguistics: EMNLP 2024, pages 11546—
11560.

Akash Ghosh, Aparna Garimella, Pritika Ramu, Sam-
baran Bandyopadhyay, and Sriparna Saha. 2025. In-
fogen: Generating complex statistical infographics
from documents. arXiv preprint arXiv:2507.20046.

Deepak Gupta, Pabitra Lenka, Asif Ekbal, and Push-
pak Bhattacharyya. 2020. A unified framework for
multilingual and code-mixed visual question answer-
ing. In Proceedings of the 1st conference of the Asia-
Pacific chapter of the association for computational
linguistics and the 10th international joint conference
on natural language processing, pages 900-913.

Allen Guttmann. 2004. Sports: The First Five Millennia.
University of Massachusetts Press.

Kuan-Hao Huang, Chen Li, and Kai-Wei Chang. 2020.
Generating sports news from live commentary: A
chinese dataset for sports game summarization. In
Proceedings of the 1st Conference of the Asia-Pacific
Chapter of the Association for Computational Lin-
guistics and the 10th International Joint Conference
on Natural Language Processing, pages 609-615.

Raghav Jain, Anubhav Jangra, Sriparna Saha, and Adam
Jatowt. 2022. A survey on medical document sum-
marization. arXiv preprint arXiv:2212.01669.

Albert Q Jiang, Alexandre Sablayrolles, Arthur Men-
sch, Chris Bamford, Devendra Singh Chaplot, Diego
de las Casas, Florian Bressand, Gianna Lengyel, Guil-
laume Lample, Lucile Saulnier, et al. 2023. Mistral
7b. arXiv preprint arXiv:2310.06825.

Rebecca L Johnson, Giada Pistilli, Natalia Menédez-
Gonziélez, Leslye Denisse Dias Duran, Enrico Panai,
Julija Kalpokiene, and Donald Jay Bertulfo. 2022.
The ghost in the machine has an american ac-
cent: value conflict in gpt-3.  arXiv preprint
arXiv:2203.07785.

Anubha Kabra, Emmy Liu, Simran Khanuja, Al-
ham Fikri Aji, Genta Indra Winata, Samuel Cahyaw-
ijaya, Anuoluwapo Aremu, Perez Ogayo, and Gra-
ham Neubig. 2023. Multi-lingual and multi-cultural
figurative language understanding. arXiv preprint
arXiv:2305.16171.

Mike Lewis. 2019. Bart: Denoising sequence-to-
sequence pre-training for natural language genera-
tion, translation, and comprehension. arXiv preprint
arXiv:1910.13461.

Haopeng Li, Andong Deng, Qiuhong Ke, Jun Liu, Hos-
sein Rahmani, Yulan Guo, Bernt Schiele, and Chen
Chen. 2024a. Sports-QA: A large-scale video ques-
tion answering benchmark for complex and profes-
sional sports. arXiv preprint arXiv:2401.01505.

Huihan Li, Liwei Jiang, Jena D Hwang, Hyunwoo Kim,
Sebastin Santy, Taylor Sorensen, Bill Yuchen Lin,
Nouha Dziri, Xiang Ren, and Yejin Choi. 2024b.
Culture-gen: Revealing global cultural perception in
language models through natural language prompting.
arXiv preprint arXiv:2404.10199.

Wenyan Li, Xinyu Zhang, Jiaang Li, Qiwei Peng,
Raphael Tang, Li Zhou, Weijia Zhang, Guimin Hu,
Yifei Yuan, Anders Sggaard, et al. 2024c. Food-
ieqa: A multimodal dataset for fine-grained under-
standing of chinese food culture. arXiv preprint
arXiv:2406.11030.

Chen Liu, Fajri Koto, Timothy Baldwin, and Iryna
Gurevych. 2024. Are multilingual llms culturally-
diverse reasoners? an investigation into multicultural
proverbs and sayings. In Proceedings of the 2024
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies (Volume 1: Long Papers),
pages 2016-2039.

Fangyu Liu, Emanuele Bugliarello, Edoardo Maria
Ponti, Siva Reddy, Nigel Collier, and Desmond
Elliott. 2021. Visually grounded reasoning
across languages and cultures. arXiv preprint
arXiv:2109.13238.

Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae
Lee. 2023. Visual instruction tuning. In Advances
in Neural Information Processing Systems. NeurIPS
2023 Oral.

Adela Ljajié, Ertan Ljaji¢, Petar Spalevi¢, Branko Ar-
si¢, and Darko Vuckovié. 2015. Sentiment analysis
of textual comments in field of sport. In 24nd In-
ternational Electrotechnical and Computer Science
Conference (ERK 2015), IEEE, Slovenia.

15204


https://arxiv.org/abs/2304.08485

Jabez Magomere, Shu Ishida, Tejumade Afonja, Aya
Salama, Daniel Kochin, Foutse Yuehgoh, Imane
Hamzaoui, Raesetje Sefala, Aisha Alaagib, Eliza-
veta Semenova, et al. 2024. You are what you
eat? feeding foundation models a regionally diverse
food dataset of world wide dishes. arXiv preprint
arXiv:2406.09496.

Joseph Maguire. 2011. Sport and Globalization: A
Critical Introduction. Routledge.

James A. Mangan. 1996. Tribal Identities: Nationalism,
Europe, Sport. Frank Cass Publishers.

Reem I Masoud, Ziquan Liu, Martin Ferianc, Philip
Treleaven, and Miguel Rodrigues. 2023. Cultural
alignment in large language models: An explana-
tory analysis based on hofstede’s cultural dimensions.
arXiv preprint arXiv:2309.12342.

Niklas Muennighoff, Thomas Wang, Lintang Sutawika,
Adam Roberts, Stella Biderman, Teven Le Scao,
M Saiful Bari, Sheng Shen, Zheng-Xin Yong, Hailey
Schoelkopf, et al. 2022. Crosslingual generaliza-
tion through multitask finetuning. arXiv preprint
arXiv:2211.01786.

Shravan Nayak, Kanishk Jain, Rabiul Awal, Siva
Reddy, Sjoerd van Steenkiste, Lisa Anne Hendricks,
Karolina Stanczak, and Aishwarya Agrawal. 2024.
Benchmarking vision language models for cultural
understanding. arXiv preprint arXiv:2407.10920.

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida,
Carroll L. Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray,
John Schulman, Jacob Hilton, Fraser Kelton, Luke
Miller, Maddie Simens, Amanda Askell, Peter Welin-
der, Paul F. Christiano, Jan Leike, and Ryan Lowe.
2022. Training language models to follow instruc-
tions with human feedback. In Advances in Neural
Information Processing Systems 35: Annual Confer-
ence on Neural Information Processing Systems 2022,
NeurIPS 2022, New Orleans, LA, USA, November 28
- December 9, 2022.

Nadav Oved, Amir Feder, and Roi Reichart. 2020. Pre-
dicting in-game actions from interviews of nba play-
ers. Computational Linguistics, 46(3):667-712.

Artemis Panagopoulou, Le Xue, Ning Yu, Junnan
Li, Dongxu Li, Shafig Joty, Ran Xu, Silvio
Savarese, Caiming Xiong, and Juan Carlos Niebles.
2023. X-instructblip: A framework for aligning
x-modal instruction-aware representations to llms
and emergent cross-modal reasoning. arXiv preprint
arXiv:2311.18799.

Jonas Pfeiffer, Gregor Geigle, Aishwarya Kamath, Jan-
Martin O Steitz, Stefan Roth, Ivan Vulié, and Iryna
Gurevych. 2021. xgqa: Cross-lingual visual question
answering. arXiv preprint arXiv:2109.06082.

David Romero, Chenyang Lyu, Haryo Akbarianto Wi-
bowo, Teresa Lynn, Injy Hamed, Aditya Nanda
Kishore, Aishik Mandal, Alina Dragonetti, Artem

Abzaliev, Atnafu Lambebo Tonja, et al. 2024.
Cvqa: Culturally-diverse multilingual visual ques-
tion answering benchmark. arXiv preprint
arXiv:2406.05967.

Agrima Seth, Sanchit Ahuja, Kalika Bali, and Sunayana
Sitaram. 2024. DOSA: A dataset of social artifacts
from different Indian geographical subcultures. In
Proceedings of the 2024 Joint International Con-
ference on Computational Linguistics, Language
Resources and Evaluation (LREC-COLING 2024),
pages 5323-5337, Torino, Italia. ELRA and ICCL.

Tianxiao Shen, Tao Lei, Regina Barzilay, and Tommi S.
Jaakkola. 2017. Style transfer from non-parallel text
by cross-alignment. In Advances in Neural Informa-
tion Processing Systems 30: Annual Conference on
Neural Information Processing Systems 2017, De-
cember 4-9, 2017, Long Beach, CA, USA, pages
6830-6841.

Jingqun Tang, Qi Liu, Yongjie Ye, Jinghui Lu, Shu Wei,
Chunhui Lin, Wanqing Li, Mohamad Fitri Faiz Bin
Mahmood, Hao Feng, Zhen Zhao, et al. 2024. Mtvqa:
Benchmarking multilingual text-centric visual ques-
tion answering. arXiv preprint arXiv:2405.11985.

Gemma Team, Thomas Mesnard, Cassidy Hardin,
Robert Dadashi, Surya Bhupatiraju, Shreya Pathak,
Laurent Sifre, Morgane Riviere, Mihir Sanjay Kale,
Juliette Love, et al. 2024. Gemma: Open models
based on gemini research and technology. arXiv
preprint arXiv:2403.08295.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Roziere, Naman Goyal, Eric Hambro, Faisal
Azhar, Aurelien Rodriguez, Armand Joulin, Edouard
Grave, and Guillaume Lample. 2023. Llama: Open
and efficient foundation language models. Preprint,
arXiv:2302.13971.

Norawit Urailertprasert, Peerat Limkonchotiwat, Su-
pasorn Suwajanakorn, and Sarana Nutanong. 2024.
Sea-vqa: Southeast asian cultural context dataset for
visual question answering. In Proceedings of the
3rd Workshop on Advances in Language and Vision
Research (ALVR), pages 173-185.

Ashmal Vayani, Dinura Dissanayake, Hasindri
Watawana, Noor Ahsan, Nevasini Sasikumar, Omkar
Thawakar, Henok Biadglign Ademtew, Yahya Hmaiti,
Amandeep Kumar, Kartik Kuckreja, et al. 2024.
All languages matter: Evaluating Imms on cul-
turally diverse 100 languages. arXiv preprint
arXiv:2411.16508.

Genta Winata, Frederikus Hudi, Patrick Amadeus
Irawan, David Anugraha, Rifki Afina Putri, Yutong
Wang, Adam Nohejl, Ubaidillah Prathama, Nedjma
Ousidhoum, Afifa Amriani, et al. 2025. World-
cuisines: A massive-scale benchmark for multilin-
gual and multicultural visual question answering on
global cuisines. In 2025 Annual Conference of the
Nations of the Americas Chapter of the Association

15205


http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
https://aclanthology.org/2024.lrec-main.474
https://aclanthology.org/2024.lrec-main.474
https://proceedings.neurips.cc/paper/2017/hash/2d2c8394e31101a261abf1784302bf75-Abstract.html
https://proceedings.neurips.cc/paper/2017/hash/2d2c8394e31101a261abf1784302bf75-Abstract.html
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971

for Computational Linguistics. Association for Com-
putational Linguistics.

Haotian Xia, Zhengbang Yang, Yuqing Wang, Rhys
Tracy, Yun Zhao, Dongdong Huang, Zezhi Chen,
Yan Zhu, Yuan-fang Wang, and Weining Shen.
2024a. Sportqa: A benchmark for sports under-
standing in large language models. arXiv preprint
arXiv:2402.15862.

Haotian Xia, Zhengbang Yang, Junbo Zou, Rhys Tracy,
Yuqing Wang, Chi Lu, Christopher Lai, Yanjun He,
Xun Shao, Zhuoqing Xie, et al. 2024b. Sportu: A
comprehensive sports understanding benchmark for
multimodal large language models. arXiv preprint
arXiv:2410.08474.

Zhengbang Yang, Haotian Xia, Jingxi Li, Zezhi Chen,
Zhuangdi Zhu, and Weining Shen. 2024. Sports intel-
ligence: Assessing the sports understanding capabili-
ties of language models through question answering
from text to video. arXiv preprint arXiv:2406.14877.

A Appendix

The Appendix includes information about discus-
sion about models, information about annotators
wage annotators distribution across countries, an
annotation example of a data point, prompts for
evaluation, additional statistical analysis of the
dataset CultSportQA, further results on languages
(in few and CoT questions), four categories of ques-
tions (in few-shot and CoT questions), performance
across continents, and many more qualitative ex-
amples from our benchmark CultSportQA.

B Discussion about Models

To ensure a holistic evaluation, our study includes
models from diverse categories—Large Language
Models (LLMs, >7B parameters), Small Language
Models (SLMs, <=7B parameters), and Multi-
modal Large Language Models (MLLMs), the lat-
ter being essential for addressing the visual ques-
tion answering component of our benchmark.

B.1 Large Language Models (LLMs)
* Meta’s LLaMA Series:

— LLaMA 2 13B and LLaMA 3 8B: Open-
source models optimized for general-
purpose language tasks.

— LLaMA 3.1 70B Instruct: Supports a
128K token context window and multilin-
gual capabilities across eight languages,
suitable for complex reasoning and enter-
prise applications.

B.2 Small Language Models (SLMs)

* Mistral 7B (Mistral AI): Employs grouped-
query and sliding window attention mecha-
nisms, offering efficient inference and han-
dling of longer sequences, ideal for deploy-
ment in resource-constrained environments.

Gemma 7B (Google DeepMind): Demon-
strates strong performance in code generation
and mathematical problem-solving tasks, out-
performing similar-sized models in these do-
mains.

¢ Phi-3 Medium (Microsoft): With 14 billion
parameters and a 128K token context win-
dow, Phi-3 Medium is designed for demand-
ing computational tasks, offering a balance
between performance and efficiency.

* BART (Facebook AI): A denoising autoen-
coder combining bidirectional and autoregres-
sive transformers, excelling in text generation
and comprehension tasks such as summariza-
tion and translation.

B.3 Multimodal Large Language Models
(MLLMs)

InstructBLIP (Salesforce): An instruction-
tuned vision-language model built upon BLIP-
2, excelling in zero-shot performance across
various multimodal tasks, including image
captioning and visual question answering.

mBLIP: A multilingual extension of BLIP, de-
signed to handle vision-language tasks across
multiple languages, enhancing cross-cultural
understanding and accessibility.

* LLaVA 7B: Integrates visual and textual in-
formation, enabling tasks that require under-
standing and generating content from both
modalities.

GPT-40 (OpenAl): A multimodal model ca-
pable of processing and generating text, im-
ages, and audio, offering advanced capabili-
ties in tasks that require integrating informa-
tion across different modalities.

C Sources for Dataset Collection

India: The dataset for India was com-
piled from publicly accessible sources
including https://www.wikipedia.org,
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https://www.wikipedia.org

https://www.traditionalsports.org/,
https://indianexpress.com/section/
sports/, https://sports.ndtv.com/,
https://www.cnbc.com/sport/, and
https://www.traditionalsportsgames.org/.

Pakistan: Relevant data for Pakistan was
gathered from https://www.wikipedia.org,
https://www.traditionalsports.org/,
https://www.cnbc.com/sport/,
//www.pakistantoday.com.pk/,
//tsgpakistan.com,
traditionalsportsgames.org/.

Bangladesh: Sources for Bangladesh
include https://www.wikipedia.org,
https://www.traditionalsports.org/,
https://www.cnbc.com/sport/, and
https://www.traditionalsportsgames.org/.

Thailand: The Thai dataset was created
using data from https://www.wikipedia.org,
https://www.traditionalsports.org/,
https://www.cnbc.com/sport/, and
https://www.traditionalsportsgames.org/.

Indonesia: For Indonesia, sources
include https://www.wikipedia.org,
https://www.traditionalsports.org/,
https://www.cnbc.com/sport/, and
https://www.traditionalsportsgames.org/.

China: The dataset covering China was built

https:
https:

using information from https://www.wikipedia.

org, https://www.traditionalsports.org/,
https://www.cnbc.com/sport/, https:
//www.traditionalsportsgames.org/, and

https://chcp.org/Games.
France: Data for France was collected from

https://www.wikipedia.organd https://www.

and https://www.

traditionalsports.org/.

Germany: The German dataset is based on
content from https://www.wikipedia.org and
https://www.traditionalsports.org/.

Italy: Italy’s  dataset  draws
https://www.wikipedia.org and
//www.traditionalsports.org/.

Ethiopia: Relevant materials for Ethiopia were
obtained from https://www.wikipedia.org and
https://www.traditionalsports.org/.

Sudan: For Sudan it was sourced from https:
//www.wikipedia.org

from
https:
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Source text for Kho-Kho“Sports” From “India”

GI-G@Y HeTd! Well & a8 IrAAdH FT 7 § U & Toraehr 3eara wreifagfas sRa 7 AT
ST TohdT & | HET & I HTCHIET, 3THHUT § FATHHUT & il I A AT i & T
ST @iror g8

ar-ar wmmwwm%lug@ﬁm TSI 3R AT Y& 3T Feeit
3170 Qe AT R, ﬁmw%mﬁaﬁmﬂmmmmmmw@aw%
ﬁ?gﬂﬁﬁémaﬁ%‘lwsﬁ?maﬁwm#ﬁ@aaﬁ@am%@@
Qer 3 o Ry 31 &1 3TaRThaT B &, o Toa | 3Heh foId harel 222 B ofdl 3R 3¢ e
BIER:MG @rsﬂqwmdla?ﬁé‘la?ﬁwaﬂaﬂmemwwwﬁ Fla?s?ra?
aTaﬁmﬁrwaﬁ%sﬁwawﬁ%aﬁa@ra@mwmﬁsvwﬁwﬁmwa
STl & o 21t gl o TEoTST Ueh q@ o farver feremait & iR #g ateh 379e 379t foiard
Fmaqtaammmaaﬁwwwa:ﬁwmmﬁm%@m%mﬁma
AT H 39 ol HT AYAT IR THTCT Fell ISl § | ST Goll # T Teh-Ueh [QelTaT @3T gIeT &,
ST T aTet &of T ey [uely gl & TS &Y Uehsat & forw W1ET ST & elgar g1
el aof o1 QTS IiFa & 86 g0 RQATSaT o7 g oI9Tar &1 ST e Sl arel
FRIETET 39 9T Aot RATET & fofehe 31T ST §, 9 96 379 &1 & & TaTs & 9ie St
@Y Qeg; FHT 3TIRYT HIAT § dl 98 36h HFT 91T & 3R ST ey arelr QST gger i
BISHY AL T NS el I ¢ TG TH Yol T HIS SAATEUT T IH o AUT| Wl

AR ITAT & WY 3HF AIH FoAd-faarsa W1 9:¢% $.  Igell IR Yl & et fH@IeT o
mmw*mmw&m@@aﬂmlaﬁﬂmmﬁmi
3R, %WRW%mwaﬁwm%‘lwwaﬁrqﬁmwé:
o 3 1R4¢ & ﬁg‘élﬁ?{ﬂﬂ?%?%ﬁ&?ﬁf%mﬁﬁmwwmw
maagmaaﬁmmwsﬂ@aﬁrmmwwmﬁmﬁw
& 10t F7 AT @Y-TY FT PIST 8 NIATHR 21T &1 T 27 X 16 FeX gar &1 Her & 37
# &Y Hercl MIATHR 817 BIct © | HTAATHR T T 16 #HeX 3R @l i 1.50 7. g B
ST QAT ITIATRT & HET 3 & oTohal & TaFsT gl &1 i el 24 207, e 3% 30
FérfreT T B B

Questions formulated using above source text and the rationale
behind it

Question Option A Option B Option c Option D

@ frg | Fad 3TTCHTET, MR Ay | FA=AfEsw
3CaRT & T | FAARSIA & |3THAUTIR Sl & foT | faerd & faw
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Prompt Templates for CultSportQA
Text-Based Prompts

1. Zero-Shot Text-Based Prompt:

You are a multilingual sports expert. Answer the following multiple-choice question:
Question: [Insert text-based question here]

Options:

A) [Option A]

B) [Option B]

C) [Option C]

D) [Option D]

Select the correct option from A, B, C, or D.

2. Few-Shot (3-Shot) Text-Based Prompt:

You are a multilingual sports expert. Answer the following multiple-choice question
based on the provided examples.

Example 1:
Q: [Example question 1]

A: [Correct answer]

Example 2:
Q: [Example question 2]
A: [Correct answer]

Example 3:
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Q: [Example question 3]

A: [Correct answer]

Now, answer this question:

Question: [Insert text-based question here]
Options:

A) [Option A]

B) [Option B]

C) [Option C]

D) [Option D]

Select the correct option from A, B, C, or D.

3. Chain-of-Thought (CoT) Text-Based Prompt:

You are a multilingual sports expert. Answer the following question step-by-step:
Question: [Insert text-based question here]

Options:

A) [Option A]

B) [Option B]

C) [Option C]

D) [Option D]

Think carefully step-by-step before selecting the final answer:

1. Analyze the question.
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2. Recall relevant sports knowledge.
3. Eliminate incorrect options.
4. Choose the most suitable answer.

Final Answer: [Provide answer as A, B, C, or D]

Image-Based Prompts
4. Zero-Shot Image-Based Prompt:

You are a multilingual sports expert. Analyze the following image and answer the
multiple-choice question:

[Insert Image Here]

Question: [Insert image-based question here]
Options:

A) [Option A]

B) [Option B]

C) [Option C]

D) [Option D]

Select the correct option from A, B, C, or D.

5. Few-Shot (3-Shot) Image-Based Prompt:

You are a multilingual sports expert. Analyze the following examples and answer the
multiple-choice question.

Example 1:
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[Image 1]

Q: [Example question 1]
A: [Correct answer]
Example 2:

[Image 2]

Q: [Example question 2]
A: [Correct answer]
Example 3:

[Image 3]

Q: [Example question 3]
A: [Correct answer]
Now answer this:

[Insert Image Here]
Question: [Insert image-based question here]
Options:

A) [Option A]

B) [Option B]

C) [Option C]

D) [Option D]

Select the correct option from A, B, C, or D.

6. Chain-of-Thought (CoT) Image-Based Prompt:
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You are a multilingual sports expert. Analyze the following image and answer the
question with reasoning.

[Insert Image Here]

Question: [Insert image-based question here]

Options:

A) [Option A]

B) [Option B]

C) [Option C]

D) [Option D]

Think carefully step-by-step before selecting the final answer:
1. Describe what you observe in the image.

2. Analyze any sports-related cues (e.g., equipment, uniforms).
3. Eliminate unlikely options.

4. Select the most suitable answer.

Final Answer: [Provide answer as A, B, C, or D]
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Traditional Games by Continent

Games in Asia

1. Kho-Kho 24. Panjat Pinang
2. Mallakhamb 25. Karapan Ayam
3. Mushti Yuddha 26. Lari Balok

4. Lagori 27. Chon Wua

5. Kalarippayattu 28. Kaeng Ruer

6. Nadan Panthu Kali 29. Len Wow

7. Kabbadi 30. Muay Thai

8. Gilli Danda 31. Dern Kala

9. Pambaram 32. Boli Khela

10. Buffalo Race 33. Ha-Du-Du

11. Carrom 34. Lathi Khela
12. Malakhra 35. Nouka-Baich
13. Buzkashi 36. Golla-Chut

14. Gatka 37. Latim

15. Tent Pegging 38. Kanamachi

16. Chaturanga 39. Cuju

17. Oonch Neech 40. Dragon Boat Racing
18. Karapan Sapi 41. Go

19. Pencak Silat 42. Jianzi

20. Peresean 43. Tai Chi

21. Sepak Takraw 44. Liubo

22. Tarung Derajat 45. Dariabandha (Bangladesh)
23. Egrang 46. Pasha Khela
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Games in Europe

ot

© o N >

10.
11.
12.

. Joutes

. Tambourin

. Pelota

. Camargue

. Petanque

. Boule Lyonnaise
. Course Camarguaise
. Balle au Poing

. Boules Carrées

Bosseln
Klootschiefien

Radball

Games in Africa

1.

2
3
4.
5
6
7

Nuba Wrestling

. Camel Racing

. Hyena

Boruboru

. Cow Fighting
. Genna

. Gebeta
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13.
14.

16.
17.
18.
19.
20.
21.
22.
23.
24.

10.

11.

12.

13.

Quoits

Eisstockschiefien

. Fingerhakeln (Finger Wrestling)

Morra

Calcio Storico

Ruzzola

Pallanuoto

Pallone col Bracciale

Palla Tamburello

Corsa con Sacco (Sack Race)
Schleuderball (Germany)

Water Jousting (France)

. Yeferas Guks

. Sidama

Afalula
Alemungula
Dala (Herding the Cows)

Nubian Stick Fighting



Annotation Guidelines for Evaluating Questions

Objective

The purpose of this guideline is to ensure consistent and accurate evaluation of questions in
terms of their correct area, their relation to sports, and their relation to a specific country.
Annotators must assess whether each question aligns with these criteria based on the provided
definitions and examples.

Annotation Criteria

1. Evaluating Whether the Question is Related to Traditional Sports of their
country and its origin is from that country

e The question must be directly related to a sport, sporting event, or activity.
It should involve aspects such as rules, history, equipment, famous
players, strategies, or tournaments.

{74 valid Example :
"Which country hosts the annual Sepak Takraw World Championship?"
([4 The question clearly relates to a specific sport.)

> Invalid Example :
"What is the capital of Ethiopia?"
(X This question is about geography, not sports.)

2. Evaluating Whether the Question is Related to a Country

e The question should explicitly or implicitly refer to a specific

country.If the country is not directly mentioned, it should still be clear from the
context.Questions asking about sports in general or in multiple countries
should not be marked as country-specific.

{74 valid Example :

"Which traditional Ethiopian game is played with wooden sticks and
involves tactical movements?"

([4 The question is sports-related and explicitly mentions Ethiopia.)

> Invalid Example :

"What is the national dish of Sudan?"
(X The question is country-related but not about sports.)
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Question Types & Their Annotation Guidelines

1. Evaluating History-Based Questions :
These questions focus on the origins, historical significance, or evolution of a sport. They must be
fact-based and grounded in verifiable history.

{74 valid Example:

"When was Kho-Kho first included in the National Games of India?"
([4 This question relates to the historical development of the sport.)
Y Invalid Example:

"Who was the greatest Kabaddi player of all time?"

(X This question is subjective and lacks historical specificity.)

2. Evaluating Rule-Based Questions

These questions focus on the rules, gameplay mechanics, or

official regulations of a sport. They should be objective and specific to a sport’s gameplay.
{4 valid Example:

"How many players are allowed on a Kabaddi team during a match?"

([4 The question asks about official gameplay rules.)

> Invalid Example:

"Which is the best strategy to win in Kho-Kho?"

(X The question is subjective and not strictly about rules.)

3. Evaluating Image-Based Questions

These questions are accompanied by an image and require the annotator to check if the visual
elements are correctly aligned with the textual question.They should involve identifying a sport,
equipment, movement, or player role.

{4 valid Example:

"Based on the image, which traditional African sport involves the use of
long sticks in combat?"

([4 The question asks for an identification based on the image.)

> Invalid Example:

"How many goals did a player score in this match?" (without a scoreboard
or necessary context in the image)

(X The question cannot be answered using the given image alone.)

4. Evaluating Scenario-Based Questions
These questions assess the ability to analyze a situation within a sport and determine the correct
decision or action. The scenario should be realistic and sport-specific.

{74 valid Example:

"In a Kabaddi match, if a player successfully touches an opponent and
returns to their side without being tackled, what is the outcome?"

([ The question describes an in-game scenario and requires an
understanding of the sport’s rules.)
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X Invalid Example:
"What is the best way to win a Kho-Kho game?"
(X This question is too broad and lacks a structured scenario.)

Annotation Labels Guidelines

Each question should be assigned a label based on the following

categories:

1. Area Correctness

Correct (¢): The question belongs to the relevant dataset domain area.
Incorrect ()€): The question does not align with the intended.

2. Sports Relevance

Sports-related (v/): The question is directly about a sport or sporting event.
Not sports-related ()X): The question is about unrelated topics.

3. Country Relevance

Country-specific (¢/): The question is explicitly tied to a country.
Not country-specific (){): The question does not refer to a specific country.

4. Question TypeEach question should be categorized into one of the following types:

History-Based (H)
Rule-Based (R)
Scenario-Based (S)

Final Notes for Annotators
If a question is incorrectly categorized, mark it appropriately and provide a suggested correction. If a
question is ambiguous, flag it for review by a senior annotator.Ensure that culturally sensitive and
respectful language is maintained in all annotations.

Validation Guidelines
The purpose of this guideline is to ensure that annotated questions meet the defined quality
standards for correct area classification, sports relevance, country relevance, and question type
categorization. This validation process helps maintain accuracy, consistency, and cultural
sensitivity across the dataset.

Validation Criteria :

1. Verifying Whether the Question is Related to Traditional Sports of its Country

Ensure that the question directly relates to a traditional sport that originates from the
specified country.
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2.The sport should be recognized as a culturally significant activity and should not be
confused with globally popular sports. The question should cover historical aspects, rules,
equipment, tournaments, or well-known figures in the sport.

{7 valid Example:

"Which country hosts the annual Sepak Takraw World
Championship?"

(4 The question correctly relates to a traditional sport and references
a country.)

> Invalid Example:

"Which country won the last FIFA World Cup?”

(X FIFA World Cup is not a traditional or indigenous sport.)

Validation Process:

Check authenticity: Verify the sport’s origin and cultural relevance using reliable sources.
Reject incorrect sports: If the question refers to modern or globally commercialized sports,
mark it as incorrect.

2. Verifying Whether the Question is Related to a Country

The question must explicitly or implicitly mention a country related to the sport.If the country
is not mentioned, the context should still make it clear.If the sport is played across multiple
countries, it should not be marked as country-specific.

[74 valid Example:

"Which traditional Ethiopian game is played with wooden sticks and
involves tactical movements?"

(%4 The question is clearly related to Ethiopia and mentions a
traditional game.)

> Invalid Example:

"What is the national dish of Sudan?"

(X The question is country-related but not about sports.)

Validation Process:
Verify country relevance using credible sources. Ensure specificity: The question should be

linked to one country unless multiple origins are explicitly referenced.

Validation by Question Type
Each question type has specific validation steps to ensure clarity, accuracy, and relevance.
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3. History-Based Questions Validation

These questions should focus on the historical significance,origin, or evolution of a
traditional sport. They must be fact-based, verifiable, and free from subjective opinions.
Ensure the historical reference is accurate and properly framed.

(%4 valid Example:

"When was Kho-Kho first included in the National Games of India?"
([ Verifiable historical event.) )¢ Invalid Example:

"Who was the greatest Kabaddi player of all time?"

(X Subjective question, not grounded in history.)

Validation Process:

Cross-check the historical claim with multiple sources.Reject vague or opinion-based
questions that lack factual grounding.

4. Rule-Based Questions Validation

Questions must focus on specific rules, regulations, or gameplay mechanics of a sport.
They should be objective, measurable, and universally recognized within the sport.
Avoid opinion-based or strategy-based questions.

(%4 valid Example:

"How many players are allowed on a Kabaddi team during a match?"
([ The question correctly asks about an official rule.)

> Invalid Example:

"Which is the best strategy to win in Kho-Kho?"

(X The question is subjective and not strictly about rules.)

Validation Process:

Check the accuracy of the rule from an official governing body or sports authority.Ensure the
question refers to an actual rule rather than strategy or subjective gameplay aspects.5.
Image-Based Questions Validation The image should be clear, relevant, and accurately
represent the sport being referenced in the question. The question must require the image
for answering—if it can be answered without the image, it may not be valid. The image
should be culturally appropriate and avoid offensive or misleading depictions.

4 valid Example:

"Based on the image, which traditional African sport involves the use
of long sticks in combat?"

([ The image is essential for answering the question.)
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> Invalid Example:

"How many goals did a player score in this match?"

(X If the image lacks a scoreboard or relevant context, the question
is invalid.)

Validation Process:

Check whether the image is necessary for answering the question.

Verify image authenticity:-nsure it represents the correct sport.

Ensure visual clarity—blurry or unclear images should be flagged for replacement.

6. Scenario-Based Questions Validation

eThese questions should describe a realistic in-game situation and ask for the appropriate
action or rule-based outcome.

eThey should be clear, structured, and have only one correct answer.

e Avoid speculative or open-ended questions.

{74 valid Example:

"In a Kabaddi match, if a player successfully touches an opponent and
returns to their side without being tackled, what is the outcome?"

(4 The scenario is realistic and directly tied to a rule.)

> Invalid Example:

"What is the best way to win a Kho-Kho game?"

(XX The question is too broad and lacks a structured scenario.)

Validation Process:
e Ensure the scenario is plausible and follows the actual gameplay mechanics. Check
whether the answer is well-defined and not open to multiple interpretations.

Validation Labels

Each validated question should be categorized with the following labels:

1. Area Correctness

o Correct (v'): The question belongs to the relevant dataset domain.

o Incorrect (){): The question does not align with the intended area.

2. Sports Relevance

oSports-related (v/): The question is directly about a sport or sporting event.
oNot sports-related (){): The question is about unrelated topics such as history,
geography, or politics.

3. Country Relevance

oCountry-specific (v/): The question is explicitly tied to a country.

o Not country-specific (){): The question does not refer to a specific country.
4. Question Type

o History-Based (H)
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o Rule-Based (R)
o Scenario-Based (S)
o Image-Based (1)

Final Notes for Validators
Provide feedback if a question needs revision or clarification. Flag questions that contain
unclear language, incorrect information, or cultural insensitivity. Maintain
consistency in labeling and categorization across the dataset. Consult subject matter
experts if uncertain about a question’s accuracy or relevance. By following this validation
guideline, we ensure that all questions meet high-quality standards for accuracy, clarity,
and cultural sensitivity
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Figure 7: Statistics of history-based, rule-based, and scenario-based questions across continents
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(a) CoT-based results of LLMs across lan- (b) CoT-based results of SLMs across lan- (¢) CoT-based results of MLLMs across
guages guages languages

Figure 16: CoT-based results of models across languages

(a) Few-shot-based results of LLMs (b) Few-shot-based results of MLLMs (c) Few-shot-based Results of SLMs
across languages across languages across languages

Figure 17: Few-shot-based results of models across languages

(a) CoT-based results of LLMs across (b) CoT-based results of SLMs across
types types

Figure 18: CoT-based results of models across types
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Figure 19: Results of models across types
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8 05,50
LLava 78 05, 57)

(a) Zero-shot-based results of LLMs (b) CoT-based results of LLMs across (c) Zero-shot-based results of MLLMs
across continents continents across continents

Figure 20: Results across continents

Spider Graph of Model Performance across Scenario Based Quesion Category f Spider Graph of Model Performance across Ruie Based Question Category

(a) Zero-shot-based results of MLLMs (b) Few-shot-based results of LLMs (c) Zero-shot-based results of LLMs
across continents across continents across continents

Figure 21: Results of models across continents
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Spider Graph of Model Performance across Rule Based Question Category

(a) Zero-shot-based results of MLLMs (b) Zero-shot-based results of SLMs (c) CoT-based results of SLMs across
across continents across continents continents

Figure 22: Results of models across continents

Spider Graph of Model Performance across Rule Based Question Category ° Spider Graph of Model Performance across Rule Based Question Category

(a) CoT-based results of SLMs in across (b) CoT-based results of LLMs across (c) CoT-based results of MLLMs across
continents continents continents

Figure 23: CoT-based results of models across continents

Spider Graph of Model Performance across Rule Based Question Category

(a) Zero-shot-based results of LLMs (b) CoT-based results of LLMs in across (c) Zero-shot-based results of MLLMs
across continents continents across continents

Figure 24
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Spider Graph of Model Performance across Scenario Based Question Category Spider Graph of Model Performance across History Based Question Category

(a) Zero-shot-based results of LLMs (b) Zero-shot-based results of SLMs (c) CoT-based results of MLLMs across
across continents across continents continents

Figure 25

Spider Graph of Model Performance across Scenario Based Question Category

(a) CoT-based results of SLMs across (b) Few-shot-based results of MLLMs (c) Few-shot-based results of SLMs
continents across continents across continents

Figure 26

Spider Graph of Model Performance across Scenario Based Question Category

(a) Few-shot-based results of LLMs (b) Few-shot-based results of SLMs
across continents across continents

Figure 27
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Question: S Feur, Ta IRIRE HRAT Fe Wel, HRA & fora #rer
# Scee g AT?

Options: A) ST

Correct :-  B) #gRISE
Predicted :- B) #gRTSE

History Based

Question: A geer # & R, T Tgelale 37de1 Sfcredal 1 Teh Aolge qahs & STl T
GG ot 7 Tl BT & | ETelifeh, T&ah U Tgerdlet of fIefcll el alel & Ugel 9l foleholel 31
HEAT IS | B T 37 FAT HAT ART?

Options : A) Ugel Tgeldlel & fastdT Blfid AT
B) #T &I Go1: Y FAT, AIfF Gl Tgerdrat b Ge: AThe el T
C) R I ATl 53T, ST e U Ugorale g aE & 9THT of ST
D) & &I ST 3@, Fi TR Uil 1 o el de ar

Correct - D) #¥ &1 STRY TWeT, 1T Ffcigadr &1 aa e au ar
Predicted :- D) ¥ & SIRY 1@, Fifeh Gfcieddl &t o et der ar

Scenario Based

Question: HRe Fetr &, Fa & SRTeT Tgerarall o TARE 32 d F=r
B g?

Options: A) Ffee@dl &I T 9 qe@sir &1
B) ufdieddl 1 U AfFaemel aR ¥ ARG
C) fAie@r hl geaT § R Alefot o foIT FHoTaR el
D) sfaieady & Rt & amg thebett

Correct - A) HTg@dl &l STHIT IR qe@=T &l
Predicted :- A) Sfaie@dr & Siet oR qe@str &A1

Rule Based ‘

Question: 1< &Y 376 B 3, 379 Ua Tgeraret I e Jaur AT & € 7 &@ e §1 T§ TEerraT
o 7 T ey i T F @ E?

Options: A) ¥  geaT AR &I FA et
B) TS & YER el T R Fell
C) wfcreadr & Rar & amex et 1 ATy
D) TETARN gleg STamay & IRy ke

Correct - B) HTS & TER e &l AR el
Predicted :- B) HEE & FER F¥et T RN e

Image Based

Figure 28: Example Illustration of India Traditional Sports Correct Prediction.

Question: Musti Yuddha, a traditional Indian wrestling game, was
originated in which part of India?

Options:  A) Punjab
B) Maharashtra
C) Kerala
D) Rajasthan

Correct :-  B) Maharashtra
Predicted :- B) Maharashtra

History Based

Question: During a Musti Yuddha match, one wrestler successfully slams his opponent to the
ground with a strong hold. However, the slammed wrestler manages to escape before the
count of three. What should the referee do now?

Options: A
B
C
D

Declare the first wrestler as the winner

Restart the match to allow both wrestlers to regain their strength
Start the count again until one wrestler is fully pinned

Continue the match, as the opponent's escape was valid

Correct: D) Continue the match, as the opponent's escape was valid

Predicted: D) Continue the match, as the opponent's escape was valid Scenario Based

Question: In Musti Yuddha, during the match what is the primary
aim of the wrestlers?

Options: A) To throw the opponent on ground
B) To hit the opponent with a powerful strike
C) To make opponent surrender by choking
D) To throw opponent outside the ring

Correct :-  A) To throw the opponent on ground
Predicted :- A) To throw the opponent on ground

Rule Based ‘

Question: In the image below, you can see a wrestler in the middle of a Musti Yuddha match. What
is the wrestler preparing to do in the image?

Options: A) Preparing to knee strike with the leg
B) Preparing to strike with the fist
C) Preparing to throw the opponent out of the ring
D) Preparing to apply a submission hold

Correct: B) Preparing to strike with the fist
Predicted: B) Preparing to strike with the fist

- Image Based

Figure 29: Example Illustration of India Traditional Sports Correct Prediction (In English)
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Question: HfSe Jeer Freiiet R Feurehll & 3cue= gar o1 3R I8 e
TR & HIHTSS AT WE e TG H e 3r3-ard faham e ar?

Options: A) I eXaRT & A== gfRreTor & elrer
B) enfaies #AfRY 7 3meanfene saama & §7 7
C) TITAroT aT7at 3 WHeTTie GRaT W & w9 3
D) Qe TEaTAT 3 iR fRveT & w9

Correct - A) T exaRT & Y=g GRA&ToT & gRI=T
Predicted :- C) FT#0T aTiall 2 HIHETAH GR&T Ul & &9 &
History Based

Question: 7 Fgr #ar & SR, Teh Tgaralet 319 TU G HTS W Tfe@dr H TgR Il §, fdet
m#wqﬁmﬁmﬂmﬁzmm%lW@m%ﬁﬂaaﬂﬂwélmaﬁmw
FeH 3BT TAT?

Options :  A) TgeTdTeT & YTdsiT ST 3R FeT &Y SR I@e AT
B) UgIaT & 3ieh HeTAT 3R T Y SRy @t
C) ugeraret &l it FIAT FIh 3T A F A1 fee omar
D) ¥ & faa forelt &3 & T & &g & R & Y& &eer

Correct - A) TgeTdTel &I ATdsl ST 3R FeT &Y SR T8 AT

Predicted :- C) TgeTaTet 1 it FEHaaTfordrs i it 36 FoX A A RS A goenario Based

Question: AR Fetr & TRR Tt & gaR, Frafafla # & Ha ar
Fcd HT F GRTT HAL AT AT &2

Options: A) Ffcigddr & 8Y R IE §T HES & TER el

B) faigddl & R &1 exet & fow uia &7 3uiar Feer
C) @TH Ted &Yt & forw FTAgddl & 98 qagar
D) Sfee@dy T Fefiet ux thhet T FATH el

Correct - C) W13 YTed &¥e & forw Ufe@dr & F93 Tahsar
Predicted :- D) Hfaie@dl hr STaflet Tx thehy T STATH AT

Rule Based

Question: 1 & 1§ B , vah TgeraTe e HfAeddr F 3o AR Faey H FIfr W W@ AR
ey & sl & 3R W, efaf@a 7 & #la a1 e s feufa 7 sy sl sreefr?

A) SfAcEEr T HY I IHTH 35T

B) R &T HERT o Sfdeadr &1 thehal
C) YTeddr & FH9ST T 3UANT 3T AT 19 & forvw 3
D) wfaeady @1 ¥ aa & a1 F#ie @) e

Options:

Correct - C) HTeddr & FH9ST T 3UART 3T AT 1 & foITw
Predicted :- B) 3R &7 TERT ot Wfdiadar & et

Image Based

Figure 30: Example Illustration of India Traditional Sports Wrong Prediction.

Question: Musti Yuddha originated in ancient Indian martial arts. In what
kind of social or cultural context was it mostly practiced?

Options: A) In royal courts during military training

B) In religious temples as a form of spiritual practice
C) In rural villages as a community defense sport
D) In educational institutions as physical education

Correct: A) In royal courts during military training
Predicted: C) In rural villages as a community defense sport

History Based

Question: During a Musti Yuddha match, a wrestler strikes the opponent with his wrapped fist, but
accidentally hits below the waist. The referee sees this and stops the match. What should the referee
do now?

Options: A) Warn the wrestler and allow the match to continue
B) Deduct points from the wrestler and continue the match
C) Immediately disqualify the wrestler for hitting below the waist
D) Restart the match from the center of the ring without any penalty

Correct:  A) Warn the wrestler and allow the match to continue
Predicted: C) Immediately disqualify the wrestler for hitting below the waist

Scenario Based

Question: According to the traditional rules of Mushthi Yuddha, which of the
following actions is considered illegal during the match?

Options: A) Striking the opponent's face with a wrapped fist
B) Using the leg to trap the opponent's feet

C) Grabbing the opponent's clothes to gain an advantage
D) Attempting to throw the opponent to the ground

Correct:  C) Grabbing the opponent's clothes to gain an advantage
Predicted: D) Attempting to throw the opponent to the ground

Rule Based

Question: In the image below, a wrestler is trying to lift and throw his opponent. Based on the rules of
Musti Yuddha, which of the following actions would be considered illegal in this situation?

Options:A) Lifting the opponent by holding them on the shoulder
B) Using the legs to assist in throwing the opponent

C) Using the opponent's clothes to gain an advantage while lifting
D) Throwing the opponent to the ground with controlled force

Correct: C) Using the opponent's clothes to gain an
advantage while lifting
Predicted: B) Using the legs to assist in throwing the opponent

Image Based

Figure 31: Example Illustration of India Traditional Sports Wrong Prediction (In English)
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Question: 118 (41, A% PReTATR AT ATt <1, (@1 PSTFiF
SHTFIE 97 T39S 27?

Options:  A) 3= 5T

Correct - A) 3= J5T
Predicted :- A) 3= J5T

History Based

Question: aFfB T (3T TG, AT (AT STH ASTAF T TG FH, A3 ATl ST
TN TA O G 1| F{6 (1T T4 =GR S 33| 9% 3o @@ sa@a?

Options :  A) 375 3% I Tode! TuId FAET
B) VT SIFE A I SfSwal oI afSwsT Fa® % 77
C) S ASFIA (AETASE IF(E TS (T
D) T6fb & (1T FAET

Correct -:  B) 3T5 ST I A% w4} s ST T T 2
Predicted :- B) SIT6 I I1@e 3% oS54t folows ST Fa00 ST 2

Scenario Based

Question: T (XS, AERBTSTA ST ALATRAFTAAT FHAS (I GHFFT

Options: A) STTRTR

Correct:-  B) i
Predicted :- B) #TIf%

Rule Based

Question: =f3TS s, S AT (AEATSTE MG FHA (TS T | (TS =S F FAT
RIfS fAE=?

Options: A) f i #fe-ar ST arme Far
B) 7fS o afasy a3 33 T
C) fS afewar far $T &
D) fSTaE T AFf> D T AW FAT

Correct :- A) S o afSwaIt AT TS Far
Predicted :- A) 7f8 i afSTaIE SRV SIS F4T

Image Based

Figure 32: Example Illustration of Bangladesh Traditional Sports Correct Prediction

Question: Lathi Khela, a traditional Bengali martial art, originated
during which historical period?

Options: A) Mughal era
B) British colonial period
C) Ancient Bengali kingdoms
D) Pre-Islamic Bengal

Correct:  A) Mughal era
Predicted: A) Mughal era

History Based

Question: In a Lathi Khela match, a player strikes the opponent's stick, and the opponent loses
balance but does not fall. The match continues without interruption. What should the referee do
in this situation?

Options: A) Stop the match and issue a warning
B) Continue the match if the opponent is able to defend themselves
C) Award a point to the player who struck the stick
D) Declare the match a draw

Correct:  B) Continue the match if the opponent is able to defend themselves
Predicted: B) Continue the match if the opponent is able to defend themselves

Scenario Based

Question: In Lathi Khela, what primary equipment do participants use
during the competition?

Options: A) Sword
B) Stick
C) Shield
D) Knife

Correct:  B) Stick
Predicted: B) Stick

Rule Based

Question :In the image below, you can see a player in the middle of a match. What is the player
preparing to do in the image?

Options: A) Strike the opponent forcefully with the stick
B) Defend and block with the stick
C) Throw the stick towards the opponent
D) Apply a joint lock on the opponent

Correct: A) Strike the opponent forcefully with the stick
Predicted: A) Strike the opponent forcefully with the stick

Image Based

Figure 33: Example Illustration of Bangladesh Traditional Sports Correct Prediction (In English)
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Question: FRTATCT (FT AFAAG PRETATRT APAT 3G NS (¥ 67 93
TFHE RAreE e ?

Options: A) @G
B) &S
C) F™vNEr
D) #erei

Correct - A) T gXaRT & Hr TfRAETOT 3 ER1eT
Predicted :- C) AITHOT aTidT 3 AT A FI&T Vel & &9 7

History Based

Question: 435 M (X1 TG, AT (AT BT AfEFAN TS AT WS FAA 17, O 22t afSTHT
@ RO TS oy Sraierd qweet (3T e I 5% 5 o7, S w4t SR A1t FA© o AT,
o fofer fAfie Soes ey S Fate a5 7| 93 e Eoifd § FaEe?

Options :  A) Y5 ST 3510 FE TedwT (&
B) *MfT ST (TR &G (FT6 (W& 3% T ST IET
C) STIFIET TMSIT (TS FETEFTITHTE FE (&
D) TS HeTTee (AT ST

Correct-:  B) ST TSI (MRS B (FT (WA 333 T SIFTE IEH
Predicted :- C) =N ST (TG fETEFAFTHIR FE (7T

Scenario Based

Question: 8 (eTT-a7 Pfozrard for ST, @G 996 o a1
SIS FTET TS = ?

Options: A) 9F 2M(® HfeF-4IF TS SI=Te FT
B) 1 716 e afSwate fd fory sre A
C) fS o @ Pea ot SIS Far
D) #fS%-aIT SIS 7% FA1 AT6 ASTHT IT7e oy

Correct :-  C) NS 5 (@R ot SIS 4T
Predicted :- A) 9% 2 ATSE-&IF TS TS FAT

Rule Based ‘

Question: AT =fte, 955 FfEME S (4eml-a 7 Few 956 2SS o1 Fateer| 9% sfafifere
fa @@fe a3 7= Rond S5 7&@? . ”

Options: ~ A) iS55I S+ 95 2 75 FT
B) TIf3 o (ST ot ST T
C) sfoass S 3fS551x o ot ot TaT
D) =fSTat M3 73 T© 4ATH (6B FaT
Correct ;- B) 7f3 fo (e fats e a7

Predicted :- A) SfSEEIA AT 95 2M© 7F FAT

Image Based

Figure 34: Example Illustration of Bangladesh Traditional Sports Wrong Prediction.

Question: Balapan Karapan Sapi secara historis diadakan untuk
merayakan acara budaya atau pertanian apa di Jawa Timur?

Options: A) Festival panen
B) Tahun Baru Islam
C) Kedatangan musim hujan
D) Penobatan kerajaan

Correct :-  A) Festival panen
Predicted :- A) Festival panen

History Based

Question: Selama balapan Karapan Sapi, salah satu sapi tiba-tiba berhenti di tengah lintasan,
menyebabkan pengemudi kehilangan kendali sejenak. Apa yang harus terjadi dalam situasi
ini?

Options : A) Balapan secara otomatis dihentikan, dan sapi didiskualifikasi
B) Balapan dilanjutkan selama sapi masih berlari
C) Pengemudi diberikan peringatan, dan balapan dilanjutkan
D) Sapi diberikan kesempatan kedua untuk memulai lagi

Correct-:  C) Pengemudi diberikan peringatan, dan balapan dilanjutkan
Predicted :- C) Pengemudi diberikan peringatan, dan balapan dilanjutkan

Scenario Based

Question: Dalam Karapan Sapi, berapa banyak sapi yang biasanya
digunakan dalam balapan standar?

Options: A) Satu sapi
B) Dua sapi
C) Tiga sapi
D) Empat sapi

Correct :-  B) Dua sapi
Predicted :- B) Dua sapi

Rule Based ‘

Question: Pada gambar di bawah ini, balapan Karapan Sapi sedang berlangsung, dan sapi-sapi
sedang berlari di lintasan. Apa tindakan utama yang dilakukan oleh pengemudi dalam situasi
ini?

Options: A) Mengarahkan sapi dengan tali kekang
B) Berdiri diam sambil menonton balapan
C) Mendorong sapi dengan suara keras
D) Menggunakan cambuk untuk mempercepat sapi

Correct :-  A) Mengarahkan sapi dengan tali kekang
Predicted :- A) Mengarahkan sapi dengan tali kekang

Image Based

Figure 35: Example Illustration of Indonesia Traditional Sports Correct Prediction.
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Question: Secara historis, Karapan Sapi bukan hanya sebuah olahraga
tetapi juga merupakan tontonan dari hal berikut ini ?

Options: A) Pengabdian agama
B) Kekayaan dan status peserta
C) Keterampilan maritim
D) Alat dan teknik pertanian

Correct :-  B) Kekayaan dan status peserta
Predicted :- A) Pengabdian agama

History Based

Question: Di tengah balapan Karapan Sapi, salah satu sapi tiba-tiba mulai melambat karena kelelahan. Pengemudi
berusaha untuk menyemangati sapi, tetapi sapi terus tertinggal, menyebabkan sapi lainnya dan pengemudi
mengambil alih posisi terdepan. Apa yang terjadi dalam situasi ini?

Options :A) Balapan dilanjutkan, dan sapi yang lebih lambat diberikan penalti waktu
B) Balapan dihentikan, dan kedua sapi diberi kesempatan untuk beristirahat
C) Pengemudi sapi yang lebih lambat didiskualifikasi karena gagal menjaga kecepatan
D) Balapan dilanjutkan tanpa penalti, dan sapi dengan kecepatan lebih lambat mungkin tidak menang

Correct -: D) Balapan dilanjutkan tanpa penalti, dan sapi dengan kecepatan lebih lambat mungkin tidak menang
Predicted :- A) Balapan dilanjutkan, dan sapi yang lebih lambat diberikan penalti waktu

Scenario Based

Question: Dalam Karapan Sapi, manakah dari berikut ini yang dianggap
sebagai pelanggaran selama balapan?

Options: A) Sapi tidak berlari dengan kecepatan yang sama
B) Pengemudi sapi tidak memegang tali kekang dengan benar
C) Sapi melintasi garis finis dalam posisi apapun
D) Sapi terlalu dekat satu sama lain selama balapan

Correct :-  B) Pengemudi sapi tidak memegang tali kekang dengan benar
Predicted :- D) Sapi terlalu dekat satu sama lain selama balapan

Rule Based

Question: Pada gambar di bawah ini, sapi-sapi sedang berlomba menuju garis finish dalam acara Karapan Sapi.
Salah satu sapi tampaknya kehilangan kecepatan. Apa yang menjadi kemungkinan penyebabnya dalam balapan
Karapan Sapi ini?

Options: A) Pengemudi gagal mengendalikan tali kekang dengan benar
B) Sapi tersebut terluka atau kelelahan
C) Lintasan tidak rata, menyebabkan sapi kehilangan keseimbangan
D) Sapi tersebut sengaja memperlambat laju untuk mengganggu balapan

Correct - B) Sapi tersebut terluka atau kelelahan
Predicted :- A) Pengemudi gagal mengendalikantali kekang dengan benar

Image Based

Figure 36: Example Illustration of Indonesia Traditional Sports Wrong Prediction.

. - Vo ¥ o U 0 ra P
Question: fivaugiviFauuumiinuayng dduininlugngalssifdnsia?

Options:  A) s1a@1audnsglaviu
B) s1wa1aundnsagsun
C) gasaunauns
D) Usume nagalmi
Correct:-  B) s121u1dnsaysan

Predicted:-B) s1a1eundnsagsen

Question: ‘lun1suaivdiuugada fndauibiidmnmasiuduidasaminmoaumitegadsdomazniswis

E Ko a oo & . ) v = vy o s & PO o
wiliuaildviiTaniaiazamin udindulndasindudouds Seifuiinisaniniaudaniunisaifaarls?
Options: ~ A) inwiannawdnaIE lunswisuazlssaudmavn1swinia laau
B) vigawrsuarsalivinduniuun

C) wenemlgniswisiirduTag bidszaudmizniswiy

D) dhvaudizvaanainidunnaunitasiividuduiiandnidonisaying

Correct-  A) tinwravnautiuaniirluniswisuaslszaudmasmswioiiva lanu
Predicted:-A) inwiannauinauir luniswisuazlssanudamizniswiaiiia lanu

History Based Scenario Based
Question: lunsuaida Jnguszavananwaveidisiunisuavdoar1s? Question: lunmgiuansil auidnnsaviunisusvdiuuaddeiiindediuiiue Taudasasdninduadu
Au wazag udwminng q Au ugvil WnwaatinazWinudrdgivas 1sussuitnisuaedu?
Options:  A) nsuahduiuiinidizagasdn
B) MavimiiEnddulszuitenisuaedu Options: ~ A) Sn¥1AuEauazdsnazniswiaiia Wagdnamin
C) matdndudlunaiifign B) 3uunsviniinednau lussuitonisuaivdin
D) n1sudavgiluuunisaanuuuidaninninninuga C) anAnuisuiananiasenmsiniiasdniulyl
D) UsuTasvdsnuanialuuritgaving
Correct-  C) mstdnidudilunariisiign
Predicted:-C) msiddudaluiianiiiiaign Correct:-  A) SnyanuiEauazdanazniswiaiia agdomin
Predicted:-A) Sn¥1nuiEauazdnazniswioiia Wagdnamin
Rule Based

Image Based

Figure 37: Example Illustration of Thailand Traditional Sports Correct Prediction.
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Question:

n¥nad Inuwsraedlaiildsunisundasintudaaasunisudeda it sandnannlszsil?
Options: ~ A) wagusmeuns (§lavin)

B) anifiawszianmesa (agsun)

C) @UAINTAININTUNNITIY (SUYF)

D) wsrumaniaanssynsuaaiian Tanumisng (3aulnduns)

Correct- B) d@uifiawszianmesa (aysun)
Predicted:-D) wszumanaanszunsuaaiai Tanumisy (Saulnduns)

History Based

Question: TunisuaivdiuugiaBe Fadavarinduasiuatngd luanilnddadudoiiGadmitadondmiay vinli
tnwisiileywiAunisinsauanga ninzaaisvinfialuaruduasudniaoenisanansfans1s?

Options:  A) Wiusidandulvaduniigndasiuiiuanlumaiianisw 17157
B) wgawrsuazsa iiinauniuin
C) wenamldniswisiidulas bivseamudmzniswig
D) iigvaananidunnaunitasiinduduiiavaniaaonisasng

Correct-  A) Wwidandulunaiduniigndasiniiuazlfumaiianswiod S

Predicted:-D) ifitvaanainidunnaunitasfividudoiiananidoenisasny

Scenario Based

Question: Tunsuaonnoida winfindardidudouds uiwuiluiniinwioaunieli
Ufianmnglunmswiaidaadwgndas dviliinauindudafonrls?

Options: ~ A) finalsisun1sasiny uaziiatvasiinazgniiu

B) finargnéinansainnisudivdiv

C) Msuaiviiuazgnanian uazagiinisdanisuaeduiud

D) dinweasgnunuiidnodiaudisay wasnisuaivdiuazdiiudaty

Correct-  B) finazgnéin@naainnisudiodiu
Predicted:-A) finar ld5un1sasiny uazarvasiinazgniliy

Rule Based

Question: A meUa NIl ziuledn Badmiliiag lunsuavduiinisidoadnias uasinwisfitdmmeiumsnem
Aunavauda fufirdmmeiunninarlsludaiunisolil?

A) sumaiianismsiaud luaunauasnanidsaniseaaii

B) wengmaumsuadusonsidsadauuniu inssiu bisdesananisuds
C) sinavsisauavaniiunisudvdiusa

D) ¥ sidsaiatinaruniuasiniguaeduan

Options:

Correct-  A) Usumailan1swioiaudlusunauazudnidoonisezanda
Predicted:-D) ln1sidaviiatinainuiuasvinliguasduau

Rt

Image Based

Figure 38: Example Illustration of Thailand Traditional Sports Wrong Prediction.

Question: B¥RFRITHHIMEPER AR, ERTHKANHRENL ?

Options: A) &%
B) R#A
C) &
D) &

Correct:- D) iX#}
Predicted :- D) ;X%

History Based

Question: ZEBFILLIE R, —RBIR A EBLHIRAERERS, BIVFAIEE TR, 8
Tk, RAMZELM?

Options : A) LLIREER, LA REFRE
B) LEFRMERIBISIE ORI YR &
C) BRAHEREH P EHFF 44
D) I 143 EIEERAEAL ST

Correct-:  B) tbIEMER#ISE ML IR &
Predicted :- B) tb3 MEBRHIL RO IR &

Scenario Based

Question: 7B, HHMEEBRRHL?

Options: A) i {FEkEBHERI 11§59
FER IS B A i
BB HRIF L
D) f$ERMI 5 F TR

Correct - A) BT iFERERIHER 1155
Predicted :- A) &3 RIS B 155

Rule Based ‘

Question: £ FE®, R LU B — & BIER 5 & BHIR, BRRBA ATRERM 4 2
(Rt —KBREAEEHIRIE R )

Options: A) @i {FEk 5Bk KG9
B) Bk fEAIR
C) BEIERF 75 B
D) 2R, FHILEH R

Correct - A) BT fFERERFH BRI TSRS S
Predicted :- A) @i {FERES R 1K 1G 5

Image Based

Figure 39: Example Illustration of China Traditional Sports Correct Prediction.
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Question: ##, —MEEMPEED, BEWARLARBIENWEER
Xz—2

Options: A) BEk
B) Hii Bk
C) #3k
D) %3k

Correct:-  A) BBk
Predicted :- C) #Ek

Question: FEBI$BLE TR, —PARIIR RAESEBATHES A ERGI0M, BHIFIRIAILM, FAMKA — 15Tk
R HHBABRSERNTHIK], UTPRERRATHRELE?

Options 1 A) AR5, 3 B LLBREEMPIHTF i

B) #5185, BLLIFE(E, HIZFLM

C) #HH /RS, LB, BNMH R EL

D) #K /155, {BLLIRIENGR, MMABHILE

Correct-:  A) WA #5, It BHLITRMREMPIATF G
Predicted :- C) #5185, tL3R4ksE, BINMARINES

History Based Scenario Based
Question: ZE & BT, TRA— 1 BEE A SHL 2 Question: 7 FEd, —& Bk A ERERLERK, X MARPARREHLANER 2
(Rt — KR RAXEAFRTERBEBIBIEBRME R, )
Options: A) E2BKEEFIR, NIEFEFE
B) ER—MEAESHMEBESRIK
C) EE— 1 BREORER Options:  A) ERRAEAFERAILER, X 2IEEM
D) ER2—MHBFHIAK B) BR AT S VFBRAS SR A ISR
C) BRRAEHIIAIEER, X2 IFEN
D) Bk R A1 EEERITAGE, R T AN
Correct:-  A) ERBKRERIR, NEEFEFE
Predicted - C) ER— B HEAIREIR Correct:-  A) BkRA{EAFEAILEK, X2IEEMN
Predicted :- D) Bk RIAF BRI A, ER T AN
Rule Based Image Based

Figure 40: Example Illustration of China Traditional Sports Wrong Prediction.

Question: 1§, NUAR RITRER N7Cr: NT°Y P YLIITFR NPNPA TILH
ennea?

Options: A) ArT&$ A80 ADDT
B) £16 Nrd
C) MA%A (F995 MFANS PANCIT)
D) *PUCH (DY) N199¢)

Correct:-  B) 14 Nh&
Predicted :- B) ?16 Na&
History Based

Question: NN§ RPF A1 TEPH 20A) LY QLI STPELY LT AI-T ITANC ”ANT?

Options : A) NERPF TTRNA NPNFF1TY 994
B) AUAT U T DUY
C) SERPF 8%Y ALLY $M€YY ADC ANF AT
D) 78 99ANC T+ &N TARA 97247

Correct -1 B) AUAY® U T1H, (DY
Predicted :- B) AUA® U T1H, (DU

Scenario Based

Question: £, RPFO NTATPR I LETCA?

Options: A) H&FF 0L MAMS TIANA AL L%aA
B) M$NPD- $1I° LEMEA
C) NTAPR 830P ND- NTIPLA LEMEA
D) teB.PFF NODUA AL LEPGA

Correct:- D) teBPFF NODUA AL LEPG
Predicted :- D) t6B.P¥F NODUA AL £EPe¢A

Rule Based

Question: NThFe PAA G-ND x7€ TEEAPT NODAIS NG MPF AL TATE AIL MY AIC HRPH
FRARAT TN4 P 102
(AAPTY NG RPF AL IR PAA SPLNDY PNA fDANE)

Options: A) A28 (&7 RIC 47 AT+ 9PNA
B) UAJ® <& 997NNAA
C) NPPAA AL SAT 83% (T
D) £9°6 AATYD-M*+

Correct - A) A1& (h&7 ADC 4&7 AT+ 9PNA
Predicted :- A) A2 (& RIC ¢&7 AODF T+ 99$NA

Image Based

Figure 41: Example Illustration of Ethiopia Traditional Sports Correct Prediction.
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Question: Gena, a traditional Ethiopian sport, is celebrated in association
with which major religious event?

Options: A) Ethiopian New Year
B) Genna (Ethiopian Christmas)
C) Meskel (Finding of the True Cross)
D) Education (Teachers with Students)

Correct: B) Genna (Ethiopian Christmas)
Predicted: B) Genna (Ethiopian Christmas)

History Based

Question: In the Gena game, how should a player respect their own team or the opposing team?

Options: A) Show sportsmanship in the center of the game
B) Be fair and abide by the rules for everyone
C) Only listen to teammates, not the game referee
D) Show respect only to one side and strictly follow it

Correct: B) Be fair and abide by the rules for everyone
Predicted: B) Be fair and abide by the rules for everyone

Scenario Based

Question: How does the traditional Gena game typically begin?

Options: A) Teams walk to the center line
B) The activity starts randomly anywhere
C) A well-known person traditionally starts the game
D) Players begin at the center

Correct: D) Players begin at the center
Predicted: D) Players begin at the center

Rule Based

Question: In the following image, a player on the line in the Gena game is participating as a team
member. What is the correct behavior for the player?
(Please refer to the provided image as an example of Gena game participation.)

Options: A) As a team member, assist and support the runner
B) Always protect the runner
C) They are the referees shown in the image
D) Remain silent and do not shout

Correct: A)As a team member, assist and support the runner
Predicted: A) As a team member, assist and support the runner

Image Based

Figure 42: Example Illustration of Ethiopia Traditional Sports Correct Prediction (In English)

Question: N2 Tad NA NATERS PTOELL NG NPLNT OFF $9NNC NGA P
02

Options: A) $ALP &4 7 (FANS Options :
B) AR NGA
C) A&N AT
D) 744N N34
Correct - A) SAP &4 7 (DFANS
Correct -

Predicted :- C) A&, AGDT

Question: NS RPF DNNA RIL TEPTF N7 MPFP $P° 10 OLA THALTD: TEPT AANILLA NIAFDT LAIA: ML+ ERPFO-
Ng°Y +NC LNY8A?

A) $1A8H0- tRPT NI AATPY NODNS AATT

B) $11&10 TP NAA TERPT &TNAT A ARTE LAMPA
C) $t180 tLPF MPFY NILIPIP° 9L RANT

D) tB.PE NAIL NG LPMMA

B) ¢80 TEPF NAA TEPH AT AT HAPE LAMPA

Predicted - C) #1480 +BPF MPFY NILIPIP 9L RANT

History Based Scenario Based
Question: N5 P AL SHNANA NC o4 102 Question: NHY PNA G-NM: NG RPF NTAGRO- AL P°F YA $HAAT TNC PTIMIT LY AL NIL AN
£14?
Options: A) ¢C) NULA NODSRDF 8A (D3
B) RP+®- AZIDC NODUA (DEMC Options: A) tAF4PE LANAT AANNA TIDAAEL NODLY ATALT $81FA
C) NPT B, TG B) TAFSPE SMOF ZATO- T155L4 NAHY AU 10
D) NS @PF PN MAYE C) N$N MMOT LNAT NUAR £LCIPA
D) $O0SOF SADI NUAT A (DSH AU 10
Correct:-  C) NNt $NAL
Predicted - B) A®+0 AZIDC NODUA (DEDC Correct - A) TAFSPE LANAT RANNA FDAAL NODUY ATDALY $2°1FA
Predicted - B) N&N MAOT LNAT NUAR $LCIPA
Rule Based Image Based

Figure 43: Example Illustration of Ethiopia Traditional Sports Wrong Prediction.
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Question: During the time when Gena, a major festival in Ethiopia, is
celebrated, which other festival is also observed?

Options: A) The commemoration of the Battle of Adwa
B) Axum Festival
C) New Year
D) Easter Festival

Correct: A) The commemoration of the Battle of Adwa
Predicted: C) New Year

Question: During the Gena game, if a player gets injured, does the game stop or is the injured player expected to continue playing until the
end? How do the team and the game proceed in this situation?

Options: A) The injured player is taken away by a vehicle, like an ambulance

B) The injured player is substituted by another player and receives medical treatment
C) The injured player must continue playing the game as usual

D) The player stays in one place

Correct: B) The injured player is substituted by another player and receives medical treatment
Predicted: C) The injured player must continue playing the game as usual

History Based Scenario Based
Question: What is prohibited in the game of Gena? Question: In this image, what kind of incorrect behavior is exemplified as a mistake by the opposing
team during the Gena game?
Options: A) Playing the ball aggressively with force :
B) Starting the game from the center Options:
C) Stepping outside the playing area A) The players wear very similar clothing, making it difficult to distinguish between teams
D) Eating food during the Gena game B) The players’ sticks are tangled together, so this is a mistake
C) Playing with a curved stick is more traditional
Correct: C) Stepping outside the playing area D) Holding the stick with both hands is a mistake
Predicted: B) Starting the game from the center
Correct: A) The players wear very similar clothing, making it difficult to distinguish between teams
Predicted: B) Playing with a curved stick is more traditional
Rule Based Image Based

Figure 44: Example Illustration of Ethiopia Traditional Sports Wrong Prediction (In English)

Question: Dans quelle région de France le Tambourin était-il traditionnellement

joué, et quelle était sa signification historique dans cette région ?

Options: A
B
C
D

Normandie, en tant que divertissement a la cour royale

Alsace, principalement pour des cérémonies religieuses

Correct :-

History Based

Provence, ou il était utilisé pour célébrer les festivals de la récolte

Bretagne, ou il servait d'outil d'entrainement pour les guerriers

A) Provence, ou il était utilisé pour célébrer les festivals de la récolte
Predicted :- A) Provence, ol il était utilisé pour célébrer les festivals de la récolte

Question: Lors d'une partie de Tambourin, I'équipe A perd 10-8, et c'est le dernier round. Le
joueur 1 de I'équipe A se prépare a frapper la balle. Cependant, le joueur 2 de I'équipe B
commence soudainement a distraire le joueur 1 en agitant les bras. Que doit faire 'équipe A ?

Options : A) Laisser le joueur 1 continuer sans rien dire
B) Demander a I'arbitre d'arréter le jeu et de traiter la distraction
C) Ignorer la distraction et continuer a jouer
D) Remplacer le joueur 1 par quelqu'un d'autre de leur équipe

Correct -:  B) Demander a I'arbitre d'arréter le jeu et de traiter la distraction
Predicted :- B) Demander & I'arbitre d'arréter le jeu et de traiter la distraction

Scenario Based

Question: Quel est I'objectif principal dans le jeu de Tambourin ?

Options: A) Marquer des points en frappant une balle a travers un cerceau
B) Marquer des points en frappant une balle contre une cible

C) Garder la balle en I'air sans qu'elle touche le sol

D) Frappes la balle au-dessus du filet et dans le coté de I'adversaire

Correct :-

Rule Based

B) Marquer des points en frappant une balle contre une cible
Predicted :- B) Marquer des points en frappant une balle contre une cible

Question: A partir de I'mage donnée, quel est I'objectif principal de cette action dans le jeu de
Tambourin ?

Options: A) Passer la balle & un coéquipier

B) Frapper la balle vers la zone cible et marquer des points
C) Bloquer les mouvements de I'adversaire

D) Défendre leur coté du terrain

Correct :-  B) Frapper la balle vers la zone cible et marquer des points
Predicted :- B) Frapper la balle vers la zone cible et marquer des points

Image Based

Figure 45: Example Illustration of France Traditional Sports Correct Prediction
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Question: In which region of France was the Tambourin traditionally played, and

what was its historical significance in that region?

Options: A
B
C
D)

Provence, where it was used to celebrate harvest festivals
Normandy, as entertainment at the royal court

Brittany, where it served as a training tool for warriors
Alsace, mainly for religious ceremonies

Correct:  A) Provence, where it was used to celebrate harvest festivals
Predicted: A) Provence, where it was used to celebrate harvest festivals

History Based

Question: During a game of Tambourin, Team Ais losing 10-8, and it's the last round. Player 1
from Team A is preparing to hit the ball. However, Player 2 from Team B suddenly starts
distracting Player 1 by waving their arms. What should Team A do?

Options: A) Let Player 1 continue without saying anything
B) Ask the referee to stop the game and address the distraction
C) Ignore the distraction and keep playing
D) Substitute Player 1 with someone else from their team

Correct: B) Ask the referee to stop the game and address the distraction
Predicted: B) Ask the referee to stop the game and address the distraction

Scenario Based

Question: What is the main objective in the game of Tambourin?

Options: A) Score points by hitting a ball through a hoop
B) Score points by hitting a ball against a target
C) Keep the ball in the air without letting it touch the ground
D) Hit the ball over the net and into the opponent’s side

Correct: B) Score points by hitting a ball against a target
Predicted: B) Score points by hitting a ball against a target

Rule Based

Question: Based on the given image, what is the main objective of this action in the game of
Tambourin?

Options: A) Pass the ball to a teammate

B) Hit the ball toward the target area and score points
C) Block the opponent’s movements
D) Defend their side of the court

Correct: B) Hit the ball toward the target area and score points
Predicted: B) Hit the ball toward the target area and score points

Image Based

Figure 46: Example Illustration of France Traditional Sports Correct Prediction (In English)

Question: Dans I'istoire du Tambourin, quel role important ce sport a-t-il joué dans
les échanges culturels entre la France et Iltalie au XVle siécle ?

Options: A) ll a influencé le développement du tennis moderne

B) Il était un outil diplomatique utilisé pour renforcer les alliances a travers
des événements sportifs partagés

C) ll est devenu un sport compétitif dans les cours royales des deux pays

D) Il était utilisé¢ comme méthode d'entrainement miltaire pendant les
périodes de guerre

Correct - B) Il était un outil diplomatique utilisé pour renforcer les alliances &
travers des événements sportifs partagés
Predicted :- C) Il est devenu un sport compétitif dans les cours royales des deux
pays
History Based

Question: Lors d'une partie de Tambourin, I'équipe X méne de 5 points. L'équipe Y parvient & marquer un point avec une
superbe frappe, mais la balle touche le sol juste aprés avoir franchi la zone cible. L'équipe X affirme qu'il s'agit d'une faute,
tandis que I'équipe Y pense que c'était un point valide. Que doit-il se passer ensuite ?

Options :  A) L'arbitre attribue le point & I'équipe Y, car la balle a franchi la zone cible

B) Le point est attribué a I'équipe X en raison de la balle ayant touché le sol

C) Un arbitre neutre ou un joueur senior doit revoir le jeu et prendre une décision
D) Les deux équipes rejouent le point

Correct - A) L'arbitre attribue le point a I'équipe Y, car la balle a franchi la zone cible
Predicted :- C) Un arbitre neutre ou un joueur senior doit revoir le jeu et prendre une décision

Scenario Based

Question: Dans le jeu de Tambourin, quelle est I'une des régles importantes concernant
le mouvement des joueurs pendant la partie ?

Options: A) Les joueurs peuvent se déplacer librement sur le terrain sans restrictions

B) Les joueurs sont limités a leur cété du terrain et ne peuvent pas traverser
la ligne centrale

C) Les joueurs doivent rester derriére une ligne spécifique lorsqu'ils servent la
balle

D) Les joueurs doivent utiliser uniquement une main pour frapper la balle
pendant le jeu

Correct - B) Les joueurs sont limités a leur coté du terrain et ne peuvent pas
traverser la ligne centrale

Predicted - C) Les joueurs doivent rester derriére une ligne spécifique lorsquiils
servent la balle

Rule Based

Question: Quelle situation décrit cette image ?

Options: A) Le joueur avec le tambourin est sur le point d'exécuter une attaque puissante, tandis que
Fautre joueur est positionné pour bloguer e coup

B) Le joueur avec le tambourin prépare un mouvement défensif pour protéger son objectif

C) Les deux joueurs attendent que le jeu redémarre aprés un temps mort

D) Le joueur qui défend lobjectif essaie de distraire le frappeur

Correct :- A) Le joueur avec le tambourin est sur le point d'exécuter une attaque puissante, tandis
que lautre joueur est positionné pour bloquer le coup

Predicted - B) Le joueur avec le tambourin prépare un mouvement défensif pour protéger son
objectif

Image Based

Figure 47: Example Illustration of France Traditional Sports Wrong Prediction
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Question: In the history of Tambourin, what important role did this sport play in cultural
exchanges between France and Italy in the 16th century?

Options:A) It influenced the development of modern tennis

B) It was a diplomatic tool used to strengthen alliances through shared sporting events
C) It became a competitive sport in the royal courts of both countries

D) It was used as a military training method during times of war

Correct: B) It was a diplomatic tool used to strengthen alliances through shared sporting

events
Predicted:C) It became a competitive sport in the royal courts of both countries

History Based

Question:During a game of Tambourin, Team X is leading by 5 points. Team Y manages to score a point with a great shot, but the ball
touches the ground just after crossing the target area. Team X claims its a fault, while Team Y believes it was a valid point. What should
happen next?

Options: A) The referee awards the point to Team Y because the ball crossed the target area
B) The point is awarded to Team X because the ball touched the ground

C) Aneutral referee or a senior player should review the play and make a decision

D) Both teams replay the point

Correct:A) The referee awards the point to Team Y because the ball crossed the target area
Predicted:C) A neutral referee or a senior player should review the play and make a decision

Scenario Based

Question: In the game of Tambourin, what is one important rule regarding the movement of
players during the match?

Options: A) Players can move freely around the entire court without restrictions
B) Players are limited to their side of the court and cannot cross the center line
C) Players must stay behind a specific line when serving the ball

D) Players must use only one hand to hit the ball during the game

Correct: B) Players are limited to their side of the court and cannot cross the center line
Predicted:C) Players must stay behind a specific line when serving the ball

Rule Based

Question: What situation does this image describe?

Options: A) The player with the tambourine is about to execute a powerful attack, while the other
player is positioned to block the hit

B) The player with the tambourine is preparing a defensive move to protect their goal

C) Both players are waiting for the game to restart after a timeout

D) The player defending the goal is trying to distract the hitter

Correct: A) The player with the tambourine is about to execute a powerful attack, while the other
player is positioned to block the hit

Predicted: B) The player with the tambourine is preparing a defensive move to protect their goal

Image Based

Figure 48: Example Illustration of France Traditional Sports Wrong Prediction (In English)

Question: In welchem Jahr wurde Radball offiziell als Sportart vom Deutschen Question: Wéhrend eines Radball-Spiels versucht Spieler A, ein Tor zu schiefen, indem er den Ball in
Radsportverband anerkannt? Richtung des gegnerischen Tors schielt, aber der Ball wird vom Torwart des Gegners blockiert. Der Ball
trifft dann den Pfosten und prallt ins Spielfeld zuriick. Was sollte Spieler A als Nachstes tun?
Options: A) 1885 ok
B) 1900 Options : A) Spieler A muss sofort einen zweiten Schuss auf das Tor versuchen
) 1920 B) Das Spiel geht weiter, und Spieler A's Team muss sich fiir einen weiteren Versuch neu formieren
D) 1930 C) Spieler A wird bestraft, weil er den Pfosten getroffen hat
as Spiel wird gestoppt und ein Freiwurf fiir Spieler A's Team wird vergeben
d) Das Spiel wird gestoppt und ein Freiwurf fiir Spieler A's Te ird vergebs
Correct -:  B) Das Spiel geht weiter, und Spieler A's Team muss sich fiir einen weiteren Versuch neu
Correct:-  A) 1885 formi
X ) formieren
Predicted :- A) 1885 . Predicted :- B) Das Spiel geht weiter, und Spieler A's Team muss sich fiir einen weiteren Versuch neu
History Based formieren )
Scenario Based
Question: Wie viele Spieler sind in einem Radball-Team? Question: Was ist die wahrscheinlichste Aktion, die die Spieler auf diesem Bild ausfiihren?
Options: A) 1 Options: A) Sie blockieren den Ball mit ihren Fahrradern
B)2 B) Sie versuchen, ein Tor zu schieRen
c)3 C) Sie versuchen, den Ball zu einem Mitspieler zu passen
D)4 D) Sie verhindern, dass der Ball aus dem Spielfeld geht
Correct:- B)2 Correct :-  B) Sie versuchen, ein Tor zu schieRen
Predicted - B)2 Predicted :- B) Sie versuchen, ein Tor zu schielen
Rule Based

Figure 49: Example Illustration of Germany Traditional Sports Correct Prediction
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