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Abstract

Recent advances in LLM-based recommen-
dation have shown promise, yet their cross-
domain generalization is hindered by a funda-
mental mismatch between language-centric pre-
training and the recommendation task. Existing
methods, relying on language-level knowledge,
fail to capture dynamic, item-level user inter-
ests across domains. To bridge this gap, we pro-
pose RecBase, a domain-agnostic foundational
model pretrained with a recommendation-
oriented objective. RecBase leverages a large-
scale, heterogeneous, cross-domain corpus
with unified textual representations and feature
mappings to enhance cross-domain generaliza-
tion. To further align item semantics across
domains, we introduce a unified item tokenizer
that encodes items into hierarchical concept
identifiers, enabling structured representation
and efficient vocabulary sharing. The model is
trained using an autoregressive objective to cap-
ture complex item-level sequential patterns. On
eight real-world datasets, our 1.5B-parameter
model matches or surpasses the performance
of LLM baselines up to 7B parameters in zero-
shot and cross-domain recommendation tasks.

1 Introduction

In recent years, large language models (LLMs) (Mi-
naee et al., 2024) have demonstrated powerful capa-
bilities in zero-shot learning, multi-task unification,
and multi-domain generalization. Inspired by these
successes, an intriguing yet underexplored area is
the development of foundational models specifi-
cally tailored for recommender systems (Huang
et al., 2024; Liu et al., 2024b). Recommender sys-
tems (Zhu et al., 2022) are essential for helping
users discover content of interest and have been
widely applied across various domains, such as
videos, music, and products. An ideal foundation
model for recommender systems should be capable

†Corresponding Authors.

of addressing diverse recommendation tasks across
different domains while also performing effectively
in zero-shot and few-shot (e.g., cold-start) settings.

Toward this goal, existing research aims to lever-
age the strengths of LLMs to enhance the effec-
tiveness and versatility of recommender systems,
a field referred to as LLM-based recommendation
(Wu et al., 2024). For instance, some initial ef-
forts, such as those described in (Liu et al., 2023;
Liang et al., 2025; Hou et al., 2024b), explore the
direct application of LLMs for zero-shot recom-
mendation. Other works, like P5 (Geng et al.,
2022) and GenRec (Ji et al., 2023), focus on con-
tinuing pretraining of LLMs in multi-domain and
multi-task recommendation settings. Additionally,
some other studies such as (Petrov and Macdonald,
2023; Bao et al., 2023; Lin et al., 2024) investi-
gate efficient fine-tuning and alignment of LLMs
for downstream recommendation tasks. However,
these approaches face several limitations: 1) Input
Representation: Recommendation data often needs
to be mapped into language modalities, which may
not effectively represent user sequences as shown
in our experiments. 2) Knowledge Gap: The knowl-
edge gap between language models and recommen-
dation tasks makes them struggle with modeling
item-item co-relationships, hindering their perfor-
mance in zero-shot recommendations. 3) Model
Alignment: Fine-tuning language models to align
with recommendation models using downstream
task datasets can compromise the model’s ability to
effectively handle zero-shot and cross-domain rec-
ommendations. As a result, such approaches often
fail to meet the expectations set for foundational
recommendation models.

In this paper, we aim to bridge the gap by
making the first effort to pretrain a foundational
model from scratch (dubbed RecBase), support-
ing both zero-shot and multi-domain recommen-
dation settings. To achieve this, we leverage
LLMs solely as encoders for unified semantic rep-
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resentation and then model item-item relationships
through generative pretraining on large-scale, open-
domain, recommendation-oriented item sequence
data. Specifically, our work makes the following
technical contributions: 1) Data Collection and
Representation: We compile a large-scale, open-
domain recommendation dataset spanning 15 dif-
ferent domains (comprising 4.5M items and 35M
interactions). We uniformly extract textual repre-
sentations of items to serve as a data source for
pretraining across various domains. 2) Unified
Item Tokenizer: Instead of relying on ID-based
sequence modeling, which lacks semantics, or
language-based modeling, which is often verbose,
we propose a general item tokenizer that unifies
item representations across domains. Each item is
tokenized into multi-level concept IDs, learned in a
coarse-to-fine manner inspired by curriculum learn-
ing. This hierarchical encoding facilitates semantic
alignment, reduces vocabulary size, and enables ef-
fective knowledge transfer across diverse domains.
3) Autoregressive Pretraining: We adopt an au-
toregressive modeling paradigm for pretraining,
where the model predicts the next token in a se-
quence. This approach enables learning item co-
relationships within a unified concept token space,
thereby enhancing the model’s generalization in
zero-shot and cross-domain settings. For clarity
and consistency, we provide two pretrained ver-
sions of our foundation models: RecBase-0.3B and
RecBase-1.5B.

To assess the model’s generalization ability in
zero-shot and multi-domain settings, we design
an evaluation framework that predicts, i.e., ranks,
items users are likely to engage with across a
wide range of recommendation tasks. We con-
duct extensive experiments on eight diverse and
previously unseen datasets to examine the zero-
shot and cross-domain performance of RecBase.
The results show that our recommendation-oriented
pretraining strategy substantially enhances the
model’s ability to generalize to new domains
without task-specific tuning. While fine-tuning
on in-domain data can further improve perfor-
mance, our primary emphasis in this work is
on zero-shot generalization. In these settings,
RecBase consistently outperforms language-model-
based baselines, underscoring the effectiveness of
recommendation-aligned pretraining and its poten-
tial to support robust and adaptable recommenda-
tion across domains. RecBase will be open-sourced
at https://github.com/reczoo/RecBase.

2 Related Work

2.1 LLM-based Recommendation

Recent advancements in LLM-based recommen-
dation systems have focused on both item scoring
and generation tasks. In item scoring, models like
M6-Rec (Cui et al., 2022), Prompt4NR (Zhang and
Wang, 2023), TabLLM (Hegselmann et al., 2023),
and TALLRec (Bao et al., 2023) transform user-
item data into natural language representations, ei-
ther generating item descriptions for scoring or
reframing the task as a cloze-style prediction. Sim-
ilarly, ONCE (Liu et al., 2024a) offers a generative
framework for content-based recommendation, and
CLLM4Rec (Zhu et al., 2024b) enhances collabo-
ration in LLM-based systems. For item generation,
approaches like GPT4Rec (Petrov and Macdonald,
2023), P5 (Geng et al., 2022), EAGER (Wang et al.,
2024a), and EAGER-LLM (Hong et al., 2025)
leverage generative models to predict the next item
based on user behavior, with DiffuRec incorporat-
ing uncertainty into sequential recommendations.
Additionally, GIRL (Zheng et al., 2023) demon-
strates how LLMs can improve job recommenda-
tions. While LLM-based methods have advanced
recommendations, they struggle with the semantic
gap between language-based representations and
structured recommendation data. Based on this,
we propose a pretrained model that directly learns
from recommendation-specific representations to
bridge the semantic gap and enhance adaptability
across domains.

2.2 Item Representation for Recommendation

Recent works have made significant strides in en-
hancing recommendation systems by improving
item representations. Hierarchical models, such as
those using graph neural networks to aggregate
item information into representations (Li et al.,
2020; Wang et al., 2021a), have been shown to re-
fine user profiles and capture dependencies within
and across interactions. Techniques like cross-
view contrastive learning (Ma et al., 2022) have
also been proposed to model user-bundle and user-
item interactions, facilitating better generalization
across domains. Additionally, methods address-
ing sequential recommendation challenges have
focused on mitigating item representation diver-
gence (Peng et al., 2022), further enhancing learn-
ing efficiency. Another noteworthy advancement
is the use of Semantic IDs for items (Rajput et al.,
2023; Zheng et al., 2024; Wang et al., 2024b; Zhu
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Figure 1: Overview of the RecBase model. (a) illustrates the use of discrete representation techniques to transform
product descriptions from multiple domains into unified concept ID sequences. (b) depicts the curriculum learning
process for optimizing codebook learning. (c) demonstrates how the autoregressive model leverages discretized
concept IDs to predict the next item in the sequence, effectively capturing item relationships for recommendation.

et al., 2024a), where generative retrieval frame-
works predict the next item in a sequence, enhanc-
ing generalization, particularly in zero-shot scenar-
ios. While these methods show progress, they are
often constrained by domain-specific data, limiting
their ability to generalize across different contexts.
Our approach aims to overcome these limitations
by constructing a unified feature representation
that enables better generalization across diverse
domains.

3 Method

Our proposed method consists of two main stages.
First, item representations are mapped into a uni-
fied discretized space, generating a concept ID se-
quence for each item (Section 3.2). Second, this
concept ID sequence is used to autoregressively
predict the next in the sequence (Section 3.3).

3.1 Preliminary

To facilitate the learning of user behavior based on
item history by large language models, it is nec-
essary to discretize continuous item semantic em-
beddings into unified discrete tokens. This can be
achieved through Residual Quantized Variational
Autoencoder (RQ-VAE) (Lee et al., 2022). Given
an input e ∈ Rd, RQ-VAE first encodes e into the

latent space using an encoder E :

z := E(e) (1)

RQ-VAE extends Vector Quantized Variational
Autoencoder (VQ-VAE) (van den Oord et al., 2018)
by introducing the concept of hierarchical quanti-
zation, which progressively quantizes the latent
representation z. Specifically, at each level d, the
residual rd is quantized by mapping it to the near-
est embedding ecd in the level-specific codebook
Cd := ek

K
k=1, where

cd = argmin
k
∥rd − ek∥ (2)

The residual for the next level is computed as

rd+1 := rd − ecd (3)

This process is recursively repeated m times to
generate a tuple of m codewords representing the
Semantic ID, approximating the input from coarse
to fine granularity. Separate codebooks for each
level allow for varying granularities as the residual
norms decrease.

3.2 Unified Feature Representation Space
To ensure a consistent and structured representation
of items across different domains, we first standard-
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Algorithm 1 Training Process of CL-VAE

Input: semantic embeddings e ∈ RB×D, encoder
E , decoder D, m-level codebooks {Cd}md=1

1: used_level=0
2: Encoding:
3: µ, logσ2 ← E(e)
4: z ← µ+ σ ⊙ ϵ {Sampling ϵ ∼ N (0, I)}
5: Curriculum Learning:
6: if Total loss converges then
7: used_level← used_level + 1
8: end if
9: Quantization:

10: zq, indices, LQ ← rqvae(z, {Cd}used_level
d=0 )

11: Codebook Initialization:
12: if codebook usage rate is low then
13: C0 ← KMeans(z)
14: end if
15: Loss Computation:
16: Le ← entropy_loss(indices)
17: erecon ← D(zq)
18: LR ← MSE(erecon, e)
19: Ltotal ← LR + LQ + γLe

ize item descriptions into a unified format. This
allows for uniform processing and facilitates trans-
formation into feature embeddings using a shared
encoder. By maintaining structural consistency,
the model can effectively learn and compare items
across domains within a common feature space.

For a highly generalizable large language rec-
ommendation model, it is essential that IDs de-
rived from item embeddings are evenly distributed
across the ID space. This ensures that the repre-
sentations of items from diverse domains are well
spread out, making it easier for the model to gen-
eralize across various categories. However, during
RQ-VAE training, codebook collapse often occurs,
where the majority of inputs, regardless of their
domain, are mapped to only a small subset of code-
book vectors. This results in a situation where
a new item, especially one from a previously un-
seen domain, may be encoded into a token that
the large language model (LLM) has never encoun-
tered, leading to suboptimal performance. To miti-
gate this issue, we propose Curriculum Learning
Enhanced RQ-VAE (CL-VAE), which improves
the model’s robustness and enhances its ability to
handle zero-shot scenarios across diverse domains.

As shown in Figure 1, in CL-VAE, we introduce
curriculum learning (Bengio et al., 2009; Wang
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Figure 2: Visualization of t-SNE Clustering in the
ID Space: (a) Discrete ID space learned by RQ-VAE,
(b)Discrete ID space learned by CL-VAE.

et al., 2021b), where the core idea is to allow the
model to progressively learn tasks from simple to
complex (Narvekar et al., 2020), rather than di-
rectly learning complex tasks. We observed that
the hierarchical structure of RQ-VAE inherently
aligns with the principles of curriculum learning.
We perform staged training for the different levels
of the codebook: initially, we train the first layer
for n epochs to allow it to fully learn basic feature
representations, and after the loss stabilizes, we
add the second layer for further training, and so
on. This staged training approach not only reduces
the complexity of initial training but also enhances
the model’s convergence stability. By gradually
building hierarchical representations, CL-VAE ef-
fectively maps item representations from diverse
domains into a unified concept ID space, enabling
the large language model to generalize more effec-
tively across different distributions.

To further mitigate codebook collapse, particu-
larly in cases where certain codebook vectors are
sparsely utilized, we determine whether to reini-
tialize the first-level codebook based on its usage
during training. This reinitialization provides a
new optimization starting point for the first-level
codebook, ensuring sufficient learning of low-level
features and preventing collapse, thereby enhanc-
ing the overall performance of the model.

The loss for the modified model is composed of
reconstruction loss LR, codebook loss and commit-
ment loss LQ, entropy loss LE:

L(x) := LR + LQ + γLE, (4)

LR := |x− x̂|2, (5)

LQ :=

m−1∑

d=0

| sg[ri]− eci |2 + β|ri− sg[eci ]|2, (6)
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Figure 3: Illustration of the zero-shot transfer and
domain-specific fine-tuning process. The diagram
shows how the pretrained model is tested in a zero-
shot setting and fine-tuned for in-domain performance.

LE := −
m−1∑

d=0

K∑

j=1

pd,j log pd,j . (7)

here x̂ is the output of the decoder, sg denotes the
stop-gradient operation, and pd,j represents the us-
age frequency of codebook vector ej at level d.
The first two loss terms are intrinsic to RQ-VAE,
while the third term is an entropy penalty designed
to promote more diverse utilization of the code-
book. Together, these loss terms facilitate the joint
training of the encoder, decoder, and codebook.

3.3 Autoregressive Modeling

After applying the unified discretization method,
we obtain a sequence of concept IDs, where each
item is represented as an m-bit semantic ID. To
utilize this representation for recommendation, we
convert a user’s interaction history into a sequence
of concept IDs, preserving the chronological or-
der. Each item in the sequence is denoted as
si = (s1i , s

2
i , . . . , s

m
i ), where sji is the j-th bit of

the item’s concept ID.
Given a sequence of historical interactions S =

(s1, s2, . . . , sn), we train an autoregressive model
to predict the next ID. The model takes the preced-
ing sequence S<t as input and outputs a probability
distribution over each bit of the next ID st:

P (st|S<t) =

m∏

j=1

P (sjt |s<j
t , S<t), (8)

where P (sjt |s<j
t , S<t) is the probability of the j-

th bit given its previous bits and the interaction
history. Training is performed using the negative
log-likelihood loss:

L = −
n∑

t=1

m∑

j=1

logP (sj∗t |s<j∗
t , S<t), (9)

where sj∗t is the ground truth bit value.
During inference, the model generates the next

item’s concept ID bit by bit, treating concept IDs
as tokens in its vocabulary. This structured repre-
sentation enables the model to effectively capture
user behavior patterns, leading to more accurate
and diverse recommendations.

4 Experiments

We evaluate our method through zero-shot recom-
mendation experiments, pre-training our model
on 15 diverse datasets and testing it on 8 unseen
datasets to assess its generalization ability. The
dataset statistics are shown in Figure 4 and Table 2.

4.1 Evaluation Setup

RecBench (Liu et al., 2025a,b) is a recently intro-
duced benchmark (comprising 15 datasets across
10 domains) designed to evaluate LLM-based rec-
ommenders. In this work, we adopt RecBench for
zero-shot recommendation evaluation in the ma-
jority of our experiments. More specifically, we
use item textual information to represent each item,
including that in the user browsing history. Given
a user–item pair, we will use natural language to
concatenate the user and item feature: “The user
has browsed the following items: ... , will this user
be interested in the item: ...? Answer (Yes/No): ”.
The prediction of the next token will be regarded
as the user interest score or click probability). For
closed-source models, we map the LLM’s textual
responses (YES or NO) directly to interest scores
of 1.0 and 0.0, respectively. For open-source mod-
els, we obtain the logits of the YES and NO tokens
from the classifier, denoted as lyes and lno. After
applying softmax normalization over these two
tokens, we take the score corresponding to the YES
token as the click probability, formulated as:

Click Probability = pyes =
elyes

elyes + elno
. (10)

For inference, RecBase takes the user’s historical
interaction sequence as input and outputs the logits
for the predicted item concept IDs. These logits
represent the joint probability distribution over the
m possible concept IDs. By comparing these prob-
abilities, we identify the item that the user is most
likely to engage with, based on their previous inter-
actions. This process allows RecBase to generate
recommendations by ranking items according to
their predicted interest scores.
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Table 1: Zero-shot recommendation evaluation across multi-domain datasets.

Size(M) MIND MovieLens MicroLens Goodreads Yelp Steam H&M HotelRec Overall

P5 223 0.4911 0.5138 0.5017 0.5027 0.5080 0.5296 0.4845 0.4905 0.5027
RecGPT 6,649 0.5078 0.5069 0.4703 0.5083 0.5140 0.4924 0.4875 0.4937 0.4976
BERTbase 110 0.4963 0.4934 0.4992 0.4958 0.4914 0.5002 0.5204 0.4955 0.4990
OPTbase 331 0.5490 0.5104 0.4773 0.5015 0.5158 0.4257 0.4555 0.5028 0.4922
OPTlarge 1,316 0.5338 0.5174 0.5236 0.5042 0.5026 0.3825 0.5650 0.5026 0.5039
Qwen-2 494 0.4886 0.5138 0.5701 0.5148 0.5077 0.6399 0.6287 0.5311 0.5493
Phi-2 2,780 0.4851 0.5296 0.5078 0.5049 0.5186 0.6061 0.5447 0.4986 0.5244
Llama-2 6,738 0.4945 0.6030 0.4877 0.5273 0.5378 0.5622 0.4519 0.5305 0.5243
Llama-3 8,030 0.4904 0.6412 0.5577 0.5191 0.5267 0.7690 0.5454 0.5342 0.5729
Mistral 7,248 0.4833 0.6933 0.559 0.5321 0.5313 0.8102 0.5762 0.5677 0.5941
Deepseek-Qwen2 7,615 0.5117 0.5407 0.563 0.5165 0.5303 0.5905 0.5994 0.5648 0.5520
GPT-3.5 - 0.5057 0.5170 0.5110 0.5122 0.5039 0.6184 0.5801 0.5076 0.5319

RecBasebase 313 0.5508 0.5352 0.5401 0.5029 0.5320 0.7450 0.5870 0.4874 0.5601
RecBaselarge 1,318 0.5442 0.6474 0.5712 0.5329 0.5326 0.8343 0.6761 0.5124 0.6063

The task is framed as predicting user interest
in unseen items based on historical interactions,
approached as a ranking problem. To evaluate
the model’s performance, we use the Area Under
Curve (AUC) metric, which measures the model’s
ability to rank items in order of relevance.

Figure 4: Training and test datasets distribution

Table 2: Statistics of training, finetune, and test datasets.

Item size User size History Avg. length

Training datasets 4,595,003 35,047,682 20.37
Finetune datasets 1,005,745 5,098,084 17.83

Test datasets 623,615 145,975 15.01

4.2 Implementation Details

In our approach, we employ a hierarchical feature
extraction technique using the CL-VAE model with
a 4-level codebook, each level sized at 2048. This
setup enables the model to progressively extract
more structured features from raw data, as validated

by ablation studies. For textual item descriptions,
we use the NV-Embed-v2 (Lee et al., 2024) model
to convert unstructured text into dense, semanti-
cally rich embeddings, making the data suitable for
downstream recommendation tasks.

For the RecBase pre-training, we train two ver-
sions: Base and Large. The Base version is config-
ured with a hidden size of 1024, an intermediate
size of 2816, and 16 attention heads across 24 lay-
ers. It supports a maximum position embedding
length of 32,768. The Large version increases the
hidden size to 1536, intermediate size to 8960, and
adjusts the number of attention heads to 12 with
28 layers. The position embedding length and slid-
ing window are extended to 131,072, enhancing
the model’s capacity to process longer sequences.
Both models use a vocabulary size of 20,000 and
share other key settings derived from the Qwen2
(Yang et al., 2024) architecture.

4.3 Zero-Shot Recommendation Performance
In this experiment, we evaluate our RecBase model
against several state-of-the-art approaches, includ-
ing zero-shot recommendation methods based on
large language models (LLMs) and fine-tuned
recommendation models. Specifically, we com-
pare our model with LLM-based zero-shot meth-
ods such as BERTbase (Devlin et al., 2019), OPT
(Zhang et al., 2022), Qwen-2 (Yang et al., 2024),
Phi-2, Llama-2 (Touvron et al., 2023), Llama-3
(Dubey et al., 2024), Mistral (Jiang et al., 2023),
and GPT-3.5 (Brown et al., 2020), as well as fine-
tuned LLM-based models like RecGPT (Zhang
et al., 2024) and P5 (Geng et al., 2022). This com-
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Table 3: Performance of our model under zero-shot and
fine-tuning settings on various datasets.

Microlens Steam MovieLens H&M Yelp

Zero-shot 0.5401 0.7450 0.5352 0.5870 0.5320

Fine-tuned 0.5602 0.9173 0.6216 0.6261 0.6125

Improve. (%) 3.70% 23.12% 16.14% 6.66% 15.13%

parison is conducted across multiple datasets to
evaluate the generalization ability of each method.

The experimental results demonstrate the superi-
ority of RecBase over traditional LLM-based meth-
ods in both generalization and efficiency. Specif-
ically, RecBaselarge achieves an overall score
of 0.6063, surpassing strong baselines such as
RecGPT, P5, Mistral, and GPT-3.5. These findings
highlight the effectiveness of our domain-specific
pretraining strategy, which enables the model to
capture fine-grained semantic nuances of recom-
mended items and achieve robust zero-shot per-
formance. Moreover, RecBase consistently out-
performs advanced LLM-based models such as
Llama-3 and Qwen-2 across all datasets, with par-
ticularly notable improvements on H&M (0.6761
vs. 0.6287) and Steam (0.8343 vs. 0.8102), under-
scoring its strong generalization capability. In ad-
dition, RecBasebase, with only 313M parameters,
delivers competitive results while outperforming
models like BERTbase and OPTbase, all at a sub-
stantially lower computational cost. Collectively,
these results position RecBase as both a highly
efficient and powerful solution for zero-shot rec-
ommendation ranking.

4.4 Unified Representation Performance

To evaluate the effectiveness of the unified concept
space generated by the CL-VAE method, we con-
ducted an in-depth analysis. As previously noted,
an optimal code discretization approach should aim
to map the input data distribution as uniformly as
possible into the latent space, maximizing the uti-
lization of each token. This ensures that the au-
toregressive model can effectively leverage every
token value for encoding. As illustrated in Fig-
ure 2, traditional methods such as RQ-VAE result
in features from different domains being indepen-
dently distributed in the latent space, with minimal
interaction between them. In contrast, the CL-VAE
method significantly improves upon this, as evi-
denced by the increased overlap and interaction
between features from diverse datasets within the

unified concept space.
The transformation in the frequency distribution

of code usage across different levels, as depicted
in Figure 5c, further supports the validity of this
mapping. The CL-VAE method not only achieves a
more balanced distribution of IDs but also ensures
the effective exploitation of the hierarchical struc-
ture of the codebook. This hierarchical approach
enables the model to capture both fine-grained and
coarse-grained features, thereby enhancing its gen-
eralization capability across various recommenda-
tion scenarios. By establishing a unified and well-
distributed concept space, CL-VAE facilitates the
autoregressive model in making more efficient and
accurate predictions, ultimately improving the over-
all performance of the recommendation system.

5 Analysis

In this section, we present a series of ablation stud-
ies to evaluate the contribution of individual com-
ponents to the model’s overall performance and
generalization ability.

5.1 Ablation Analysis on Key Components

The ablation study, as shown in Table 4, highlights
the importance of each component within CL-VAE.
The baseline model, RecBasebase, achieves the best
performance across all datasets, demonstrating the
effectiveness of the complete method. When the
formatted text description is removed, there is a
noticeable drop in performance, indicating that
structured text representations play a vital role in
enhancing the model’s ability to capture relevant
features. Similarly, the removal of the reinitial-
ization step results in a significant decline in per-
formance, suggesting that the initialization mech-
anism is crucial for stabilizing learning and im-
proving convergence. Additionally, excluding the
curriculum learning module leads to further perfor-
mance degradation, particularly in more complex
recommendation scenarios, which underscores the
value of progressively training the model on in-
creasingly difficult examples.

5.2 Ablation Study on the Codebook

We perform an ablation analysis on the size and
number of levels in the multi-level codebook of the
CL-VAE module. As shown in Figure 2, with an
increase in size, the conflict rate between the con-
cept IDs obtained from the codebook continuously
rises, indicating that enlarging the size benefits the
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Table 4: Modular ablation study. format., init. and cur.
represent formatted text description, reinitialization and
curriculum learning in CL-VAE respectively.

Yelp Steam H&M HotelRec Overall

RecBasebase 0.5320 0.7450 0.5870 0.4874 0.5879

w/o format. 0.5204 0.7187 0.5668 0.4966 0.5756
w/o init. 0.4912 0.5924 0.5319 0.4909 0.5266
w/o cur. 0.5073 0.6815 0.5412 0. 4815 0.5529

optimization of representations. However, when
the size reaches a certain scale, such as 4096 in
the figure, a decrease in utilization occurs, lead-
ing to redundant wastage of the vocabulary space.
Therefore, our model selects a size of 2048 for
each layer. Regarding the analysis of levels, as the
number of levels increases, the number of prod-
ucts that can be represented by the concept IDs
grows exponentially. For spaces beyond four lev-
els, the utilization of IDs becomes very low, and the
gains from increasing the number of levels begin to
plateau, further incurring additional inference costs
during decoding. Consequently, our model adopts
a strategy of four levels to optimize the balance
between performance and efficiency.

5.3 In-Domain Adaptation via Fine-Tuning

Table 3 shows the performance of our model un-
der zero-shot and fine-tuning settings across var-
ious datasets. Fine-tuning consistently improves
performance over the zero-shot setting, with sig-
nificant gains on the Steam (+0.1723) and Movie-
Lens (+0.0864) datasets, indicating the effective-
ness of domain-specific adaptation. Even datasets
with smaller improvements, such as Microlens
(+0.0201) and Yelp (+0.0805), benefit from fine-
tuning. Figure 3 illustrates the fine-tuning process,
emphasizing how in-domain adaptation refines the
model’s representations. These results demonstrate
the adaptability and potential of our model for fur-
ther performance enhancement with in-domain su-
pervision.

5.4 Analysis of Inference Efficiency

We conducted an inference efficiency comparison
between our model and several other state-of-the-
art models, including Qwen2, phi, GptRec, Mistral,
and RecBase, on the same experimental dataset.
Our model consistently demonstrated superior in-
ference efficiency, outperforming the others by a
significant margin. This improvement can be at-
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Figure 5: Codebook structure vs. Collision rate and Uti-
lization rate. (a) demonstrates the impact of codebook
size on the collision rate and utilization rate. (b) reflects
the influence of codebook level on the aforementioned
metrics.

tributed to the specialized ID vocabulary space we
designed specifically for recommendation tasks.
Unlike general-purpose large language models that
rely on vast vocabulary spaces based on natural lan-
guage representations, our model utilizes a much
smaller, more efficient vocabulary tailored to the
needs of recommendation systems. This design
choice not only enhances the model’s efficiency
but also positions it as a more suitable base model
for recommendation-related tasks.
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Figure 6: Comparison of Inference Latency.

6 Conclusion

In this paper, we introduce RecBase, a foundation
model tailored to the challenges of zero-shot and
multi-domain recommendation. By pretraining on
a large-scale cross-domain corpus with structured
text representations and unified feature mappings,
RecBase demonstrates strong generalization across
heterogeneous recommendation tasks. The incor-
poration of curriculum learning and discrete repre-
sentations facilitates the construction of a unified
concept ID space, thereby mitigating semantic dis-
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crepancies between domains. Furthermore, the au-
toregressive training paradigm enables the model to
effectively capture inter-item dependencies, yield-
ing superior zero-shot and cross-domain perfor-
mance compared to conventional large language
models. Comprehensive evaluation on eight real-
world datasets confirms the effectiveness of our
approach, particularly in cold-start scenarios, high-
lighting the potential of recommendation-oriented
pretraining as a promising direction for building
robust and adaptable recommender systems.

7 Limitation

Despite its promising performance in zero-shot and
multi-domain scenarios, our model exhibits sev-
eral limitations inherent to recommendation data.
Data sparsity and distribution imbalance can impair
generalization, particularly for cold-start users and
long-tail items. While cross-domain pretraining
partially alleviates this, the model may still under-
represent certain domains or items with sparse in-
teractions. Additionally, biases in the training data
can limit generalization to new domains or diverse
user populations. Future work should explore data
augmentation, active learning, and bias mitigation
strategies, and evaluate the model on larger, more
heterogeneous benchmarks to enhance scalability
and real-world robustness.
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Supplementary Material

A Dateset Details.

The rec-base model are pretrained on 15 diverse
training datasets across various domains and evalu-
ated on 8 additional cross-domain datasets. Here
are detail descriptions about these datasets.

Training datasets EBNeRD (Kruse et al., 2024)
and PENS (Ao et al., 2021) are news-related
datasets. EBNeRD is used to optimize news rec-
ommendation systems, while PENS is a dataset
for personalized news headline generation. The
PixelRec (Cheng et al., 2024) and KuaiRec (Gao
et al., 2022) datasets are both related to short video
recommendations, containing a large number of
user interactions with short videos and the corre-
sponding video thumbnails. The Amazon Reviews
2023 (Hou et al., 2024a) dataset is a large-scale e-
commerce review dataset that covers user feedback
information such as ratings, review texts, and help-
ful votes, as well as product metadata. The Amazon
Review Dataset records user evaluations of prod-
ucts on the Amazon website and is a classic dataset
for recommendation systems. Sub-datasets such as
Amazonbeauty, Amazonbooks, Amazonsports, and
Amazontoys focus on the fields of beauty products,
books, sports products, and toy products, respec-
tively. Netflix dataset is a classic movie-related
recommendation system dataset, containing over
100 million user ratings for movies.

Evaluation datasets MIND (Wu et al., 2020)
dataset is a large-scale news recommendation

dataset constructed from Microsoft News user click
logs, featuring rich information for each news ar-
ticle, including title, abstract, body, and category
labels. It records users’ news click history and
impression logs. The dataset is well-suited for
studying challenges in news recommendation such
as cold start problems, and user interest modeling.
MovieLens (Harper and Konstan, 2015) dataset is a
classic recommendation system dataset created by
the GroupLens research team at the University of
Minnesota, containing a large number of movie rat-
ings by users. MicroLens (Ni et al., 2023) is a large-
scale, content-driven short video recommendation
dataset that contains 1 billion user interactions with
short videos and provides rich modality informa-
tion for these videos. The Goodreads (Wan et al.,
2019) dataset was collected from the Goodreads
website by UC San Diego, containing book meta-
data, user-book interactions, and detailed user re-
views, with approximately 228 million user-book
interaction records. The Yelp Open Dataset is a sub-
set of business, review, and user data provided by
the well-known American merchant review website
Yelp. It includes approximately 160,000 businesses,
8.63 million reviews, and 200,000 images from
eight major metropolitan areas. The Steam Dataset
is a multi-dimensional dataset built based on Steam,
the world’s largest digital game distribution plat-
form. It covers detailed information such as game
purchase records and playtime for millions of users
and is widely used for research in user behavior
analysis, market trend prediction, and game recom-
mendation systems. The H&M dataset is a dataset
provided by H&M, containing product information,
customer information, and transaction records. It
is widely used for research in recommendation sys-
tems. HotelRec (Antognini and Faltings, 2020) is
a large-scale hotel recommendation dataset created
by the Artificial Intelligence Laboratory at École
Polytechnique Fédérale de Lausanne (EPFL), col-
lected from the TripAdvisor platform. It contains
approximately 50 million hotel reviews and is the
largest recommendation dataset in a single domain
with text reviews.

B Data Processing Details

B.1 Biases in Data Distribution and Modality
Handling

The RecBase pretraining corpus is constructed
from 15 cross-domain recommendation datasets.
We acknowledge certain biases in the overall distri-
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bution, particularly the overrepresentation of news
and audio-visual content. To mitigate this, we care-
fully curated the dataset selection to achieve a more
balanced category distribution, ensuring that no sin-
gle domain dominates the training signal.

To ensure a controlled and fair evaluation, we
standardized all inputs to a text-only format. For
multimodal datasets such as PixelRec, Clothing,
and NineRec, we therefore isolated and used only
their textual descriptions (e.g., product metadata
and reviews), while discarding other modalities.
This design choice mitigates confounding effects
from heterogeneous data types and establishes a
level playing field for comparison with our text-
centric baselines. While this precludes the use of
multimodal signals for now, we argue the rich tex-
tual information present in these datasets provides
a robust basis for assessing model generalization.
The integration of discretized multimodal features
into our unified framework is a promising direction
for future research.

B.2 Data Preprocessing and Noise Filtering
To maximize exposure to real-world user behavior
patterns, RecBase is pretrained on raw user inter-
action data from each dataset. The preprocessing
pipeline includes the following steps:

Text Standardization. We structured item-
related content into a unified format, combining
titles, attributes, and reviews into a clean textual
description. Non-informative or off-topic reviews
were filtered out to retain only content relevant
to the core product or item, as illustrated in Fig-
ure 1(b) and detailed in Appendix B.

User History Filtering. We applied length-based
filtering to manage the variance in user history
lengths. Users with fewer than 15 interactions (e.g.,
in AmazonToys) were removed due to insufficient
sequence signal, while extremely long histories
(e.g., exceeding 2500 interactions in LastFM or
PixelRec) were truncated to avoid overfitting and
memory inefficiency.

B.3 Negative Sampling
Unlike traditional recommendation models that re-
quire explicit negative sampling, RecBase is trained
on real user interaction sequences using an autore-
gressive objective. Therefore, no artificial negative
sampling is involved during training. The model
learns to predict the next likely item based on his-
torical sequences, leveraging only positive (i.e.,

observed) user feedback. This setup reflects the
natural sequential structure of user behavior and
aligns with the pretraining objective.

C Examples of Items.

In what follows, we show some examples of for-
matted text descriptions of items for extracting em-
beddings by using the NV-Embedding model (Lee
et al., 2024):

’Describe a movie:\n{\n"title": "Toy Story
(1995)",\n"genres": "Adventure | Animation
| Children | Comedy | Fantasy"\n}’

’Describe a movie:\n{\n"title": "Ju-
manji (1995)",\n"genres": "Adventure |
Children | Fantasy"\n}’

’Describe a movie:\n{\n"title": "Grumpier
Old Men (1995)",\n"genres": "Comedy |
Romance"\n}’

Test cases for large language model benchmarks:

’User behavior sequence: \n(1) This Ford
GT40 Movie Rig From "Ford V Ferrari"
Looks Absurd\n(2) Kendall Jenner Wore
the Tiniest Dress to Go Jewelry Shop-
ping\nCandidate item: 9 fashion trends
inspired by the 2000s that are coming back
in style’

’User behavior sequence: \n(1) This
Ford GT40 Movie Rig From "Ford V
Ferrari" Looks Absurd\n(2) Kendall Jenner
Wore the Tiniest Dress to Go Jewelry
Shopping\nCandidate item: Here Are the
Biggest Deals Weŕe Anticipating for Black
Friday’

’User behavior sequence: \n(1) This
Ford GT40 Movie Rig From "Ford V
Ferrari" Looks Absurd\n(2) Kendall Jenner
Wore the Tiniest Dress to Go Jewelry
Shopping\nCandidate item: Man cuffed for
eating sandwich on train platform gets an
apology’
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