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Abstract

Fine-tuning pre-trained models on targeted
datasets enhances task-specific performance
but often comes at the expense of generaliza-
tion. Model merging techniques, which inte-
grate multiple fine-tuned models into a single
multi-task model through task arithmetic, of-
fer a promising solution. However, task in-
terference remains a fundamental challenge,
leading to performance degradation and sub-
optimal merged models. Existing approaches
largely overlooked the fundamental roles of
neurons, their connectivity, and activation, re-
sulting in a merging process and a merged
model that does not consider how neurons re-
lay and process information. In this work, we
present the first study that relies on neuronal
mechanisms for model merging. Specifically,
we decomposed task-specific representations
into two complementary neuronal subspaces
that regulate input sensitivity and task adapt-
ability. Leveraging this decomposition, we
introduced NeuroMerging, a novel merging
framework developed to mitigate task inter-
ference within neuronal subspaces, enabling
training-free model fusion across diverse tasks.
Through extensive experiments, we demon-
strated that NeuroMerging achieved superior
performance compared to existing methods
on multi-task benchmarks across both natu-
ral language and vision domains. Our find-
ings highlighted the importance of aligning
neuronal mechanisms in model merging, of-
fering new insights into mitigating task inter-
ference and improving knowledge fusion. Our
project is available at https://ZzzitaoFang.
github.io/projects/NeuroMerging/.

Introduction

"To see a world in a grain of sand..."

—William Blake

*Corresponding authors.
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Figure 1: Comparative analysis of our method with
baselines across models and domains.

To see a world in the spark of a neuron, the essence
of deep learning lies in the complex dynamics
of interconnected neurons, which has been em-
powering recent pre-trained models (PTMs), such
as foundation models and large language models
(LLMs) (Vaswani et al., 2017; Achiam et al., 2023;
Touvron et al., 2023), to learn rich representations
from large-scale datasets. These models demon-
strate general capabilities while enabling effective
fine-tuning for task-specific adaptation (Touvron
et al.,2023). PTMs have driven significant advance-
ments across core Al domains, including natural
language processing (NLP), computer vision (CV),
as well as applications in medicine, law, educa-
tion (Bommasani et al., 2021; Moor et al., 2023;
Ray, 2023). Building on this success, multi-task
learning (MTL) has been a paradigm for integrat-
ing task-specific abilities into a model (Fifty et al.,

2021), allowing generalization across multiple spe-
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Aspect Task Vector

Neuronal Task Vector

Vector Space Resides in the weight space

Interpretation Represents weight interpolation between
pre-trained and fine-tuned models
Activation y=¢((wh+7) %)

Resides in two complementary neuronal
subspaces of neurons

Aligns with neuronal mechanisms, with input
sensitivity and task adaptability

y=¢ (Wb -X +7, X +75, X1)

Table 1: Differences between task vector and neuronal task vector. Please refer to Section 3 for details.

Method Scale Granularity Level
Fisher Mergingcuirs Fisher Matrix Parameter
RegMeaniicir: Inner Product Matrix Parameter
Task Arithmeticiicir: Uniformed Task
Ties-Mergingneurrs2s Uniformed Parameter
DARE i 1/(1—p) Parameter
LoraHubjcouvs Evolver Searched Task
AdaMergingic.x21 | Unsupervised Optimized Layer
PCB-Mergingseupso: Balancing Matrix Parameter
NeuroMerging (Ours) L1-Norm Neuron

Table 2: Different merging scales and granularity levels.

cialized tasks. Nonetheless, MTL requires simulta-
neous training on all targeted datasets, which can
be costly and pose privacy concerns. Model merg-
ing (Wortsman et al., 2022; Ilharco et al., 2023; Du
et al., 2024) has recently emerged as an alterna-
tive paradigm to MTL for task adaptation, enabling
the training-free integration of fine-tuned models,
which are increasingly being shared publicly (e.g.,
on Hugging Face).

Model merging began with weight interpola-
tion (Wortsman et al., 2022) to combine the
strengths of different models in weight space by bal-
ancing competition and cooperation within shared
representation (Du et al., 2024; Ilharco et al., 2023;
Ortiz-Jimenez et al., 2023). In NLP, methods such
as merging task-specific language models have
been explored to build and update foundation mod-
els with multi-task capabilities (Wan et al., 2024a;
Akiba et al., 2025; Wan et al., 2024b). Similarly,
in CV, approaches like merging Vision Transform-
ers (ViTs) trained on different tasks or domains
have been investigated to create unified models ca-
pable of handling diverse visual tasks (Kim et al.,
2021; Bao et al., 2022; Wang et al., 2024). In
the multi-modal space, model merging has been
applied to integrate models from different modali-
ties, such as text and images, enhancing tasks like
audio-visual question answering and image cap-
tioning (Sung et al., 2023; Sundar et al., 2024; Dzi-
adzio et al., 2025). These advancements underscore
model merging as a promising avenue for future
research.

Existing methods for model merging primarily
operate at three granularities: model-level, layer-
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Figure 2: Impacts on neuronal subspaces decomposition
of T5-Large. Retaining the orthogonal subspace while
removing the parallel subspace preserves near-perfect
performance across all tasks. In contrast, keeping the
parallel subspace while removing the orthogonal sub-
space leads to a significant performance drop.

level, or parameter-level (Ilharco et al., 2023; Yang
et al., 2024b; Du et al., 2024), while overlook-
ing the fundamental roles of neurons, their activa-
tion and connectivity (Suhaimi et al., 2022; Stelzer
et al., 2021), which underpins the learning process
all neural networks from Perception (Rosenblatt,
1958) to LLMs (Touvron et al., 2023). Table 2
provided a summary of existing methods across
different granularities. In Figure 2 and Table 6 , we
analyze on how changes in model weights along
two complementary neuronal subspaces, leads to
distinct impacts on task performance, by removing
one and retaining the other. Notably, one subspace
preserves most of the task-specific capabilities.
This observation motivates us to explore model
merging at the neuronal level, which could have
important implications for mitigating task interfer-
ence and could yield more robust merged models.

In this work, we present the first study to exam-
ine model merging at the neuronal level, illustrated
in Figure 3. Specifically, we investigate the roles
of neuronal mechanisms (i.e., neuron connectivity
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Figure 3: Illustration of our proposed framework. (A) Our approach explicitly considers neuronal activation
mechanisms through neuronal task vectors 7F € R?, defined as the difference between fine-tuned and pre-trained
neurons for task ¢. (B) These vectors are decomposed into parallel and orthogonal subspaces relative to pre-trained
neurons, corresponding to input sensitivity and task adaptability. SVD constructs a coordinate system in the
previously unstructured orthogonal subspace. (C) Our NeuroMerging method merges models efficiently within
these low-dimensional complementary subspaces, rather than in the original high-dimensional weight space.

and activation) in model merging, both mathemati-
cally and empirically. We begin by decomposing
task-specific representations from fine-tuned mod-
els into two complementary neuronal subspaces.
These subspaces are mathematically characterized
to show that they regulate neuron sensitivity and
input adaptability. The key differences of our neu-
ronal subspaces with existing task vectors sum-
marized in Table 1. Leveraging the insights from
the decomposition, we introduce NeuroMerging,
a novel merging framework designed to mitigate
task interference within neuronal subspaces, en-
abling training-free model fusion across diverse
tasks. To evaluate our approach, we conduct ex-
periments on multi-task benchmarks across both
natural language and vision domains, considering
various settings, including in-domain and out-of-
domain generalization. Empirically, our method
outperforms existing approaches as summarized in
Figure 1. The main contributions of our paper are
as follows:

* We presented the first exploration into the

roles of neuronal mechanisms in the merg-
ing process, introducing a decomposition of
task-specific representations into two comple-
mentary neuronal subspaces.

* Based on the insights from the neuronal sub-
spaces, we proposed NeuroMerging, a new
framework developed for model merging ac-
counting input sensitivity and task specificity.

* We showed that NeuroMerging achieved su-
perior performance compared to existing ap-
proaches on multi-task benchmarks in both
natural language processing and vision do-
mains.

2 Related Work

Multi-Task Learning (MTL) (Fifty et al., 2021)
leverages transferable knowledge to handle mul-
tiple related tasks simultaneously. Existing MTL
approaches primarily rely on architectural design or
optimization strategies. Architectural-based meth-
ods, such as Mixture of Experts (MoE) (Shazeer

15722



et al., 2017), introduce specialized subnetworks
that dynamically route inputs to task-specific ex-
perts, effectively reducing interference. However,
these methods require modifying the pretrained
model structure, increasing computational com-
plexity, and limiting scalability (Liu et al., 2019;
Shen et al., 2024; Lu et al., 2024). Optimization-
based approaches, on the other hand, focus on
balancing task gradients or loss functions to miti-
gate task conflicts during training (Bai et al., 2023;
Cipolla et al., 2018). While these methods improve
convergence, they still depend on task-specific
training data, which may be impractical in real-
world applications due to privacy concerns or data
scarcity (Liang et al., 2022). In contrast, model
merging offers an alternative paradigm by inte-
grating knowledge from multiple fine-tuned mod-
els into a single unified model without requiring
additional training data or architectural modifica-
tions (Wortsman et al., 2022; Ilharco et al., 2023).
Notwithstanding the promising findings, a key chal-
lenge in model merging is task conflict (Yadav
et al., 2023; Du et al., 2024), where different tasks
compete for model capacity, potentially leading to
suboptimal performance.

To resolve task conflicts, existing model merg-
ing methods can be categorized into three levels
based on their granularity. Model-level merging
combines entire model weights, typically through
averaging or weighted aggregation, but often re-
sults in performance degradation due to the loss
of task-specific knowledge, as seen in methods
like Task Arithmetic (Ilharco et al., 2023) and Lo-
RAHub (Huang et al., 2024a). Layer-level merging
selectively integrates layers from different models
under the assumption of shared representations; for
instance, AdaMerging (Yang et al., 2024b) adapts
layer selection to better preserve task-specific infor-
mation. Parameter-level merging directly manip-
ulates individual parameters to blend knowledge
from multiple models, enhancing adaptability and
robustness. Techniques such as Fisher Merging
(Matena and Raffel, 2022), RegMean (Jin et al.,
2023), TIES-Merging (Yadav et al., 2023), DARE
(Yu et al., 2024a), and PCB-Merging (Du et al.,
2024) exemplify this approach. However, existing
methods largely overlook the fundamental role of
neuron and neuron-level interactions in task spe-
cialization. In this work, we aim to bridge this gap.

Current neural network models, from the Per-
ceptron invented by Rosenblatt (1958) to recent
massive LLMs (Touvron et al., 2023), have grown

significantly in scale and complexity. Nevertheless,
the core principle remains unchanged: neurons and
their connectivity still underpin the learning pro-
cess (Stelzer et al., 2021; Suhaimi et al., 2022).
During the pre-training and fine-tuning process,
neurons are not merely passive components but ac-
tive elements of the network, each contributing to
learning and inference (Jiang et al., 2024; Islam
et al., 2023). In this work, we attempt to conduct
the first in-depth study on neuronal mechanisms in
model merging.

3 Methodology

In this section, we first formalize the concept of
neuronal task vector for model merging and then
decompose neuronal task vectors into two com-
plementary neuronal subspaces. Subsequently, we
introduce our framework, NeuroMerging, shown
in Algorithm 1 in Appendix A.4, which performs
merging in the neuronal subspaces.

3.1 Preliminaries

Model merging considers the fusion of a set of
T task specific models, (61, ...,6;,...,07), fine-
tuned from a pretrained model 8y. With the task
vector notation, each task is defined as 7 = 6; — 6.
The merged model is 6 = 0y + £(T1, ..., T¢, .o, TT),s
where () represents the transformation applied to
each task vector 7; and followed by merging.

Zooming into the neuronal level of 7y from any
neural network models (from perceptron to LLMs),
the activation of the neuron can be computed with
an input z € R™:

y=p(w} - T) (1)

where w represents the synaptic connectivity
to the k*" neuron after fine-tuning from the pre-
trained weights w§. ¢(-) denotes non-linear activa-
tion function. Noting that although the input z is
involved in the definition and derivation, it is not
required during the merging process.

3.2 Neuronal Task Vector

Neuronal task vector is defined to be the difference
between task-specific fine-tuning of a neuron with
the pre-trained model: 77 = w} — w’(}. Based on
the defined neuronal task vector, we can rewrite the

activation of the k' neuron as:

y=o((wh+1/)7) )
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3.3 Neuronal Subspace Decomposition

To examine how task-specific fine-tuning impact
neurons, we decompose the neuronal task vectors
into two complementary neuronal subspaces, visu-
alized in Figure 3. Mathematically, this decompo-
sition is formulated as:

k k k
T, = THvt + TJ_,t? (3)
where T|]f . = P7F projects the neuronal task vec-

tors onto the pre-trained model’s weight space, Par-
allel Subspace (P). Here, P is the projection ma-
trix onto the span of W§. 7% = (I — P)7f cap-
tures the complementary orthdgonal modifications,
in the Orthogonal Subspace (O). Noting that T is
not required during decomposition.

Based on Neuronal Subspace Decomposition,
we decompose both 7/ and  into two orthogonal
subspaces (P and O) of ng and obtain:

y=o((wg+7f,+75,) - (@ +21) @

Due to the orthogonality between vectors in the
parallel subspace and those in the orthogonal sub-
space, we can simplify the expression as:

y = p(wg - T| +T\]|€,t T +TJk_,t x1)  (5)

Since ng and Tlf , are parallel, we can further
express as:

y= @Z)(S(T\]ﬁt) T+ Tj,t ") (6)

Thus, we obtain a mechanistic view of the fine-
tuned neuron: it adjusts its sensitivity s to input
in the parallel subspace (P) while adapting itself
to capture Z to handle task ¢ in the orthogonal
subspace (O).

The role of each complementary subspace:

 Parallel Subspace (P): this subspace cap-
tures transformations that preserve shared rep-
resentations with the ng. It is also closely
related to neuron sensitivity with larger mag-
nitudes corresponding to higher sensitivity to

changes in input activations.

¢ Orthogonal Subspace (O): The orthogo-
nal complementary subspace of P represents
novel task-specific adaptations introduced dur-
ing fine-tuning, capturing input adaptability
to task specific representation.

3.4 NeuroMerging

Our proposed NeuroMerging merges neuronal task
vectors along two complementary neuronal spaces:

=k k k k

T = Al'lpH (TII,17""T”,t7"' 77'”’/1—\) (7)
k

. )TJ_,T>

where 1| (-) denotes the merging function for T|’|“ . €
R, which can be a commonly used weighted aver-
age, TIES’s disjoint merge (Yadav et al., 2023), and

others. (+) is also applied to non-neuronal pa-

k k
+ )\2¢L (TLJ’ - ’TJ_,t7 ..

rameters such as bias and pre-norm. For Tf : € RT,
we first find dominant orthogonal subspace7s within
O using singular value decomposition (SVD) with
rank being the number of tasks interact within the
same neuron, and then project Tf , along each di-
mension of the SVD subspace, before applying
1)|(+) to them. Detailed discussion on SVD is pro-
vided in Appendix A.3.

A1 and Ao are scaling parameters. When vali-
dation data is available A1 and A\ could be tuned.
However, when validation is unavailable, we pro-
pose setting A\; = 0 (as the corresponding subspace
is observed to have little impact in Section 6.3) and
estimate Ay based on the impact of top 7% men-
tioned in Section 3.1. Specifically, \g is estimated

as Ay = ﬁ, where o = max(o1,...,0¢,...,07)
”TtmaskedHl . .
and o; = ET the ratio of the L1 — Norm

of the zeroed-out elements in the task vector
rnasked to the L1 — Norm of the original task
vector 7¢. Detailed discussion on the parameters is
provided in Section 6.3.

Subsequently, we reconstruct the task vector 7
with the all the merged neuronal task vectors 7.
Finally, we obtained the final merged model § =
00+ T rescaled- The complete procedure is presented
in Algorithm 1, with additional discussion on the
motivation provided in Appendix B.

4 Experimental Setup

Baseline Methods. Our baselines comprise two
main categories: (1) non-model merging ap-
proaches, which include individually fine-tuned
models and a multitask model trained jointly on the
combined dataset serving as our theoretical upper
bound, and (2) various advanced model merging
techniques, including Simple Averaging (Worts-
man et al., 2022), Fisher Merging (Matena and Raf-
fel, 2022), RegMean (Jin et al., 2023), Task Arith-
metic (Ilharco et al., 2023), TIES-Merging (Ya-
dav et al., 2023), AdaMerging (Yang et al., 2024b),
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Task(—) T || A Test Set Performance
Method(|) paws qasc quartz story_cloze wiki_ga winogrande wsc
Zeroshot 53.1 582 542 541 54.3 70.9 49.2 63.9
Finetuned 88.0 944 97.1 853 91.0 95.7 71.6 80.6
Multitask - 88.1 942 985 89.3 92.0 95.4 73.5 73.6
Averagingjicvi 2 X 51.6 59.2 263 69.6 53.8 67.3 49.1 36.1
Task Arithmeticiiciros X 59.7 609 317 578 73.0 73.5 55.7 65.3
TIES-Mergingeuies2s X 76.7 80.8 924 777 81.9 78.4 61.9 63.9
PCB-Mergingeuis> X 76.9 829 932 79.0 844 75.6 63.5 59.7
NeuroMerging (Ours) X 77.6 81.1 943 81.6 84.7 81.2 56.7 83.9
Fisher Mergingveurs> v 68.7 684 83.0 655 62.4 94.1 58.2 49.2
RegMeanjiciros v 79.8 839 972 732 82.6 94.1 63.2 64.4
Task Arithmeticiiciros v 74.6 727 913 764 85.6 744 61.0 61.1
TIES-Mergingeuies>s v 79.5 826 949 7238 87.4 85.2 66.6 66.7
PCB-Mergingveurs> v 81.0 87.0 952 764 88.1 88.4 64.3 68.1
NeuroMerging (Ours) v 82.2 864 943 759 87.9 91.2 65.9 73.6

Table 3: Test set performance when merging T5-Large models on seven NLP tasks.

PCB-Merging (Du et al., 2024), NPS (Du et al.,
2025), and our proposed NeuroMerging method.
Notably, we used task-wise AdaMerging for fair
comparison with existing baselines and our method.
See Section 6.5 for further discussion and analysis.
We reported average accuracy across all tasks’ test
sets as our primary evaluation metric.

Validation Set Availability. Previous works ex-
hibited varying dependencies on a validation set.
Fisher Merging inherently required a validation set
to compute the Fisher matrix. Other approaches
may optionally utilize validation data for hyperpa-
rameter tuning, while RegMean leverages training
data to compute and store inner product matrices
for model merging. However, since these matrices
matched the dimensions of the original model, they
introduced substantial storage and computational
overhead, limiting scalability to larger models and
more extensive merging tasks.

Task vector-based approaches such as Task
Arithmetic, Ties-Merging, and PCB-Merging,
along with our proposed NeuroMerging, are sub-
stantially more lightweight and efficient. These
approaches are training-free and do not rely on a
validation set, making them highly practical for
real-world applications. To further evaluate this
advantage, we conducted additional experiments
comparing task vector-based methods in scenarios
where validation sets were unavailable.

Hyperparameters. In the absence of an additional
validation set, we set A = 1 as the default value for
all task-vector-based methods. For TIES-Merging
and PCB-Merging, which required a masking ratio,
we followed the settings of Yadav et al. (2023) and
Du et al. (2024), applying » = 0.2 as the default
value across all experiments. For NeuroMerging,

we set a default masking ratio of » = 0.15, with
A1 fixed at 0, while Ao was automatically adjusted
according to the methodology described in Sec-
tion 3.4.

When validation is allowed, we configure the
non-diagonal multiplier o in RegMean to 0.9, ex-
cept for the T5-base model, where it is set to 0.1.
For Task Arithmetic, we performed a grid search
over A ranging from 0.2 to 1.5 with a step size of
0.1. For TIES-Merging, PCB-Merging, and Neu-
roMerging, we searched for the optimal masking
ratio r in the range [0.05,0.2] with a step size of
0.05, and A (A for NeuroMerging) from 0.8 to 5.0
with a step size of 0.1.

S Results
5.1 Merging NLP Models

Following the experimental settings from Yadav
et al. (2023), we used the T5-base and T5-large
models (Raffel et al., 2020), which were encoder-
decoder transformers (Vaswani et al., 2017) pre-
trained via masked language modeling on a large
text corpus, and fine-tuned them independently
on seven tasks: Khot et al.’s (2020) QASC,
Yang et al.’s (2015) WikiQA, and Tafjord et al.’s
(2019) QuaRTz for Question Answering; Zhang
et al.’s (2019) PAWS for Paraphrase Identifica-
tion; Sharma et al.’s (2018) Story Cloze for Sen-
tence Completion; and Sakaguchi et al.’s (2020)
Winogrande together with Levesque et al.’s (2012)
WSC for Coreference Resolution. Tables 3 and 13
demonstrated that our approach achieved superior
performance over state-of-the-art methods, achiev-
ing improvements of 0.6% and 1.2% for T5-base
and T5-large, respectively. Moreover, NeuroMerg-
ing without validation showed even more substan-
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tial gains, surpassing previous methods by 1.4%
for T5-base and 0.7% for T5-large. For compre-
hensive results across all tasks and model variants,
see Appendix C.1 Tables 3 and 13, with detailed
error analysis provided in Appendix C.4.

5.2 Out-of-Domain Generalization

Building upon the experimental setup of Yadav
et al. (2023), we also investigated how merged
models between tasks enhance generalization in
different domains. Following the approach used in
prior NLP models, we merged models on seven in-
domain datasets and evaluated their performance
on six held-out datasets from the TO mixture (Sanh
et al., 2022) to assess cross-task generalization.
These datasets encompass diverse tasks, cover-
ing three Question Answering datasets: Huang
et al.’s (2019) Cosmos QA, Sap et al.’s (2019)
Social IQA, and Rogers et al.’s (2020) QuAIL; one
Word Sense Disambiguation dataset: Pilehvar and
Camacho-Collados’s (2019) WiC; and two Sen-
tence Completion datasets: Gordon et al.’s (2012)
COPA and Zellers et al.’s (2019) H-SWAG. As
shown in Figure 4, NeuroMerging outperformed
the strongest baseline by 0.7% and 0.5% for T5-
base and T5-large models, respectively, showcasing
enhanced out-of-domain generalization capabili-
ties. For more comprehensive results, please refer
to Appendix C.1 Tables 16 and 17, with detailed
error analysis provided in Appendix C.4.

Fisher Merging *
4 RegMean - |
40 1 WV Task Arithmetic )
A Ties-Merging T5-Base* A
@ PCB-Merging -
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Figure 4: In-domain v.s. Out-domain performance.

5.3 Merging LLMs

We followed the experimental setup of Du et al.
(2024) and extended our NeuroMerging to larger
LLMs.
specialized Llama-2-7b models (Touvron et al.,

Specifically, we merged three domain-

Model | CMMLU GSM8K Human-Eval | Average
Chinese 38.6 23 134 18.1
Math 31.2 65.6 0.0 323
Code 333 0.0 17.1 16.8
Averagingicvio) 35.6 48.5 6.7 30.3
Task Arithmeticiiciros 354 46.1 9.8 30.4
TIES-Mergingseus2s) 36.5 534 12.8 343
Consensus TAjicvio - - - 335
Consensus TIES ey - - - 344
PCB-Merging s 36.4 52.3 16.5 35.1
PCB—Merging+ES\\.mwv 1 36.4 53.1 16.5 @
NPSacios) - - - 353
NeuroMerging (Ours) 36.1 57.2 14.6 36.0

Table 4: Performance comparison on LLaMA?2.

2023), and each was fine-tuned for distinct capabil-
ities: Chinese language understanding, mathemati-
cal reasoning (Yu et al., 2024b), and code genera-
tion (Roziere et al., 2023). To rigorously evaluate
the performance of each specialized model, we
employed established benchmarks tailored to their
respective domains: Li et al.’s (2024) CMMLU
for assessing Chinese language proficiency, Cobbe
et al.’s (2021) GSMS8K for mathematical capabili-
ties, and Chen et al.’s (2021) HumanEval for code
generation competency. As demonstrated in Table
4, our approach exhibited substantial performance
improvements, surpassing the strongest baseline by
0.9%. Notably, our method even outperformed the
PCB-Merging utilizing Evolution Strategies (ES)
optimization algorithm by 0.7%, underscoring the
effectiveness of our proposed methodology. Ap-
pendix C.4 provides the error analysis.

5.4 Merging Vision Models

We also examined the modality of vision by adher-
ing to the experimental setup outlined by Ilharco
et al. (2022, 2023). Specifically, we adopted two
variants of the CLIP model (Radford et al., 2021),
ViT-B/32 and ViT-L/14, as visual encoders (Doso-
vitskiy et al., 2021). For a fair comparison, we

Method | Validation | ViT-B/32 Avg. | ViT-L/14 Avg.
Individual - 90.5 94.2
Multi-task - 88.9 93.5
Averagingicui X 65.8 79.6
Task Arithmeticiiciro: X 60.4 83.3
TIES-Merging xeuips2:) X 72.4 86.0
PCB-Mergingeurirs2a) X 759 86.9
NeuroMerging (Ours) X 76.4 87.9
Fisher Mergingecuirs2) v 68.3 822
RegMeanjiciros v 71.8 83.7
Task Arithmeticiicizos v 70.1 84.5
TIES—Merging\\ urlPS23] v 73.6 86.0
AdaMergingm R2024] v 71.1 84.9
AdaMerging++cir01 v 73.7 87.3
PCB-Mergingeurivs2i) v 76.3 87.5
NeuroMerging (Ours) v 76.5 88.3

Table 5: Performance comparison on ViT.
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T5-large In-domain Out-domain Total Average

Fine-tuned 88.0 53.8 58.7
Keep Orthogonal 88.0 53.9 58.8
Keep Parallel 52.7 51.8 51.9

Table 6: Role of orthogonal and parallel subspaces on
T5-Large, details provided in Appendix Table 18.

obtained fine-tuned checkpoints from Ilharco et al.
(2023), which were consistently utilized across all
baseline methods. This comprehensive evaluation
spans multiple classification domains, encompass-
ing remote sensing, traffic analysis, and satellite
imagery recognition, with evaluations conducted
on standard benchmark datasets, including Cars
(Krause et al., 2013), DTD (Cimpoi et al., 2014),
EuroSAT (Helber et al., 2018), GTSRB (Stallkamp
et al., 2011), MNIST (LeCun, 1998), RESISC45
(Cheng et al., 2017), SUN397 (Xiao et al., 2016),
and SVHN (Netzer et al., 2011). Table 5 presented
the results of NeuroMerging, demonstrating its
competitive performance across different valida-
tion scenarios. When employing validation data,
our method achieved performance improvements
of 0.2% for ViT-B/32 and 0.8% for ViT-L/14 over
state-of-the-art baselines. In the absence of addi-
tional validation, NeuroMerging further improved
upon the strongest baseline by 0.5% and 1.0% for
ViT-B/32 and ViT-L/14, respectively. These re-
sults substantiated the broad model compatibility
of our approach. For comprehensive results across
all tasks and model variants, see Appendix C.1
Tables 14 and 15, with detailed error analysis pro-
vided in Appendix C.4.

6 Additional Results and Analysis

6.1 Merging without Validation Sets

‘When validation data is unavailable, we examined
the parameters A; and )y selected according to
Section 3.4, where \; was set to zero, as the corre-
sponding subspace was observed to have little im-
pact in Section 6.3. The value of A\ was computed
based on the L1-norm of masked and unmasked
task vectors. Figure 8 and Table 3 and Appendix Ta-
bles 3, 14, and 15 presented the evaluation of Neu-
roMerging on NLP and CV tasks across various
model sizes, comparing it with existing methods.
NeuroMerging achieves the highest average accu-
racy across all tasks. This demonstrated that our
proposed method, with a simple rescaling, outper-
formed existing methods on average. Specifically,
it achieved a 1.4% and 0.7% improvement over the

strongest baseline for T5-Base and T5-Large, re-
spectively. For vision models, it outperformed the
strongest baseline by 0.5% and 1.0% for ViT-B/32
and ViT-L/14, respectively.

6.2 Role of Neuronal Subspaces

Figure 2, Table 6 and Appendix Table 18 illustrated
the impacts of neuronal subspace decomposition
on T5-Large. To examine the impact of each sub-
space, ablation was performed separately on each
subspace by retaining one while removing the other.
Retaining the orthogonal subspace while removing
the parallel subspace preserved near-perfect perfor-
mance of finetuned checkpoints or even improved
them across most tasks for T5-Large, achieving
88.0% in-domain, 53.9% out-of-domain, and an
average of 58.8%. In contrast, keeping the parallel
subspace while removing the orthogonal subspace
resulted in a significant performance drop.

6.3 Robustness of Hyperparameters

We systematically investigated the impact of hyper-
parameters on merging performance: A; and A,
which control the parallel and orthogonal subspace
contributions, respectively, and the mask ratio r.

Relationship Between \; and )\,. To examine the
effects of \; and A9, we conducted a grid search
with A; € [0,1.0] and X2 € [3.0,4.0] at 0.1 in-
tervals, fixing » = 10%. As visualized in Fig-
ure 5, the performance exhibited column-wise uni-
formity in the heatmap, indicating insensitivity to
variations in A1, which aligned with our earlier dis-
cussion on the role of the orthogonal subspace in
Section 6.2. This highlights a practical strength
of our approach: when computational resources
are limited, users can simplify their merging tasks
by primarily tuning A, as adjusting A; yields rel-

Avg. Performance

Figure 5: Impacts of A; and A2 on T5-Large.
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atively subtle effects. The optimal performance
occurred at Ao = 3.6, attributed to the substantial
proportion of masked variables.

84
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82

80
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Avg. Performance (%)
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74

5 10 15 20 25 30 35 40 45 50
Mask Ratio (%)

Figure 6: Impacts on mask ratio .

Masking Ratio ». When validation is available,
we analyzed the impact of the mask ratio on per-
formance, showed in Figure 6. We observed robust
performance across different ratios, with accuracy
peaked at 15% and 10% for T5-Base and T5-Large,
respectively. Performance variations remained
bounded (within 2.5% for T5-Base and 4% for T5-
Large) and stabilized beyond 35%. Maintaining r
at 10%—20% improved performance, whereas ex-
ceeding this range often led to degradation. This
suggested that an optimal masking ratio balances
information retention and redundancy reduction.

6.4 Ablation Study on Merging Functions

We conducted ablation experiments on various
merging functions ¢ (-) to evaluate their effective-
ness in combining numerics. As shown in Ta-
ble 7, among all merging functions, the elect+mean
approach from TIES-Merging achieves the high-
est performance at 82.2%. In comparison, using
elect+sum, averaging, and sum methods resulted in
performance decreases of 2.6%, 2.5%, and 2.4%,
respectively.

Method | Avg. Acc
elect + mean 82.2
elect + sum 79.6
mean 79.7
sum 79.8

Table 7: Comparison of ¢(-) on average accuracy.

6.5 NeuroMerging + AdaMerging

We adopted task-wise AdaMerging (Yang et al.,
2024b) for fair comparison, as the layer-wise vari-

ant incurs substantial computational cost due to
tuning individual layer- and tasks-specific A values
via expensive backpropagation on a model larger
than the pre-trained one. Further computational
efficiency analysis between different methods is
detailed in Appendix C.3.

As shown in Table 8, our method consistently
improves the performance of both layer-wise
AdaMerging and AdaMerging++ when applied to
their publicly shared layer-wise A directly. Notably,
we observe a greater improvement when combin-
ing AdaMerging with NeuroMerging compared to
AdaMerging++, suggesting that the TIES compo-
nent within AdaMerging++ may inadvertently dis-
card information beneficial to NeuroMerging.

Method | ViT-B/32 ViT-L/14
Layer-wise AdaMerging 80.1 90.8
+NeuroMerging | 82.3 (+2.2) 91.3 (+0.5)
Layer-wise AdaMerging++ 81.1 91.0
+NeuroMerging | 82.5 (+1.4) 91.0 (+<0.1)

Table 8: Layer-wise enhancement on NeuroMerging.

7 Conclusion

In this paper, we revisited model merging from
the core principle neuron connectivity and activa-
tion that underpin the learning process of recent
deep neural networks and LLMs. Specifically, we
presented the first exploration into the roles of neu-
ronal mechanisms in the model merging process,
by decomposing of task-specific representations
into two complementary neuronal subspaces for
characterization. It was mathematically shown that
neuronal subspaces regulate input sensitivity and
task adaptability. Based on these insights, we pro-
posed NeuroMerging, a novel framework designed
to reduce task interference within neurons. Our em-
pirical evaluations demonstrated that NeuroMerg-
ing achieved superior performance compared to ex-
isting approaches on multi-task benchmarks across
both vision and natural language processing tasks.

Future work could extend NeuroMerging to
larger models or multimodal architectures with
more tasks. While our study introduced a neu-
ronal mechanistic perspective for in model merg-
ing, it focused only on neuron connectivity and
activation, without considering higher-order neu-
ronal dynamics (e.g., network level connectivity
and dynamics). Further research is needed to inves-
tigate these factors and deepen our understanding
of neuronal mechanisms in model merging, or even
in multi-task learning.
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Limitations

While our work provided the first neuronal mecha-
nistic perspective on multi-task interference when
merging large models, (1) it remains a partial view
of neuronal mechanisms as it does not yet explore
higher order neuronal dynamics during merging
and inference, which require further investigation.
Moreover, this work shares similar limitations with
current SOTA model merging methods, including
(2) the effectiveness of task arithmetic in model
merging relies on selecting fine-tuned checkpoints
that are beneficial for specific domains, ensuring
they originate from the same pretrained model,
and addressing hyperparameter sensitivity; and (3)
More effort is needed to develop a mathematical
understanding of why and when task arithmetic in
model merging works well, despite its simplicity
and efficiency.

Ethical Considerations

Our research is based on publicly available datasets
and models, all of which conform to their respec-
tive licenses and ethical guidelines. While the pro-
posed NeuroMerging approach itself introduces no
immediate ethical risks, caution should be exer-
cised when generalizing results beyond the eval-
vated domains. Specifically, applying this tech-
nique to privacy-sensitive or high-stakes scenarios
may require additional validation, as performance
and reliability in untested contexts remain uncer-
tain. We thus recommend thorough evaluation and
responsible deployment practices in such applica-
tions.
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A Additional Details

A.1 Checkpoints for LLaMA

We merged three domain-specialized Llama-2-7b
models (Touvron et al., 2023), and each is fine-
tuned for distinct capabilities: Chinese language
understanding', mathematical reasoning” (Yu et al.,
2024b), and code generation3 (Roziere et al., 2023).

A.2 Masking Ratio

As entries of the task vector with larger magnitudes
are more relevant to task-specific adaptation, only
the top 7% of 7, with the largest magnitudes are
kept, while the others were set to zero (Yadav et al.,
2023). The masked task vector is defined as ¢,
where m; is the mask that keeps the top r% of
the elements of each task vector. We used 7; to
represent the masked task vector for readability.

A.3 Singular Value Decomposition

We employed singular value decomposition (SVD)
to construct a meaningful coordinate system within
the orthogonal subspace O, defined as the null
space of the pre-trained neuron weights. Specif-
ically, since O inherently lacks an explicit coor-
dinate system, we first vertically stacked the task-
specific neuron weight vectors 7/* into a matrix D,
and then performed SVD on D as follows:

D = QpSi P, (8)

Here, k denotes the rank, which was set to be
the number of tasks, and P}, contains the top right
singular vectors, which represent the dominant, i.e.,
principal, directions of task variability in the or-
thogonal subspace O. These directions serve as the
coordinate axes for the orthogonal subspace.

Next, we projected the task weights onto these
axes using D Py, and apply the merging function
) (+) column-wise to aggregate the projected com-
ponents into a merged task representation ¢* in the
low-dimensional space. The final reconstruction of
the merged weights was given by ( kPkT .

A4 Algorithm
Algorithm 1 is the pseudo-code for NeuroMerging.

lhttps://huggingface.co/LinkSoul/
Chinese-Llama-2-7b

2https://huggingface.co/meta—math/
MetaMath-7B-V1.0

3https://huggingface.co/qualisZ@@G/
1lama-2-7b-int4-python-code-18k

Algorithm 1 NeuroMerging

Input: Task-specific models 71, 79,..., 7, pre-
trained model 6y, mask m;, mask ratio r,
proj matrix P

Output: Merged model 0

7+ =mzoT: // Mask task vector based on r

for k <+ 1to K do

fort < 1toT do

> Create neuronal task vector.

k_ ok k
T =Wy — Wy

> Decompose neuronal subspaces.
E _pk -k _ k
T =P, T = (I-P)7r

end

end
> Merge neuronal task vectors.
for k + 1to K do
if Validation data is available then

| Tune A\q and A5 using the validation dataset
else
masked H 1

— Il

Ot , a:max(al,..,aT)

[EAE!

M =0, d=-——

l—0o
end
™ = /\11#\\(7—\’\6,17 e T\’\C,T) + Aoy (Tjk_,h "7Tji,T)
end
> Reconstruct the merged task vector 7 by

combining the 7* for each neuron.
0 =60y+7 // final merged model

return 0

B Why Merging at the Neuronal Level?

From the statistical analysis of neuronal versus non-
neuronal parameters, it was observed that neuronal
parameters dominate the T5-Base and T5-Large,
showed in Figure. 7. As a result, they play a major
role in shaping the model’s learning dynamics, task
adaptability, and overall performance. This domi-
nance suggests that understanding and optimizing
neuronal parameter interactions is crucial for im-
proving model merging, reducing task interference,
and enhancing generalization across diverse tasks.
Moreover, we demonstrated in the main
manuscript that merging in the orthogonal subspace
(O) is more effective. To explain why, we mathe-
matically show that | does not influence the acti-
vation of the pre-trained neuron. For comparison,
consider the activation of the pre-trained neuron:

y=o(ws-z)=o(ws- (2 +21)) (9

Since z | belongs to the complementary orthog-
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Figure 7: Statistical analysis of neuronal versus non-neuronal parameters.

onal null space of wlg , we have:

Wg-fj_:()

(10)
Due to vector product of orthogonal subspaces,
we simplify the activation as:

y = p(wg - Z)) )

Hence, the orthogonal subspace (O) encapsu-
lates more task-specific adaptations, making it a
more effective space for merging. In Table 2, we
summarized the differences between our work with
existing methods.

C Additional Results

C.1 Comprehensive Task-Level Results

We provided all task-level results in T5-Base, T5-
Large (Raffel et al., 2020), LLaMA2 (Touvron
et al., 2023), ViT-B/32, and ViT-L/14 (Dosovitskiy
et al., 2021), respectively. The task-level results of
the in-domain experiments for all models can be
found in Tables 13, 14, 15. The task-level results
of the out-domain experiments for T5-Base and
T5-Large can be found in Tables 16 and 17. Lastly,
Table 18 showed the task-level results from Sec-
tion 6.2 when only one of the neuronal subspace
was retained.

C.2 Existing Model Merging Methods in
Neuronal Subspaces

To empirically validate the neuronal subspaces, we
extended our experiments to various existing model
merging methods. As shown in Tables 9 and 10, ex-
perimental results demonstrated that applying these
merging methods within our proposed orthogonal

neuronal subspaces consistently enhanced their per-
formance. Notably, this improvement occurred de-
spite these existing methods do not explicitly incor-
porating neuronal mechanisms into their designs.
This observation further underscored the signifi-
cance and motivation of our proposed approach.

C.3 Scalability Evaluation

We further evaluated the scalability of NeuroMerg-
ing from the perspective of computational effi-
ciency. As summarized in table 11 and 12 (run-
time in seconds, memory usage in GB; lower is
better), NeuroMerging consistently achieved supe-
rior efficiency compared to existing methods across
representative NLP and CV benchmarks. Specifi-
cally, it demonstrated comparable or reduced mem-
ory usage and improved accuracy relative to TIES-
Merging (Yadav et al., 2023) (+2.7% on T5-Large,
+2.3% on ViT-L/14, +1.7% on LLaMA?2), sig-
nificantly lower runtime and memory overhead
compared to PCB-Merging (Du et al., 2024), and
vastly reduced computational requirements rela-
tive to AdaMerging (Yang et al., 2024b), which
incured up to 100 times longer runtime and 10
times higher memory usage on ViT-L/14 due to
additional training steps. In general, unlike prior
approaches (Yadav et al., 2023; Du et al., 2024,
Yang et al., 2024b; Jung et al., 2024; Yang et al.,
2024a; Huang et al., 2024b; Lu et al., 2024; Matena
and Raffel, 2022), which either required loading
all parameters simultaneously or introduce costly
auxiliary components, NeuroMerging leveraged
neuronal task vectors aligned with neuronal mecha-
nisms, ensuring scalable, lightweight, and efficient
merging.
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C.4 Error Analysis

This section analyzes individual sub-tasks where
NeuroMerging’s performance is more than 3%
lower compared to the best-performing baseline.
The detailed breakdown covers NLP-series, Vision-
series, and LLM-series tasks across various set-
tings, including with and without validation, dif-
ferent model sizes, as well as in-domain and out-
of-distribution (OOD) evaluations. For the quan-
titative analysis, we report both the performance
differences and the single-task rankings. For the
qualitative analysis, we offer possible explanations
to interpret these observed differences.

NLP series. Performance details are summarized
in Tables 3, 13, 16, and 17. On Winogrande, T5-
Large without validation is behind by 6.8% (rank-
ing 3/5), and T5-Base with validation by 6.6%
(ranking 6/6); on Quartz, T5-Base with and with-
out validation lag by 6.3% (ranking 4/6) and 3.3%
(ranking 3/5), respectively; on Story Cloze, T5-
Base without validation trails by 5.5% (ranking
2/5); for Cosmos QA in the out-of-distribution
(OOD) setting, T5-Large is lower by 9.7% (rank-
ing 6/8); and on WiC, T5-Large and T5-Base un-
der OOD conditions show performance gaps of
6.1% (ranking 3/8) and 13.6% (ranking 3/8), re-
spectively.

These tasks typically require deeper semantic
reasoning or more fine-grained contextual align-
ment compared to other tasks. Winogrande (Sak-
aguchi et al., 2020) and WiC (Pilehvar and
Camacho-Collados, 2019) both rely heavily on
nuanced lexical disambiguation or pronoun res-
olution. In these scenarios, the multi-task merg-
ing process, especially under limited model capac-
ity or validation scenarios, may inadvertently ig-
nore task-specific weights, diluting fine-grained
semantic signals. Quartz (Tafjord et al., 2019)
and Cosmos QA (Huang et al., 2019) demand co-
herent integration of multi-sentence causal chains
and background knowledge. However, parameter
interference from shorter-text tasks occasionally
compresses the reasoning chain, thus restricting
deep semantic extraction. Story Cloze (Sharma
et al., 2018) emphasizes narrative coherence mod-
eling, where different optimal configuration con-
flicts among merged tasks can weaken sensitivity to
long-range dependencies. Overall, the performance
gaps identified mainly arise from representational
shifts induced by cross-task distributional differ-
ences, coupled with mismatches between model

capacity and task complexity. These findings in-
dicate promising directions for future research on
model merging.

Vision series. Performance details are summarized
in Tables 5, 14 and 15. On SUN397 (Xiao et al.,
2016), ViT-B/32 with validation lag by 3.3% (rank-
ing 3/8); and on Cars (Krause et al., 2013), ViT-
B/32 with validation is behind by 3.5% (ranking
2/8), with results similar to other merging methods
except for Fisher Merging.

Fisher Merging demonstrated strong perfor-
mance on these datasets, likely because it lever-
ages the Fisher Information Matrix to selectively
emphasize task-critical parameters on these two
datasets (e.g., SUN397 requires panoramic scene
composition, while Cars hinges on sub-class visual
micro-signatures) through computing the Fisher In-
formation Matrix using second-order derivatives or
approximation through backpropagation. However,
the high computational cost of the Fisher Informa-
tion Matrix and its dependence on data make it less
practical. As a result, recent model merging meth-
ods often avoid using the Fisher Information Matrix
despite its effectiveness on these two datasets.
LLM series. Performance details are summarized
in Table 4. NeuroMerging does not exhibit any
sub-task with a performance drop exceeding 3% in
this scenario.

D Implementation Details

We executed NLP and CV experiments on Nvidia
GeForce 4090 GPUs with 24GB RAM, and LLM
experiments on Nvidia A6000 GPUs with 48GB
RAM, respectively. The merging experiments
demonstrated highly computational efficiency, with
evaluation times under 2 minutes for T5-Base, T5-
Large, ViT-B/32, and ViT-L/14 models. For large
language model, specifically LLaMA?2, the valida-
tion process across three datasets required approxi-
mately 40 minutes per complete evaluation cycle.

E Dataset Details

We utilized several datasets, and each of
them comes with specific licenses. The fol-
lowing datasets are available under the Cre-
ative Commons License: WiC (Pilehvar and
Camacho-Collados, 2019), WSC (Levesque et al.,
2012), Story Cloze (Sharma et al., 2018),
QuaRTz (Tafjord et al., 2019), Cars (Krause
et al.,, 2013), and GTSRB (Stallkamp et al.,
2011). Winogrande (Sakaguchi et al., 2020) and
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Task(—) T5-Base TS-Large
Method(]) | Acc. (%) Orth. (O) Par.(P) | Acc. (%) Orth. (O) Par. (P)
TIES-Merging|Neurips2023] 76.4 76.2 55.5 79.5 79.9 52.5
PCB-MergingNeurps2024] 76.9 77.1 54.7 81.0 81.8 52.0
NeuroMerging (Ours) 77.5 77.5 54.6 82.2 82.2 52.2

Table 9: NLP tasks’ accuracy under orthogonal and parallel projections across T5-Large and T5-Base models.

Task(—) ViT-B/32 ViT-L/14

Method(]) | Acc. (%) Orth. (O) Par. (P) | Acc. (%) Orth. (O) Par. (P)
Task-wise AdaMerging;icLro24 71.1 71.8 48.9 84.9 85.0 65.1
Task-wise AdaMerging+-+iiciroos 73.7 74.5 49.2 87.3 87.5 65.6
Layer-wise AdaMergingjicroo4 80.1 80.4 50.4 90.8 91.0 66.1
Layer-wise AdaMerging++icir2024 81.1 81.1 50.3 91.0 91.2 65.9
PCB-Merging~eurs4 76.3 76.4 48.7 87.5 87.8 65.0
NeuroMerging (Ours) 76.5 76.6 48.7 88.3 88.3 65.1

Table 10: Vision tasks’ accuracy under orthogonal and parallel projections across ViT-B/32 and ViT-L/14 models.

Task(—)
Method(])

T5-Base

Time (s,)) Mem (GB,]) Acc. (%,1)

T5-Large
Time (s,)) Mem (GB,]) Acc. (%,7)

TIES-Mergingxeuipso023) 17 61.4 76.4 50 190.1 79.5
PCB-Merging\\\mu\:uzu 98 105.5 76.9 323 312.1 81.0
NeuroMerging (Ours) 67 18.7 71.5 161 69.1 82.2

Table 11: Comparison on computational efficiency and accuracy for NLP tasks.

Task(—) ViT-B/32 ViT-L/14
Method(|) | Time (s,/) Mem (GB,|) Acc.(%,?) | Time (s,/) Mem (GB,|) Acc. (%,?)
TIES-Mergingxeuipso03) 12 28.4 73.6 36 84.7 86.0
PCB-Merging~euipsa0o4) 51 454 76.3 149 137.1 87.5
AdaMerging;icir20) 6793 80.1 71.1 18871 265.4 84.9
AdaMerging+-+ici ro024) 6384 95.7 73.1 18184 335.7 87.3
NeuroMerging (Ours) 67 8.8 76.5 141 21.7 88.3

Table 12: Comparison on computational efficiency and accuracy for vision tasks.

QASC (Khot et al., 2020) are distributed un-
der the Apache License, while COPA (Gordon
et al., 2012) is covered by the BSD-2 Clause Li-
cense. WikiQA (Yang et al., 2015) is governed by
the Microsoft Research Data License Agreement.
Cosmos QA (Huang et al., 2019) is licensed under
the CC BY 4.0. QuAIL (Rogers et al., 2020) and
CMMLU (Li et al., 2024) are licensed under the
CC BY-NC-SA 4.0. H-SWAG (Zellers et al., 2019),
GSMSK (Cobbe et al., 2021), HumanEval (Chen
et al., 2021), and EuroSAT (Helber et al., 2018)
fall under the MIT License, and MNIST (LeCun,
1998) is licensed under the GNU General Public
License.

For the datasets DTD (Cimpoi et al., 2014),
RESISC45 (Cheng et al., 2017), SUN397 (Xiao
et al, 2016), SVHN (Netzer et al.,, 2011),

Social IQA (Sap et al., 2019), and PAWS (Zhang
et al., 2019), we were unable to determine specific
licenses. However, they are publicly shared for
research and education purposes.
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Task(—) Validation | Average Test Set Performance
Method(]) paws qasc quartz story_cloze wiki_qa winogrande wsc
Zeroshot - 53.5 499 358 533 48.1 76.2 50.0 61.1
Finetuned - 79.6 939 98.0 814 82.5 95.4 51.9 54.2
Multitask - 83.6 940 979 825 86.7 95.0 64.1 65.3
Averagingicvi 2 X 64.2 65.1 81.1 599 48.8 94.7 50.9 48.6
Task Arithmeticiiciros) X 60.6 785 30.0 56.8 65.6 95.0 49.6 48.6
TIES-Merging\\n»mnw:\ X M m 9471 w 66.0 M 51.5 m
PCB-Mergingneurirs) X 73.4 831 926 726 73.4 88.0 51.5 52.8
NeuroMerging (Ours) X 74.8 81.8 96.5 693 67.9 94.8 51.0 62.5
Fisher Mergingneuirs>2) v 68.3 66.7 856 635 57.1 90.1 54.2 60.8
RegMeanicir2) v 72.7 772 938 63.6 64.6 90.4 58.4 60.7
Task Arithmeticiiciros v 73.6 832 899 693 72.9 95.2 52.1 52.8
TIES-Mergingneuies»:) v 76.4 88.6 94.1 745 75.6 92.1 53.2 56.9
PCB-Mergingxeups2) v 76.9 88.2 952 71.0 77.3 95.1 51.9 59.7
NeuroMerging (Ours) v 71.5 87.5 957 682 76.8 94.5 51.8 68.1

Table 13: Test set performance when merging TS5-Base models on seven NLP tasks. Please refer to Section 5.1 for
experimental details and Section C.4 for error analysis.

Task(—) Tkt | v Test Set Performance
Method(|) SUN397 Cars RESISC45 EuroSAT SVHN GTSRB MNIST DTD
Individual - 90.5 75.3 77.7 96.1 99.7 97.5 98.7 99.7 79.4
Multitask - 88.9 74.4 77.9 98.2 98.9 99.5 93.9 72.9 95.8
Averagingicvio) X 65.8 65.3 63.4 71.4 71.7 64.2 52.8 87.5 50.1
Task Arithmeticjiciros X 60.4 36.7 41.0 53.8 64.4 80.6 66.0 98.1 425
TIES-Mergingneuripsos) X 72.4 59.8 58.6 70.7 79.7 86.2 72.1 98.3 54.2
PCB-Mergingneuirs>4) X 75.9 65.8 64.4 78.1 81.1 84.9 77.1 98.0 584
NeuroMerging (Ours) X 76.4 64.7 64.2 77.0 83.9 86.2 78.0 98.5 58.7
Fisher Mergingncurs2) v 68.3 68.6 69.2 70.7 66.4 72.9 51.1 87.9 59.9
RegMeanjiciros) v 71.8 65.3 63.5 75.6 78.6 78.1 67.4 93.7 52.0
Task Arithmeticiiciros v 70.1 63.8 62.1 72.0 77.6 74.4 65.1 94.0 52.2
TIES-Mergingneurirs23) v 73.6 64.8 62.9 74.3 78.9 83.1 71.4 97.6 56.2
AdaMergingm R2024] \/ 71.1 58.0 53.2 68.8 85.7 81.1 84.4 92.4 44.8
AdaMerging++ciro4) v 73.7 60.8 56.9 73.1 83.4 87.3 824 95.7 50.1
PCB-Mergingneuirs v 76.3 66.7 65.5 78.5 79.3 86.4 77.1 98.2 59.1
NeuroMerging (Ours) v 76.5 65.3 65.7 77.1 84.8 84.5 77.9 98.3 58.5

Table 14: Test set performance when merging ViT-B/32 models on eight vision tasks. Please refer to Section 5.4
for experimental details and Section C.4 for error analysis.

Task(—) b | A Test Set Performance
Method(!) SUN397 Cars RESISC45 EuroSAT SVHN GTSRB MNIST DTD
Individual - 94.2 82.3 92.4 97.4 100 98.1 99.2 99.7 84.1
Multitask - 93.5 90.6 84.4 99.2 99.1 99.6 96.3 80.8 97.6
Averagingjicvio X 79.6 72.1 81.6 82.6 91.9 78.2 70.7 97.1 62.8
Task Arithmeticiiciros X 83.3 72.5 79.2 84.5 90.6 89.2 86.5 99.1 64.3
TIES-Mergingeuirs2s) X 86.0 76.5 85.0 89.3 95.7 90.3 83.3 99.0 68.8
PCB—Merging NeurIPS24] X @ 75.8 8670 89.2 M 88.0 M m M
NeuroMerging (Ours) X 87.9 77.0 86.9 90.3 96.3 89.9 92.1 99.2 71.8
Fisher Mergingneuirs>2) v 82.2 69.2 88.6 87.5 93.5 80.6 74.8 93.3 70.0
RegMeanjicizo3) v 83.7 73.3 81.8 86.1 97.0 88.0 84.2 98.5 60.8
Task Arithmeticiiciros v 84.5 74.1 82.1 86.7 93.8 87.9 86.8 98.9 65.6
TIES-Mergingneurrs23) v 86.0 76.5 85.0 89.4 95.9 90.3 83.3 99.0 68.8
AdaMergingiici ro24 v 84.9 75.6 83.4 82.6 89.9 85.1 96.0 97.7 69.0
AdaMerging+-+iciro02) v 87.3 77.2 86.3 88.7 94.9 88.5 93.2 98.8 71.3
PCB-Mergingeurs>4) v 87.5 76.8 86.2 89.4 96.5 88.3 91.0 98.6 73.6
NeuroMerging (Ours) v 88.3 77.3 87.1 90.1 96.1 91.0 92.2 99.4 73.0

Table 15: Test set performance when merging ViT-L/14 models on eight vision tasks. Please refer to Section 5.4 for
experimental details and Section C.4 for error analysis.
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Method (|) | Average | cosmos_ga social_iqa quail wic copa h-swag

paws 37.2 25.0 37.0 299 495 574 24.5

gasc 36.5 21.2 37.4 295 498 544 26.7

quartz 36.9 24.7 36.9 28.8 485 574 25.0

story_cloze 36.8 21.9 36.4 257 536 574 26.1

wiki_qga 36.2 25.9 36.3 29.9 512 485 25.2

winogrande 36.8 23.9 37.9 24.1 51.8 58.8 24.4

wsc 39.5 26.9 38.1 29.5 554 61.8 25.2

Pretrained 36.8 22.9 36.4 299 508 559 24.8
Averagingucm_zz\ 374 23.7 36.8 29.3 51.3 58.8 24.8
Fisher Merging eurrs22 33.8 15.6 21.9 249 65.6 53.1 21.9
Task Arithmeticpciros) 36.9 19.0 35.6 29_5 m 55.9 27.7
RegMeaniici r2s) 34.3 23.1 28.1 249 484 625 18.8
TIES-Mergingneuirs2s) 38.5 21.9 374 293 520 647 255
PCB-Merging neuripss 38.5 22.8 37.5 29.1 513 632 27.0
NeuroMerging (Ours) 39.2 21.2 37.3 299 520 691 254

Table 16: Out-of-Distribution performance of T5-Base models checkpoints on six tasks. Please refer to Section 5.2
for experimental details and Section C.4 for error analysis.

Method (|) | Average | cosmos_ga social_iqa quail wic copa h-swag
paws 38.2 28.4 37.6 254 609 515 252
qasc 37.9 23.1 37.0 255 490 647 281
quartz 36.2 26.1 38.0 2577 513 500 262
story_cloze 37.9 22.9 37.5 245 512 6477  26.6
wiki_qa 35.0 23.2 37.4 26.1 512 47.1 25.1
winogrande 36.1 25.2 39.6 241 513 50.0 264
WSC 37.2 26.2 38.8 28.8 554 485 258
Pretrained 36.3 23.7 37.8 28.1 512 515 255
Averagingicyvi 2| 36.7 25.3 37.0 234 515 574 259
Fisher Mel‘ging\.\mwszz\ 32.0 34.4 25.0 26.1 40.6 56.2 94
Task Arithmeticiiciros 39.2 24.6 38.0 273 58.6 588  28.1
RegMeanu(‘LR:,w 36.0 34.4 28.1 25.3 62.5 50.0 15.6
TIES-Mergingnecuipsos) 40.1 25.1 40.8 23.0 563 676 27.6
PCB-Mergingneuirso) 40.4 25.6 40.7 257 551 662 293
NeuroMerging (Ours) 40.9 24.7 40.7 266 564 69.1 279

Table 17: Out-of-Distribution performance of T5-Large models checkpoints on six tasks. Please refer to Section 5.2
for experimental details and Section C.4 for error analysis.
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Task(—) Dataset (|) Test Set Performance
Method(/) paws qasc quartz story_cloze wiki_qa winogrande wsc | Average

paws 94.4 18.0 533 53.1 87.9 49.8 54.2 58.7
qasc 54.3 97.1 55.7 64.7 66.3 49.8 41.7 61.4
quartz 59.9 65.1 85.3 51.2 72.5 48.9 62.5 63.6
Fine-tuned | story_cloze | 53.4 31.9 542 91.0 57.4 49.1 56.9 56.3
wiki_qa 55.8 16.3 50.9 53.7 95.7 48.7 63.9 55.0
winogrande | 55.7 50.2 62.4 553 78.4 71.6 56.9 61.5
wsc 55.8 16.3 57.7 48.5 73.3 47.4 80.6 54.2

Total Avg. | In-Domain: 88.0 Out-Domain: 53.8 All: 58.7
paws 94.4 18.1 53.3 533 88.1 49.6 56.9 59.1
qasc 54.4 97.1 55.6 64.8 66.3 50.0 43.1 61.6
quartz 60.0 65.0 85.3 51.5 72.5 48.5 63.9 63.8
Orthogonal | story_cloze | 53.3 31.8 53.8 90.9 57.7 49.0 56.9 56.2
wiki_qa 55.8 16.3 51.1 535 95.7 48.2 63.9 54.9
winogrande | 55.7 49.8 62.2 55.8 78.4 71.7 56.9 61.5
wsc 55.8 16.6 574 48.2 73.4 474 80.6 54.2

Total Avg. | In-Domain: 88.0 Out-Domain: 53.9 All: 58.8
paws 54.4 14.5 53.4 54.2 71.8 49.5 63.9 51.7
qasc 553 14.9 54.0 54.3 71.0 48.6 63.9 51.7
quartz 55.3 14.3 55.6 54.2 71.7 494 63.9 52.1
Parallel | story_cloze | 55.3 14.3 54.1 53.8 71.1 493 63.9 51.7
wiki_ga 55.6 14.7 54.5 54.3 77.1 49.1 63.9 52.7
winogrande | 55.3 14.8 54.2 53.6 71.8 49.5 63.9 51.9
wsc 55.3 14.7 53.7 53.7 72.5 49.5 63.9 51.9

Total Avg. | In-Domain: 52.7 Out-Domain: 51.8 All: 51.9

Table 18: Test set performance comparison of T5-Large models under different keeping strategies (naive finetuned,
keep orthogonal, and keep parallel) across seven NLP tasks. Please refer to Section 1 and 6.2 for experimental
details.

ViT-L/14
SUN397

MNIST

winogrande

Averaging
Task Arithmetic PCB-Merging

Ties-Merging NeuroMerging (ours)

Figure 8: Comparison of merging methods on NLP with T5-Large (Left) and CV with ViT-L/14 (Right) without
validation datasets. NeuroMerging outperformed existing methods in most tasks. Please refer to Section 6.1 for
more discussion.
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