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Abstract

While Knowledge Editing has been extensively
studied in monolingual settings, it remains un-
derexplored in multilingual contexts. This sur-
vey systematizes recent research on Multilin-
gual Knowledge Editing (MKE), a growing
subdomain of model editing focused on ensur-
ing factual edits generalize reliably across lan-
guages. We present a comprehensive taxonomy
of MKE methods, covering parameter-based,
memory-based, fine-tuning, and hypernetwork
approaches. We survey available benchmarks,
summarize key findings on method effective-
ness and transfer patterns, and identify persis-
tent challenges such as cross-lingual propaga-
tion, language anisotropy, and limited evalu-
ation for low-resource and culturally specific
languages. We also discuss broader concerns
such as stability and scalability of multilingual
edits. Our analysis consolidates a rapidly evolv-
ing area and lays the groundwork for future
progress in editable language-aware LLMs.

1 Introduction

The static nature of pre-trained LLMs presents an
important limitation: factual knowledge inevitably
becomes outdated or incorrect over time. To ad-
dress this, the research community has developed
knowledge editing (KE) techniques (De Cao et al.,
2021; Mitchell et al., 2022b; Meng et al., 2023a)
that aim to modify specific factual information
within LLMs efficiently, without costly full retrain-
ing or broad performance degradation.

While KE methods have made impressive
progress in monolingual settings, they overlook
a critical real-world dimension: multilinguality.
Multilingual LLMs are increasingly deployed in
cross-lingual applications, and it is insufficient for
a knowledge update to take effect only in a single
language. Ideally, an edit in one language should
propagate across all supported languages, ensuring
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consistent and equitable access to updated knowl-
edge regardless of linguistic background. This chal-
lenge has given rise to the emerging field of Multi-
lingual Knowledge Editing (MKE), which seeks
to synchronize factual updates across languages
while preserving unrelated knowledge.

In this paper, we present the first compre-
hensive survey of methods and benchmarks
for multilingual knowledge editing. We re-
view recent advancements in (i) proposed MKE
methodologies, including parameter editing meth-
ods, memory-based methods, fine-tuning methods,
and hypernetwork-based methods; (ii) benchmark
datasets designed to evaluate multilingual knowl-
edge editing effectiveness and cross-lingual gener-
alization; (iii) empirical findings on method effec-
tiveness and cross-lingual generalization; and (iv)
key open challenges and future directions toward
building LLMs that are reliably editable across lan-
guages. Our goal is to provide a structured foun-
dation for future research and help unify this fast-
growing but currently scattered domain.

While several surveys have examined knowledge
editing in LLMSs, they focus primarily on mono-
lingual settings or broad architectural taxonomies.
Mazzia et al. (2024) provide a general overview of
neural model editing across modalities. Wang et al.
(2024c¢) emphasize technical classifications and op-
timization formulations, while Zhang et al. (2024a)
focus on monolingual editing and interpretability.
None of these surveys consider the specific chal-
lenges of multilingual propagation or evaluation.

By contrast, our survey focuses explicitly on the
multilingual dimension. We contribute (i) a multi-
lingual reinterpretation of existing method families,
(i1) a synthesis of empirical trends observed across
MKE studies, and (iii) targeted visualizations com-
paring methods, languages, and model scales. Our
work complements and extends prior surveys by
highlighting multilingual knowledge editing as a
critical but underexplored area.
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2  Multilingual Knowledge Editing

Large Language Models (LLMs) are parameter-
ized functions f(x; ), where 6 denotes the model
weights. While LLMs acquire extensive factual
knowledge during pre-training, this knowledge re-
mains fixed and may become outdated or incorrect.

Knowledge Editing (KE) modifies a model’s
behavior to reflect updated facts, either by changing
its parameters 6 or by influencing outputs through
prompts or external memory. The objective is to
apply edits locally, affecting only the intended fact
while preserving unrelated knowledge.

This survey focuses on Multilingual Knowl-
edge Editing (MKE), where edits introduced in
one language (e.g., English) should generalize to
semantically equivalent queries in other languages,
without disrupting unrelated outputs.

Let £ = {{1,{s,...} denote the set of languages,
and represent a fact as a triple (s, 7, Opew ). Given
queries (s, in a source language /,, and corre-
sponding queries (), in target languages ¢; € L,
the goal is to find updated parameters §’' such that:

f(;0) = onew  forq € Qu, UQy,,
f(:0) = f(q;0) forq ¢ Qu, UQy,.

A key challenge in MKE is language anisotropy,
where multilingual models encode different lan-
guages in misaligned subspaces, making edits diffi-
cult to propagate reliably. In this survey, we define
the multilingual knowledge editing problem and
highlight its core challenges. The following sec-
tions cover proposed MKE methods, benchmark
datasets, empirical findings across models and lan-
guages, and open research directions.

3 Methods in Multilingual KE

Work in multilingual knowledge editing (MKE)
builds on monolingual techniques and introduces
new methods to support cross-lingual consistency.
These approaches can be broadly grouped into
four methodological families: (i) Parameter Edit-
ing, which modifies model weights directly; (ii)
Memory-based methods, which use in-context
learning or external memory without updating pa-
rameters; (iii) Fine-tuning, including full and
instruction-tuned updates; and (iv) Hypernetwork-
based, which generate edits via auxiliary networks.
This taxonomy supports a structured comparison
of design choices and trade-offs in MKE.

"Non-parametric methods apply edits at inference time
through prompts or external memory without modifying 6.

3.1 Parameter Editing Methods

Parameter editing methods modify the internal
weights of LLMs to update factual knowledge.
They can be broadly divided into two categories:
general methods originally developed for mono-
lingual settings and later applied to multilingual
models, and specialized methods designed to sup-
port cross-lingual propagation of edits.

3.1.1 General KE Methods Adapted for MKE

ROME (Meng et al., 2023a) introduced the locate-
then-edit paradigm, identifying key activation path-
ways and applying a low-rank update to model
weights. MEMIT (Meng et al., 2023b) extended
ROME to support batch editing of multiple facts us-
ing rank-one updates {Aﬁk}szl distributed across
layers. While it preserves locality and improves
efficiency, its effectiveness across languages is lim-
ited by language-specific neuron activations. Sim-
ilarly, KnowledgeNeuron (Dai et al., 2022) and
PMET (Li et al., 2024) followed the locate-and-
edit paradigm by optimizing A#f to encode factual
edits. Wang et al. (2024a); Zhang et al. (2025)
adapted ROME, MEMIT, and PMET to multi-
lingual models. While these adaptations preserve
edit locality and maintain computational efficiency,
they suffer from poor cross-lingual propagation due
to language-specific activation patterns and repre-
sentational anisotropy.

3.1.2 Specific Methods Designed for MKE

MEMAT (Tamayo et al., 2024) incorporated at-
tention head analysis into the locate-then-edit
paradigm to improve cross-lingual generalization.
It ranks heads based on their contribution to
predictions in target languages and applies tar-
geted corrections. MPN (Si et al., 2024) in-
troduced patch neurons, key-value units trained
to jointly encode facts across languages. These
patches update knowledge without modifying orig-
inal weights, promoting multilingual consistency.
LU-LAFNs (Zhang et al., 2025) takes a differ-
ent approach by identifying shared high-attribution
neurons across languages and caching their values
to apply edits dynamically at inference, enabling
non-destructive, language-independent interven-
tions. Finally, MEMLA (Xie et al., 2024) used in-
tegrated gradients to locate language-relevant neu-
rons and applies masked LoRA updates to targeted
subsets, balancing cross-lingual generalization and
edit locality.

15907



3.1.3 Summary

Strengths: Parameter editing methods offer local-
ized updates that reduce interference with unrelated
knowledge and are efficient for factual edits with-
out full retraining. They are also compatible with
standard transformer architectures, making them
easy to integrate into multilingual LL.M pipelines.
Weaknesses: These methods rely on shared in-
ternal representations across languages, which are
often weak or inconsistent. As a result, they do not
guarantee reliable cross-lingual propagation; edits
made in one language may fail to transfer to others.
Their performance is also sensitive to tokenization
and neuron alignment, particularly in morphologi-
cally rich or low-resource languages. While MKE-
specific approaches (e.g LU-LAFNs) address these
issues through attention or neuron-level interven-
tions, key theoretical challenges remain.

3.2 Memory-based Methods

Memory-based methods perform knowledge edit-
ing without modifying model weights 6, using ei-
ther in-context interventions or external memory to
override factual outputs. These approaches offer
greater flexibility and reduce the risk of unintended
interference. We group them into two groups: In-
context Editing and Memory-Retriever methods.

3.2.1 In-Context Editing ICE & IKE)

In-context editing (Zheng et al., 2023) modifies
model behavior by injecting factual corrections into
the input prompt, without changing model weights.
Zero-shot ICE uses single factual statements, while
IKE extends this with few-shot demonstrations.
These methods can generalize across languages
if equivalent demonstrations are available in each
language. Nie et al. (2025) for example applied
in-context editing in 53 languages.

However, these methods are constrained by con-
text length: edits must be carried in the prompt,
which reduces space for task inputs and outputs.
This issue is especially severe in languages with
high tokenizer fertility, where facts occupy more
tokens, and in sequential editing scenarios, where
multiple edits quickly accumulate.

3.2.2 Memory-Retriever Editing

Memory-Retriever methods attach an external
memory to the LLM and retrieve language-
specific facts {m;} at inference time, producing
f(g,{m;};0) ~ opew without modifying weights.

This design supports multilingual edits by isolat-
ing updates outside the model, but effectiveness
depends on retriever quality. Variants differ in
how memory is used: SERAC (Mitchell et al.,
2022b) overrides predictions with matched en-
tries. ReMaKE (Wang et al., 2024d) uses retrieved
memories to guide lightweight updates. MQA-
KEAL (Al et al., 2025) performs multi-hop rea-
soning over memory chains. Cross-lingual retriev-
ers like Mello-CL (Khandelwal et al., 2024) boost
recall in multilingual and low-resource contexts.’

3.2.3 Summary

Strengths: Memory-based methods avoid parame-
ter updates, minimizing interference with unrelated
cross-lingual knowledge. Their edits are applied
externally at inference time, enabling high flexibil-
ity for dynamic and reversible updates. Because
corrections are decoupled from internal weights,
these approaches can be applied independently to
any language, making them naturally suitable for
multilingual deployments.

Weaknesses: Their effectiveness depends on
language-specific components: prompt understand-
ing and instruction following for in-context meth-
ods, or retriever accuracy and memory quality for
retrieval-based approaches. Neither guarantees
cross-lingual propagation; corrections must be ex-
plicitly provided or retrieved in each target lan-
guage. In addition, memory-retriever methods in-
cur storage and latency costs as edits accumulate,
while in-context editing requires constructing ef-
fective prompts across languages.

3.3 Fine-Tuning Methods

Fine-tuning updates large parameter blocks, such
as full weights or adapters, to encode factual edits.
Unlike parameter editing, which operates on local-
ized parameter subspaces, it offers stronger relia-
bility but higher risk of side effects in multilingual
settings. These methods fall into two types: base-
line fine-tuning, which trains directly on factual
updates, and instruction-tuned fine-tuning, which
treats editing as a task via structured instructions.

2QOther approaches such as GRACE (Hartvigsen et al.,
2023) and WISE (Wang et al., 2024b) also support handling
multiple edits while maintaining locality. We did not include
them in our main taxonomy since they were developed and
evaluated only in English and do not address cross-lingual
generalization, but they represent promising directions for
future MKE research.
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3.3.1 Baseline Fine-Tuning Methods

Baseline fine-tuning methods apply supervised
learning to update model parameters with edited
knowledge. Full Fine-Tuning (FT) updates all
model parameters # by minimizing loss over edited
facts, making it a simple and commonly used base-
line. LORA-FT (Hu et al., 2021) introduces low-
rank adaptation matrices into transformer blocks
and updates only these, offering a parameter-
efficient alternative. FT-L constrains updates to
selected layers using gradient masking (Zhu et al.,
2020), while FT-M fine-tunes a specific MLP sub-
layer. These methods, originally developed for
monolingual editing, are applied as baselines (e.g.
in Wu et al. (2025)) for multilingual knowledge
editing. While they offer strong edit reliability in
the source language, generalization to target lan-
guages remains purely implicit, with no mechanism
to enforce cross-lingual propagation.

3.3.2 Instruction-Tuned Knowledge Editing

Instruction-tuned methods frame editing as a task,
training models to apply factual updates through
structured edit instructions rather than direct param-
eter overwriting. They are fine-tuned on supervised
pairs of edit requests and desired outputs, enabling
the model to internalize editing behavior.
Learning to Edit (LTE) (Jiang et al., 2024) gen-
erates synthetic edits and fine-tunes the model to
process an edit descriptor £/ and query ¢ to output:

f(%E;e/) ~ Onew Vq S Qfs-

X-KDE (Wu et al., 2025) extended LTE to mul-
tilingual settings via a two-stage framework: Cross-
lingual Edition Instruction Tuning (XE-IT) trains
on parallel data to transfer edits across languages,
and Target-Language Preference Optimization (TL-
PO) aligns outputs for consistency.

f(Q7E§ 0/) R Opew Vq € Q@s U Qéta loe L.

Instruction-tuned approaches are the first system-
atic attempt to model editing as a generalizable ca-
pability. LTE is effective in monolingual contexts,
while X-KDE introduced a supervised framework
for cross-lingual propagation and alignment.

3.3.3 Summary

Strengths: Fine-tuning methods are widely used
for knowledge editing due to their simplicity and
strong factual reliability. They are compatible with
pre-trained transformer architectures and require

minimal structural changes. LoRA-based fine-
tuning improves efficiency by updating a small pa-
rameter subset. Instruction-tuned approaches, such
as LTE and X-KDE, treat editing as a learnable task,
offering more control over behavior and reducing
unintended side effects. Notably, X-KDE is the
first supervised fine-tuning framework specifically
designed to promote cross-lingual consistency.
Weaknesses: Fine-tuning provides no guarantees
for cross-lingual propagation; generalization to tar-
get languages depends on implicit internal align-
ment. Large parameter updates also risk altering un-
related knowledge. While instruction-tuned meth-
ods mitigate this by explicitly modeling the editing
process, they rely on large, curated datasets and
careful instruction design.

3.4 Hypernetwork-Based Methods

Hypernetwork-based methods edit knowledge by
training auxiliary networks to generate updates. In-
stead of manual weight changes, hypernetwork
learns to produce edits from query-output pairs.
MEND (Mitchell et al., 2022a) introduced this
by training a hypernetwork A4 to produce updates
Af = hg(q, 0new) such that f(q; 0 + Af) = opew,
while minimizing interference. KnowledgeEdi-
tor (De Cao et al., 2021) added regularization to sta-
bilize edits and improve generalization. LIME (Xu
et al., 2023) adapted this paradigm for multilingual
editing by conditioning the hypernetwork on source
language 7, generating edits in language-specific
subspaces: f(QS 0 + h(Z)((L 0new,£s)) RS Opew. BY
modeling language anisotropy explicitly, LIME im-
proved cross-lingual stability.

3.4.1 Summary

Strengths: Hypernetwork-based methods enable
meta-learning of edits without manual parameter
selection, offering fast, localized updates with min-
imal disruption. Language-conditioned variants
such as LiME introduce explicit mechanisms to
improve edit stability across languages.
Weaknesses: The effectiveness of hypernetwork-
based methods depends heavily on the quality and
coverage of training data. While MEND and
KnowledgeEditor were designed for monolingual
models and used as multilingual baselines, Beni-
wal et al. (2024) showed their limited cross-lingual
transfer. LIME mitigates this by conditioning on
the source language, but its reliance on language-
specific subspaces may limit generalization across
distant language pairs.
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Method Edit Rel X-ling Prop Locality Param. Mod Dyn. Flex

Benchmark Langs Human? Notes

Parameter Editing Methods

ROME v X v v X
MEMIT v X v v X
MEMAT v ~ v v X
MPN v ~ v v X
LU-LAFNs v ~ v X v
MEMLA v ~ v v X
Memory-Based Methods
IKE /ICE ~ ~ v X v
SERAC v X v X v
ReMaKE v ~ v X v
MQA-KEAL v X v X v
MELLO-CL ~ ~ v X '
Fine-Tuning Methods
FT v X X v X
LoRA-FT v X ~ v X
FT-L / FT-M v X ~ v X
LTE v X ~ v X
X-KDE v ~ ~ v X
Hypernetwork-Based Methods
MEND v X v v X
KnowledgeEditor v X v v X
LiME v ~ v v X

Table 1: Comparison of multilingual knowledge edit-
ing methods across core evaluation criteria. Edit Rel:
edit reliability in source language; X-ling Prop: cross-
lingual propagation; Locality: preservation of unrelated
knowledge; Param. Mod: modifies model weights;
Dyn. Flex: supports inference-time edit control. v'=
strong; ~ = partial; X= absent.

3.5 Summary of Methods

Table 1 summarizes the trade-offs across multilin-
gual knowledge editing methods. Parameter edi-
tors offer strong locality and reliability but struggle
with propagation. Memory-based methods are flex-
ible and reversible, yet rely on language-specific
retrieval or prompting. Fine-tuning provides reli-
able edits but lacks adaptability. Instruction-tuned
approaches such as X-KDE improve generalization
with explicit supervision. Hypernetwork methods
like LiIME minimize interference but remain un-
derexplored in multilingual contexts. No method
meets all requirements, motivating further research
into hybrid strategies.

4 Evaluation for Multilingual KE

Despite recent progress in multilingual knowledge
editing (MKE), the field still lacks a unified evalu-
ation framework. Most studies build on protocols
developed in the monolingual KE literature, typi-
cally using four core criteria:

Reliability measures whether the edit is suc-
cessful in the source language, typically quantified
as the percentage of source-language queries that
yield the updated fact.

Generality evaluates robustness to linguistic
variation, assessing model accuracy on paraphrased
or rephrased queries in the source language.

MLaKE (Wei et al., 2025) 5 v ChatGPT-generated,
human-verified; no
paraphrase/locality
samples

MzSRE (Wang et al., 2024d) 12 X Translated via Google;
used for all four metrics

biZsRE (Wang et al., 2024a) 2 ~ GPT-translated; test set
verified by native speak-
ers

BMIKE-53 (Nie et al., 2025) 53 ~ GPT4o-translated;
BLEU + manual inspec-
tion

MQUuAKE (Khandelwal et al., 2024) 7 v Translations  verified
via BLEU and human
checks

MQUuAKE-AR (Ali et al., 2025) 1 v LLM-based  scoring
with manual refinement

MKEB (Xie et al., 2024) 12 X SPARQL + Baidu; no
human revision

DocTer (Wu et al., 2023) 2 ? Generated from Coun-
terfact using ChatGPT

Counterfact (CA) (Tamayo et al., 2024) 2 v Aina-translated; SimA-
lign + human filtering

CKnowEdit (Fang et al., 2024) 1 v Chinese cultural and lin-

guistic error correction

Table 2: Multilingual knowledge editing benchmarks.
Langs. = number of languages. Human? = human
annotation or translation verification.

Locality examines how unrelated knowledge is
preserved, usually by comparing model predictions
on non-target queries before and after the edit.

Portability captures the extent to which an edit
generalizes beyond its original setting, including
transfer to downstream tasks, multi-hop reasoning
chains, or different model variants.

In the multilingual setting, these dimensions are
extended to account for cross-lingual propagation,
whether an edit made in one language transfers
accurately to semantically equivalent queries in
other languages. This multilingual extension has
become a defining challenge in MKE, and features
prominently in recent work (Wei et al., 2025; Zhang
et al., 2025; Wu et al., 2025; Xie et al., 2024).3

Some recent work (Ali et al., 2025; Khandelwal
et al., 2024) further expands evaluation by intro-
ducing multi-hop reasoning over edited knowledge,
using variants of the multi-hop accuracy metric
introduced by Zhong et al. (2023). These setups
test whether edits are faithfully integrated into the
model’s broader knowledge base and whether they
support multilingual inference chains.

To support evaluation, a growing number of mul-
tilingual benchmarks have emerged. These datasets
vary in language coverage, task complexity (e.g.,
single-hop vs. multi-hop), and translation quality,
reflecting the diversity of MKE settings. Table 2
summarizes key characteristics. Additional details
on construction and evaluation are in Appendix A.

3Terminology varies across studies. For example, Xie et al.
(2024) refer to reliability as the efficacy score, generality as
the paraphrase score, and locality as the neighborhood score.
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Figure 1: Comparison of multilingual knowledge edit-
ing methods across four evaluation criteria: reliabil-
ity, generality, locality, and portability. Methods are
grouped and color-coded by method family. Scores rep-
resent an approximate synthesis of reported results from
recent studies (Zhang et al., 2025; Wu et al., 2025)

5 Findings

We now highlight recurring trends and differences
across method families, focusing on how these
methods perform under the evaluation dimensions
discussed in the previous section.

5.1 Comparative Evaluation

Q: Which methods best balance reliability, gener-
ality locality and portability in MKE?

Experimental comparisons of multilingual
knowledge editing (MKE) methods reveal patterns
in how different approach families trade off relia-
bility, generality, locality, and portability.

Parameter Editing Parameter-based methods
such as ROME and MEMIT perform strongly in
monolingual settings but struggle in multilingual
contexts, often causing interference and degraded
cross-lingual transfer (Wang et al., 2024d; Wu et al.,
2025; Zhang et al., 2025; Wei et al., 2025; Xie
et al., 2024). LU-LAFNs achieves perfect locality
and strong reliability by identifying and modifying
shared factual neurons across languages. A key
reason for its superior locality is how updates are
applied: after optimization, the updates are stored
externally and only injected at inference time if
a matching subject is detected in the user prompt.
This minimizes the risk of unintended changes to
unrelated knowledge. However, like other param-
eter editing methods, LU-LAFNs shows weaker
cross-lingual generalization and portability.

Memory-based Methods Memory-based meth-
ods like IKE and ReMaKE avoid parameter up-

dates and instead rely on retrieval or prompting.
ReMaKE achieves excellent locality but suffers
from low reliability in many multilingual scenarios,
with performance often dropping below 50%. In
contrast, IKE demonstrates relatively poor local-
ity, as it heavily depends on the quality and selec-
tion of few-shot exemplars (Wang et al., 2024a,d;
Wu et al., 2025). Additionally, the applicability
of ReMaKE across model families remains lim-
ited, its performance degrades significantly when
applied to models such as BLOOM (Zhang et al.,
2025), indicating strong dependence on the under-
lying model’s capabilities. Despite their limitations,
prompting-based approaches remain surprisingly
competitive: Nie et al. (2025) demonstrated that
simple in-context editing achieves reasonable cross-
lingual edit success across 53 languages, even with-
out model weight modifications.

Fine-tuning Fine-tuning strategies (e.g., FT-L,
FT-M, LoRA-FT) deliver high reliability for mono-
lingual edits but perform worst in locality, often
degrading unrelated knowledge (Xu et al., 2023;
Wu et al., 2025). They also exhibit limited ability
to transfer edits across languages, making them
the least favorable option for MKE in general. An
important exception is X-KDE (Wu et al., 2025),
which combines fine-tuning with cross-lingual in-
struction tuning and preference optimization to
achieve the best reported overall balance of reli-
ability, generality, and locality across languages.
Among fine-tuning methods without explicit adap-
tation for MKE, LTE stands out for its strong cross-
lingual generalization despite being trained only on
monolingual synthetic edits (Wu et al., 2025).

Hypernetwork-based Methods No large-scale
multilingual benchmarking of hypernetwork-based
methods exists. Early results in monolingual and
small-scale multilingual settings suggest potential
for efficient edits and strong generalization, though
systematic evidence remains limited.

Summary Current evidence consistently identi-
fies X-KDE as offering the best overall balance
of reliability, generality, and locality across lan-
guages. LU-LAFNs stands out within parameter
editing methods for its unmatched locality through
targeted neuron editing and conditional applica-
tion of updates, although it exhibits weaker cross-
lingual portability. Classic parameter editors and
fine-tuning approaches perform substantially worse
in cross-lingual settings, and memory-based meth-
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Figure 2: Average Reliability and Generality for
MEMLA (Xie et al., 2024) across twelve languages,
illustrating a typical directionality pattern: edits in high-
resource or related languages transfer better than those
in low-resource or distant ones.

ods, while safe in terms of locality, offer limited
reliability and portability. Hypernetwork-based
methods remain promising but underexplored in
the context of multilingual knowledge editing. Fig-
ure 1 provides a visual summary of the relative
performance of these method families across the
four evaluation criteria.

5.2 Cross-Lingual Transferability

Q: What factors influence the cross-lingual propa-
gation of edits in MKE, and how well do current
methods address this challenge?

Experimental studies on MKE consistently show
that cross-lingual transfer remains a major chal-
lenge. Analysis of recent benchmarks highlights
several key factors influencing the effectiveness of
cross-lingual propagation of edits.

Language Relatedness The strongest predictor
of successful cross-lingual propagation is the de-
gree of linguistic similarity between the source and
target languages. Edits propagate better within
the same language family (e.g., English to Span-
ish or German (see Figure 2)) than between dis-
tant language families (e.g., English to Chinese or
Arabic) (Mousi et al., 2025; Zhang et al., 2025;
Wei et al., 2025). Some studies further suggest
that shared writing systems or similar orthographic
structures (e.g., Latin-based scripts) may offer
marginal additional benefits to transferability (Nie
et al., 2025; Xu et al., 2023). Beniwal et al. (2024)
also showed that script differences (e.g., Devana-
gari vs. Tamil) reduce edit transferability, highlight-
ing script divergence as a secondary but relevant

limiting factor. Recent work further underscores
the role of subject token similarity in transfer suc-
cess: Tamayo et al. (2024) showed that edits are
more likely to propagate when the embedding rep-
resentations of subject entities are closely aligned
across languages.

Language and Directionality of Transfer The
language in which the edit is applied has a no-
table impact on cross-lingual propagation. Edits
performed in high-resource languages such as En-
glish generally transfer more effectively to other
languages than edits made in lower-resource or non-
Latin languages such as Arabic (Mousi et al., 2025)
or Chinese (Wu et al., 2025; Zhang et al., 2025;
Xie et al., 2024; Nie et al., 2025). This asymme-
try likely reflects the dominant role of English and
other high-resource languages during pretraining
and fine-tuning of multilingual language models.

Challenges in Multi-hop Reasoning Transfer-
ability further degrades in multi-hop reasoning set-
tings, where complex fact chains must be updated
across multiple languages (Wei et al., 2025; Xie
et al., 2024). Existing methods show significant
performance drops in multi-hop multilingual sce-
narios compared to single-hop edits.

Overall Limitations Despite recent progress,
no method achieves fully consistent and reliable
cross-lingual propagation across all language pairs.
Multiple studies report large variability in perfor-
mance, especially for distant and low-resource lan-
guages (Nie et al., 2025; Wei et al., 2025; Xie et al.,
2024). Cross-lingual transferability thus remains
an open challenge for the field.

5.3 Impact of Model Size and Capability

Q: How do model size affect the performance of
multilingual knowledge editing?

Larger and more capable models consistently
yield higher editing quality across reliability, gen-
erality, locality, and, to a lesser extent, porta-
bility. LLaMA-3.1-8B outperforms Qwen2-7B
and Bloomz-7B, while Qwen2.5-7B-Instruct sur-
passes Chinese-LLaMA-7B in cross-lingual bench-
marks (Wu et al., 2025; Zhang et al., 2025).

An interesting secondary finding is that stronger
models also stabilize weaker editing methods. For
example, fine-tuning performs poorly on weaker
models like Bloomz but becomes stable, though
still suboptimal on LLaMA-3 and Qwen2 (Zhang
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Figure 3: Generality scores for BLOOMZ and LLaMA
models across increasing model sizes. ReMaKE (Wang
et al., 2024d) (BLOOMZ) results are extracted for
mzsRE generality, averaged across 10 languages.
IKE (Nie et al., 2025) (LLaMA) results are extracted
for mzsRE generality under zero-shot settings, averaged
across 53 languages. Results show that generality con-
sistently improves with model scale for both models.

et al., 2025). Parameter editors like M-MEMIT
show similar improvements on stronger models.

Instruction tuning further enhances robustness.
Models such as Qwen2.5-7B-Instruct and LLaMA-
chat exhibit slightly better generality and portabil-
ity as shown in Wu et al. (2025). This suggests
instruction-tuned models may possess a more dis-
entangled and structured internal knowledge space,
which aids editing consistency.

Finally, stronger models reduce the performance
gap across methods. On Bloomz-7B, the per-
formance difference between LU-LAFNs and M-
MEMIT exceeds 25 points, whereas on LLaMA-
3.1-8B the gap shrinks to under 10 points (Zhang
et al., 2025). However, the hardest remaining chal-
lenge is portability. Even strong models struggle to
propagate edits across English and Chinese, with
only X-KDE and LU-LAFNs maintaining accept-
able performance in this setting (Wu et al., 2025).

6 Discussion

Multilingual knowledge editing has made progress,
but major limitations remain. In this section, we
identify persistent challenges and outline oppor-
tunities for future work. We organize these into
thematic groups, reflecting both empirical trends
and conceptual gaps in the literature.

6.1 Open Challenges

Language Anisotropy and Representation Mis-
alignment Multilingual LLMs encode languages
into overlapping yet partially distinct internal sub-
spaces (Mousi et al., 2024), creating structural
anisotropy that can hinder cross-lingual trans-

Method Family Sequential Batch Notes

X (ROME)
V (LU-LAFNs)
~ (MEMLA)

MEMIT supports batch;
LU-LAFNs allow partial
sequential edits.

X (ROME)

Parameter Editing  (MEMIT, MEMLA, LU-LAFNs)

Edits stored externally;
supports dynamic updates
and reversibility.

Memory-Based v v

High cost per update;
X-KDE enables reusable
batch edits.

X (FT, LoRA-FT) X (FT, LoRA-FT)

Fine-Tuning V' (X-KDE, LTE)  ~ (X-KDE, LTE)

Meta-learned edits;
LiME supports low-latency,
language-conditioned updates.

Hypernetwork-Based v v

Table 3: Compatibility of MKE method families with
sequential and batch editing. v'= supported; ~ = partial;
X=not supported.

fer. A key open problem for MKE is to bridge
these spaces by using shared regions and handling
language-specific pockets.

Lack of Evaluation Coverage for Low-Resource
Languages Most MKE studies evaluate only
high-resource languages (e.g., English, Chinese).
Systematic evaluation on low-resource, morpholog-
ically complex, and under-represented languages
(e.g., Swahili, Urdu) remains largely absent. In
addition, current MKE benchmarks largely assume
that factual knowledge is language-invariant. This
overlooks culturally specific knowledge that may
not have direct equivalents across languages, which
is especially important for low-resource languages
where such references are more prominent. Devel-
oping evaluation resources that account for cultural
grounding remains an open challenge.

Trade-off Between Locality and Propagation
Methods that enforce strong locality (e.g., LU-
LAFNSs) tend to sacrifice propagation, while those
that encourage transfer (e.g., fine-tuning, prompt-
ing) risk damaging unrelated knowledge. Design-
ing architectures or training objectives that mitigate
this tension remains an open research direction.

Stability and Model Collapse Another critical
challenge, underexplored in multilingual settings,
is model collapse, where even a few edits can sub-
stantially degrade an LLM’s general performance
(Green et al., 2025). Monolingual studies, (Yang
et al., 2024; Gupta et al., 2024) show that edits
may trigger instability, and multilingual scenarios,
with misaligned representational spaces, exacer-
bate this risk. Evaluating MKE methods should
therefore consider both the success of edits and
the preservation of model capabilities, particularly
under sequential or batched updates where collapse
risks accumulate.

Sequential and Batch Editing Realistic deploy-
ment requires models to support not only isolated
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edits but also sequential updates and batched revi-
sions. Most current MKE methods are not evalu-
ated in these conditions. Memory-based and hy-
pernetwork approaches (e.g., ReMaKE, LiME) nat-
urally support sequential updates via externalized
edits, while parameter editors such as MEMIT suit
batch updates. Instruction-tuned methods (e.g., X-
KDE) enable reusable edit behavior in batches but
incur higher training costs. Table 3 summarizes
relative compatibility across method families.

Benchmark Fragmentation and Lack of Stan-
dardization The field still lacks unified evalua-
tion protocols and benchmarks. While MLaKE and
MZSRE are important steps forward, inconsisten-
cies in construction, metrics, and coverage persist.
Many rely on machine translation outputs, intro-
ducing noise. Low-resource and morphologically
rich languages remain underrepresented.

Domain-specific Editing Current MKE research
is almost entirely evaluated on general-purpose fac-
tual knowledge. The impact of editing in special-
ized domains such as biomedical, legal, or cul-
turally grounded knowledge remains unexplored.
Developing benchmarks and methods for domain-
specific MKE would broaden applicability and ex-
pose new challenges in precision and transfer.

Scalability and Real-World Applicability Mul-
tilingual knowledge editing methods face key bar-
riers to deployment. Memory-based approaches
incur high storage or retrieval costs when scaling
across languages. Fine-tuning is computationally
expensive, especially when edits must generalize to
variants. Parameter editors, though efficient, often
lack robustness across diverse language families.

6.2 Opportunities

Development of Robust Multilingual Bench-
marks Future benchmark design must move be-
yond machine translation and include high-quality,
human-curated datasets covering low-resource lan-
guages and morphologically rich targets. Multi-
hop reasoning tasks (e.g., MQA-KEAL) should be
expanded to test compositional edit capabilities.

Language-Conditioned or Language-Aware
Editing Early work such as LiME shows that
explicitly conditioning edits on language identi-
fiers can help mitigate representation anisotropy.
Future models could leverage joint multilingual ob-
jectives or hierarchical representations to improve
robustness across language pairs.

Instruction-Tuned and Task-Oriented Editing
Instruction-tuned paradigms like X-KDE offer an
attractive framework to model knowledge editing
as a task. Continued exploration of instruction for-
mats, task decomposition, and preference optimiza-
tion could improve multilingual generalization.

Multilingual In-Context Learning and Adapter
Fusion Combining prompting with adapter-
based updates could enable lightweight multilin-
gual editing with minimal model disruption.

Multi-source Editing Most current MKE meth-
ods assume monolingual edits, with cross-lingual
propagation only evaluated after the fact. A few
approaches (e.g., LU-LAFNs, LiME) explicitly
support multi-source editing by learning language-
agnostic representations, allowing the same fact
to be updated jointly across languages. This ca-
pability remains underexplored but represents an
important opportunity for ensuring consistency and
minimizing interference in multilingual models.

Cross-Model Editing and Transfer A largely
unexplored avenue is whether knowledge edits can
transfer across model families. Building model-
agnostic edit representations could open new possi-
bilities for scalable MKE.

6.3 Connections to Adjacent Research Areas

Hallucination mitigation Knowledge editing
has been explored as a way to correct hallucina-
tions by directly updating model representations,
with benchmarks such as HalluBench (Huang et al.,
2025) and TruthX (Zhang et al., 2024b). However,
evaluation remains English-only, and studies on
multilingual hallucinations focus on measuring or
reducing rates without using editing. Thus, the
intersection of hallucination mitigation and MKE
represents an exciting frontier for future research.

Mechanistic interpretability and cross-lingual
transfer Many editing methods, particularly
parameter-based ones, build on mechanistic inter-
pretability, assuming factual knowledge can be lo-
calized in neural circuits. Yet little is known about
whether such circuits align across languages or how
misalignment affects propagation. Exploring this
link could ground MKE theoretically and explain
why some edits generalize cross-lingually while
others remain language-specific. Together, these
connections show that MKE both informs and ben-
efits from adjacent areas, though most current work
remains monolingual.

15914



Acknowledgments

We thank the anonymous reviewers and the meta-
reviewer for their thoughtful and constructive feed-
back. Their comments helped us refine the scope
of this survey, improve the clarity of our presen-
tation, and integrate additional discussions (e.g.,
model collapse, sequential and batch editing, and
connections to adjacent areas). We are grateful for
their input, which has significantly strengthened
the final version of this paper.

Limitations

While this survey provides a comprehensive
overview of recent advances in multilingual knowl-
edge editing (MKE), our work has several limita-
tions:

¢ Cross-paper comparability: Our synthesis
relies on reported results from prior stud-
ies. Due to variations in evaluation protocols,
dataset versions, and metric definitions, ex-
act comparisons across methods are not al-
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A Details on MKE Benchmarks

A range of multilingual benchmarks have been pro-
posed to evaluate MKE methods. Below, we sum-
marize each dataset’s design, construction process,
and evaluation focus.

MLaKE (Wei et al., 2025) is a benchmark
comprising 4,072 multihop and 5,360 single-hop
questions across five languages: English, Chinese,
Japanese, French, and German. The dataset was
constructed by aligning fact chains from Wikipedia,
generating raw data via ChatGPT, and finalizing
question-answer pairs through human verification.
While MLaKE supports both single-hop and mul-
tihop evaluation, it lacks paraphrase queries and
locality test samples.

MzSRE (Wang et al., 2024d) is a machine-
translated version of the ZsRE dataset in 12 lan-
guages: English, Czech, German, Dutch, Spanish,
French, Portuguese, Russian, Thai, Turkish, Viet-
namese, and Chinese. Translations were generated
using Google Translate without human revision.
Each sample is used to evaluate reliability, general-
ity, locality, and portability.

biZsRE (Wang et al., 2024a) is a bilingual ver-
sion of ZsRE translated into Chinese. Training data
was translated using GPT-3.5-turbo, while test sam-
ples were translated via GPT-4 and then validated
by native Chinese speakers.

Eva-KELLM (Wu et al., 2023) extends knowl-
edge editing evaluation to full documents. Starting
from the Counterfact dataset (Meng et al., 2023a),
ChatGPT was used to generate documents corre-
sponding to each edited fact. The dataset consists
of 8,882 English documents and 6,930 Chinese
documents.*

BMIKE-53 (Nie et al., 2025)° evaluates cross-
lingual in-context knowledge editing across 53 lan-
guages. It unifies ZsRE, Counterfact, and WikiFact-
Diff datasets, translating them into 52 languages
using GPT-40. Translation quality was verified
qualitatively via manual inspection and quantita-
tively via BLEU scores on back-translated samples.

CROLIN-MQUAKE (Khandelwal et al.,
2024)% is a translated version of the multi-
hop model editing datasets MQuAKE-CF and
MQUAKE-T (Zhong et al., 2023). It includes
translations into German, Spanish, Chinese,
Russian, Hindi, Bengali, and Swahili. Translations

*Referred to as DocTer as of July 24, 2025
Not publicly released as of May 15, 2025
®Not publicly released as of May 15, 2025
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Dataset/Method Single-hop Multi-hop Reliability Generality Locality Portability

MLaKE v v X X X X
mZsRE X X v v v v
biZsRE X X v v v v
Eva-KELLM X X v v v v
BMIKE-53 X X v v v ve
CROLIN-MQUAKE v v X X X X
MQUAKE-AR v v X X X X
MQA-AEval v v X X X X
MKEB X X v v v v
Counterfact (Catalan) X X v v v v
CKnowEdit X X v v v v
BabelNet v v v v v v

Table 4: Comparison of datasets/methods across reasoning type and evaluation dimensions.

were reviewed by human experts and validated  dataset is shown in Table 4
through back-translation BLEU scores.

MQuAKE-AR and MQA-AEval (Ali et al.,
2025) include Arabic translations of MQuAKE-
CF and MQUuAKE-T. The translation process com-
bined LLM-based scoring (via ChatGPT) with
manual refinement of low-quality samples. MQA-
AEval is a manually curated Arabic benchmark for
evaluating multihop edits.

MKEB (Xie et al., 2024)” was constructed by
querying Wikidata via SPARQL to retrieve factual
triplets and chains. ChatGPT was used to gener-
ate corresponding questions, and translations into
12 languages (including English, Chinese, French,
German, Japanese, Korean, and Portuguese) were
performed via the Baidu API. No human revision
was conducted.

Counterfact (Catalan) (Tamayo et al., 2024)
is a translated version of the Counterfact dataset
into Catalan. Translations were performed using
the Aina English-Catalan translator and aligned
using SimAlign (Jalili Sabet et al., 2020). Filters
ensured sentence order consistency, and one round
of human revision was conducted.

CKnowEdit (Fang et al., 2024) is a Chinese-
centric benchmark designed to evaluate corrections
of linguistic, factual, and logical errors. Unlike
other datasets, it emphasizes language-specific and
cultural relevance in Chinese.

BabelEdits (Green et al., 2025) is a knowledge
editing benchmarking comprising 60 languages.
It combines multlingual synsets from babel net
with marker based translation to ensure entity (sub-
ject) translation quality. A comparison between the
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