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Abstract

Reward modeling is a key step in building safe
foundation models when applying reinforce-
ment learning from human feedback (RLHF)
to align Large Language Models (LLMs). How-
ever, reward modeling based on the Bradley-
Terry (BT) model assumes a global reward
function, failing to capture the inherently di-
verse and heterogeneous human preferences.
Hence, such oversimplification limits LLMs
from supporting personalization and pluralistic
alignment. Theoretically, we show that when
human preferences follow a mixture distribu-
tion of diverse subgroups, a single BT model
has an irreducible error. While existing solu-
tions, such as multi-objective learning with fine-
grained annotations, help address this issue,
they are costly and constrained by predefined
attributes, failing to fully capture the richness
of human values. In this work, we introduce
MiCRo, a two-stage framework that enhances
personalized preference learning by leveraging
large-scale binary preference datasets without
requiring explicit fine-grained annotations. In
the first stage, MiCRo introduces context-aware
mixture modeling approach to capture diverse
human preferences. In the second stage, Mi-
CRo integrates an online routing strategy that
dynamically adapts mixture weights based on
specific context to resolve ambiguity, allowing
for efficient and scalable preference adaptation
with minimal additional supervision. Experi-
ments on multiple preference datasets demon-
strate that MiCRo effectively captures diverse
human preferences and significantly improves
downstream personalization.

1 Introduction

Reinforcement Learning from Human Feedback
(RLHF) unlocks a promising pathway to improve
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the performance, reliability, and adaptability of Al
system deployment (Bai et al., 2022; Dong et al.,
2023a; Achiam et al., 2023; Dong et al., 2024).
Rather than relying on handcrafted reward models,
the prevailing approach in RLHF employs pref-
erence learning (Christiano et al., 2017) to infer
reward scores from human feedback, particularly
for tasks involving subjective evaluation and open-
ended responses without unanimous ground truths
(Ziegler et al., 2019). However, most existing meth-
ods rely on binary-labeled pairwise datasets build-
ing upon the assumption that there exists a global
reward function that can model human preferences.
This fails to capture the diverse and often contra-
dictory nature of human preferences, ultimately
limiting their effectiveness for personalized and
pluralistic alignment (Chakraborty et al., 2024a;
Yang et al., 2024b; Mukherjee et al., 2024; Luo
et al., 2025).

Advancing preference learning to better accom-
modate heterogeneous human preferences remains
an open challenge. Some recent studies seek to
capture the diversity by collecting multifaceted an-
notations that distinguish between different eval-
uation attributes, e.g., helpfulness, harmlessness,
coherence, instruction-following, etc (Wang et al.,
2024b; Bai et al., 2022; Wang et al., 2024c). Al-
though fine-grained labels provide deeper insights
into individual preferences, collecting and curat-
ing them significantly increases data acquisition
costs. Consequently, existing datasets limit their
scope to a handful of pre-defined attributes and of-
ten rely on LL.M-as-a-Judge (Zheng et al., 2023)
for labeling response pairs. This raises concerns
about their fidelity in representing the nuanced and
ever-evolving landscape of human values.

In addition, while users may share common in-
terests, such as preferring a helpful and harmless
assistant, their expectations are ultimately individ-
ualized and depend on use cases, i.e., contextual
factors, as illustrated in Fig. 1. To better capture
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Figure 1: Illustration of the two-stage pipeline of MiCRo for capturing personalized preferences. A mixture of
reward models (Stage 1) is trained on binary-labeled data, while the context-aware router (Stage 2) dynamically
adjusts preference distributions based on user-provided context. The final preference distribution is obtained through

a convex combination of different preference distributions.

such personalization, some approaches construct
datasets with elaborate and pluralistic contexts into
user prompts (Pitis et al., 2024; Yang et al., 2024b)
or system instructions (Lee et al., 2024a). While
reward models trained on such enriched datasets
have shown improved generalization to personal-
ized preferences, designing these criteria manually
is still labor-intensive.

In this work, we introduce MiCRo, a two-stage,
context-aware mixture modeling framework that
leverages large-scale binary preference datasets to
improve personalized preference learning. We first
provide a theoretical result showing that when the
underlying preference distribution follows a mix-
ture of subpopulations, preference learning based
on a single Bradley-Terry (BT) loss incurs an irre-
ducible error. To address this, we propose a context-
aware mixture modeling approach to decompose
aggregate preferences into latent subpopulations,
each with a distinct reward function. To further
adapt to personalized preferences, we propose an
online routing strategy with additional contextual
information. In summary, our method offers two
key advantages:

* MiCRo extracts multifaceted human prefer-
ences from widely available pairwise comparison
datasets without requiring explicit fine-grained
annotations or predefined attributes.

* MiCRo adapts the mixture heads to personalized
preference learning with contextual information
with only a limited number of samples.

Our extensive experiments across multiple pref-
erence datasets empirically demonstrate that Mi-

CRo ’s mixture heads effectively capture diverse
preferences and achieve superior performance com-
pared to baselines on multidimensional bench-
marks. With the addition of context-aware rout-
ing, the full MiCRo framework matches the perfor-
mance of fully supervised and test-time adaptation
methods, underscoring its effectiveness in enhanc-
ing downstream personalization.

2 Related Work

Reward modeling aims to learn a function that as-
signs scalar scores to input—output pairs based on
human preferences, playing a central role in RLHF
by steering LLLM behavior toward human-aligned
outputs and mitigating harmful responses (He et al.,
2024a; Sun et al., 2024). The typical approach
adopts the BT model (Bradley and Terry, 1952;
Christiano et al., 2017; Stiennon et al., 2020) to
learn from pairwise comparisons. To further ad-
dress the diversity of human preferences, person-
alized preference learning seeks to align LLMs
with user values in underspecified settings with
ambiguous or heterogeneous intent (Fleisig et al.,
2023; Baumler et al., 2023; Chakraborty et al.,
2024b). One major approach focuses on multi-
objective alignment through ensembles of reward
models. Techniques such as Mixture-of-Experts
and model merging are used to decompose reward
functions into task-specific or capability-based
components (Quan, 2024; Wang et al., 2024b;
Rame et al., 2023; Wang et al., 2024a). However,
training multiple reward models typically requires
manually defined preference dimensions and dense
supervision. To mitigate this, HyRe (Lee et al.,
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2024b) trains an ensemble offline and adapts it to in-
dividual users at test time by dynamically reweight-
ing the components using a small number of user-
specific examples. Recent work, DRMs (Luo et al.,
2025), decomposes human preferences into a linear
space using PCA, offering a promising training-
free solution; however, its effectiveness depends on
the choice of embedding model. A complementary
line of work uses probabilistic approaches to model
subgroup or latent preferences without explicit su-
pervision (Siththaranjan et al., 2023; Poddar et al.,
2024; Chen et al., 2024; Chakraborty et al., 2024a),
but their potential for personalization remains un-
derexplored.

3 Limitation of a Single Reward Function

3.1 Problem Setup

Notation and Preliminary Let A denote the
space of prompts, and Y denote the space of re-
sponses. Denote AX = {x ¢ R | 2K ;=
l,z; > 0,i = 1,...,K} as the (K — 1)-
dimensional probability simplex. In standard pref-
erence learning, human preferences are modeled
based on the classic BT model. Specifically, for a
given prompt x € X and an LLM 7, two candidate
responses a,,, a; € Y are sampled independently
from (- | ). The probability that a human anno-
tator prefers a,, over a; is given by:

P(ay > a; | z) =0 (r* (z,ay) — r* (z,q;)),

where o denotes the logistic function and r* :
X xY — Risalatent reward function. For brevity,
we assume a,, >~ a; (i.e., a,, is always preferred
over a;). In practice, a static, finite-sample prefer-
ence dataset is collected, and 7* is estimated via
maximum likelihood.

Mixture Reward Distribution However, in prac-
tice, reward data are collected from a population
of annotators with inherently diverse preferences.
Prior work has demonstrated that modeling all hu-
man preferences with a single parametric reward
function leads to systematic underfitting and can-
not capture such heterogeneity (Chakraborty et al.,
2024a; Siththaranjan et al., 2023). To better reflect
this diversity, we assume that each observed anno-
tation is generated from one of the K latent subpop-
ulations, where K is treated as a hyperparameter.
A latent categorical variable z € {1,..., K} isin-
troduced as an indicator of the subpopulation from
which a preference pair originates. We introduce

the overall probability of a preference observation
as a context-aware mixture of K Bradley-Terry
models:

=

P(aw>al]a:):ZP(z:k‘|x)
1 ey

Play = a; | z,z = k),

where the weights of each mixture component de-
pend on the prompt x and the probability of prefer-
ence within a specific subpopulation is given by

- TZ(:E, al))

2

Play = a; | z, 2z = k) = o(ri(z, aw)

and 7, is assumed to be a latent reward function
for subpopulation k.

3.2 Irreducible error of single BT model

In this section, we provably show that, when the
underlying preference distribution is a mixture of
BT models, no matter how rich the model class is
for reward functions, preference learning based on
a single BT model has an irreducible error. Before
we present our result, we first assume the diversity
of the underlying population:

Assumption 3.1 (Diversity). There exists a con-
stant p > 0, such that for every prompt x € X and
every subpopulation group k € K|, P(z = k |
x) > p.

For every tuple (x, a,,, a;), define the score func-
tion s} for group k as s}.(x, aw, a;) := 5 (z, aw) —
ri(x,a;). Let Lcg(r) be the cross-entropy loss
of a BT preference model P(a,, = a; | ) =
o(r(z,ay) — r(z,a;)) according to the reward
function 7,

Theorem 3.2 (Error lower bound). For an
arbitrary reward function r, if the predicted
preference is based on a single BT model,
then Lcg(r) > 2pKE,Var,[{Es;im(ay,a; |
x)}i(:l] + H('rv W,P(Z’l’)).

We defer the detailed proof of Theorem 3.2 to
Appendix A. In the lower bound, s} {7 (a.w, a; | x)
is the induced distribution of s acting on the pair
of responses (ay, a;) ~ m from the LLM given the
prompt z, and the variance operator Var, is applied
with respect to the K groups. H(x, 7, P(z|x)) is
the Shannon entropy of the joint distribution over
preference data given by the prompt, subpopula-
tions, as well as the LLM 7 (c.f. Appendix A for its
definition). At a colloquial level, the lower bound
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Method

‘ Binary Labels Context Conditioning Reward Objective

Weight Learning Special Characteristic

ARMO (Wang et al., 2024b) X X
MaxMin (Chakraborty et al., 2024a)
HyRe (Lee et al., 2024b)
DRMs (Luo et al., 2025)

Mean Square Error

End-to-end BT Fixed Num of attributes
Mixture of BT Hard clustering Minority preference optimization
BT Accuracy maximization Test-time adaptation

- Accuracy maximization Training-free reward decomposition via PCA

v
v
v
v

N X ox X

MiCRo (Ours) |

Mixture of BT

Hedge Algorithm Context-aware Routing

Table 1: Comparison of different methods and their key characteristics. MiCRo optimizes a mixture of BT
loss using binary labels and enables context-aware routing, setting it apart from prior methods in terms of context

conditioning and weight learning.

says that, the more diverse the ground-truth scores
s; from each subpopulation (hence a larger vari-
ance), or the subpopulation distribution P(z | x)
(hence a larger p and entropy), then the larger the
cross-entropy loss of using a single BT model.

4 Method

The inherent limitation of a single BT model mo-
tivates the need for richer preference modeling.
However, two key challenges remain: (C1) How to
extract a mixture of reward functions from binary-
labeled datasets without incurring additional an-
notation costs? (C2) Given limited access to user-
specific intent, how can we efficiently adapt to per-
sonalized preferences at deployment time ?

To this end, we propose a two-stage algorithm
that first uncovers latent heterogeneity in human
preferences through mixture modeling, and then
adapts to individual users via a lightweight, context-
aware online routing strategy.

4.1 Mixture Modeling for Diverse Preferences

We begin by fundamentally comparing our mixture
modeling objective with previous methods and then
introduce the detailed design of our approach.

Comparison with Prior Mixture Modeling Ap-
proaches Unlike static and unconditional mix-
ture approach used in previous work (Chakraborty
et al., 2024a), our formulation from Equation (1)
introduces a dynamic, context-aware weighting
mechanism for mixture models by conditioning
the subpopulation weights P(z = k | x) on the
given prompt z. We emphasize that this is a cru-
cial design that allows for contextual specialization,
where prompts automatically activate the most rel-
evant subpopulation’s reward model. By mimick-
ing real-world expertise allocation, our approach
avoids the diluted performance of static averag-
ing. We provide a more detailed comparison of our
method with existing works in Table 1.

Mixture Modeling Designs In practice, we pa-
rameterize the reward function for each subpop-
ulation as ry, : X x Y — Rfork =1,..., K
and model the mixture weights with a network
fo : & — AK. Given a training dataset D =
{(z, aw, a;)i}?_,, we minimize the negative log-
likelihood defined as:

2.

K
log ) (fw,k(ﬁ)
(z,aw,a))ED k=1

0 (ro (@,00) = T (2, ) ). )

| =

»lee = -

To prevent any single model from dominating, we
add a regularization term by imposing a uniform
prior to the weight distribution:

K
SN fuala)log fur(e). @)

(z,aw,aZ)ED k=1

ﬁreg =

1
n
The final loss function becomes

E(d), d)) = Lmle + CVﬁrega )

where the coefficient « is set to 0.5 in our imple-
mentation. Overall, this mixture training phase
on large-scale datasets learns a diverse set of re-
ward functions, establishing a robust foundation
for adaptation to nuanced preferences.

4.2 Context-aware Routing for Personalized
Preference Learning

While the pre-trained mixture model has the poten-
tial to capture latent reward functions, assigning
meaningful weights to these reward heads upon
a given prompt is difficult without a clear signal
of user intent. Technically, during the training of
the mixture model, since we do not have labeled
data to train the router separately, we will need
one strategy to learn the correspondence between
the mixture reward heads and the underlying user
intent for better routing assignments.
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Recent work on contextual alignment (Pitis et al.,
2024; Lee et al., 2024a; Poddar et al., 2024) high-
lights that incorporating context can reduce ambi-
guity and improve estimation accuracy. Motivated
by this, we introduce a second stage that incorpo-
rates more concrete contextual information—such
as user instructions or metadata (e.g., demograph-
ics or interaction history)—to guide the routing
strategy by learning the correspondence between
user intent and mixture reward heads.

Unlike prior methods that require training re-
ward models on large-scale contextual datasets
(Pitis et al., 2024; Lee et al., 2024a), our approach
avoids costly data collection and full model retrain-
ing. Instead, we leverage the unsupervised mixture
heads pre-trained in the first stage to enable sample-
efficient online adaptation. This allows us to refine
the mixture weights and generate personalized pre-
dictions using only a small number of samples.

To this end, we propose to fine-tune the routing
network f, using the Hedge algorithm (Arora et al.,
2012), where each input is a pair (x;,¢;) ~ D,
with ¢; denoting additional context information.
Intuitively, Hedge maintains a set of experts (i.e.,
reward heads) and adaptively reweights them based
on their performance—assigning higher weights
to those that better align with observed prefer-
ences. In our framework, the user preferences
can be modeled as a convex combination of the
K latent subpopulation preferences. For an ex-
ample (z;, ¢;, a;w,ai;), denote the output prob-
ability from k-th head as py(a;» > a;i]z;) =
0 (r¢, (T4, aiw) — T¢, (2, a4y)) and define

Liy = —logpr(aiw = aijli, c;).

We consider an online learning setting where
contextual data is collected within a budget of
B. We acquire a batch of preference pairs D4 =
{(x, ¢, aw, a;); }2.; with additional contexts. Moti-
vated by the multi-task learning literature (He et al.,
2024b; Liu et al., 2024), we propose a training ob-
jective for the router based on the framework of
online mirror descent with KL divergence regular-
ization (Hazan et al., 2016):

B
. 1
nﬁn E Zzlﬁl, S.t. f¢($i,ci) S AK,

K
where ﬁz = Zk:l fw(xi,ci)kﬁiﬁ +
TKL(fy (i, ¢;)||w;) and w; is a weight vec-
tor that comes from a previous iteration or

pre-trained weights, and 7 > 0 is a temperature
hyperparameter. Note that the first term is an upper
bound of the negative log-likelihood function of
mixture distribution based on Jensen’s inequality.

Routing with Hedge Algorithm With 7 > 0,
the optimal solution for each batch will be:

wj i €xp (—Lix/T)
S wigexp (—Li/7)

which yields Algorithm 1 to learn the router it-
eratively with contextual information. For each
iteration, we determine optimal weights target as
soft labels using Equation (6). Then, we fine-tune
the router by minimizing the cross-entropy loss
between the soft labels and the router network’s
predictions.

fik =

(6)

Algorithm 1 Context-aware Router Learning

Input: Mini-batch {(z;,¢;,a, al, y;)} 2, tem-
perature 7, pre-trained router fy, itera-
tions 7', reward heads from the first stage
T‘¢k,Vk? = 1,...,K.

Initialize (1) = 1), Wik = for(i)

fort=1t0 T do

// weight update

for i =1 to B; do

fork =11t K do

Liy < —logpx(ay, = aj | i)

Wik < fypw (Tis i) - exp(=£ik)
end
Z Zngl Wi, j
Wik wi—Z”“fork: 1,...,K
end
// router update

By
1
‘C\(ngight(w) = E Z£CE(%‘, f¢(t) (xz‘,ci))
i=1

Backprop Eife)igm(w to transition from (")

end

Our routing learning approach offers two clear
advantages in deployment: (1) efficiency: By
leveraging the expert heads trained on large-scale
datasets in the first stage, the second stage does not
require retraining the reward model or relying on
extensive labeled data; instead, a lightweight, on-
line router continuously adapts during deployment.
(2) generalizability: Our learning-based router har-
nesses contextual information to adjust weights
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with a learning-based algorithm. Unlike test-time
adaptation methods (Lee et al., 2024b) that rely
on a set of test data for re-weighting, our router is
trained online, allowing generalizing to new con-
texts without access to specific test data.

5 Experiments

In our experiments, we aim to answer two research
questions: (Q1) Can our context-aware mixture
modeling framework extract diverse reward func-
tions from binary-labeled preference data? (Q2)
Can the fine-tuned routing network enable effective
personalization by adapting to contextual signals?

5.1 Experimental Setup

Training datasets We train the mixture reward
models on binary-labeled preference datasets:
HelpSteer2 (Wang et al., 2024c), RPR (Pitis et al.,
2024), and preference-700K (Dong et al., 2024).
HelpSteer2 and RPR datasets contain human-
labeled response pairs evaluated across multiple
assessment dimensions. We construct the binary-
labeled sets with the following process. For each di-
mension, we extract binary preference pairs based
on absolute ratings, treating responses with higher
ratings as “‘chosen” and those with lower ratings
as “rejected.” Pairs with identical ratings are ex-
cluded from both training and test sets. To ensure
diversity in preferences, we exclude pairs where
all attributes are unanimously agreed upon from
the training set. Ultimately, all pairs from all di-
mensions are mixed, resulting in 23.5K samples
and 5.8K training samples from HelpSteer2 and
RPR, respectively. The preference-700K dataset is
a large-scale pairwise dataset created by aggregat-
ing instructions and response pairs from multiple
data sources. Further details on these datasets are
provided in Appendix B.2.

Models We use the best 3B open-source reward
model GRM-LIlama3.2-3B (Yang et al., 2024a) as
the backbone, keeping it frozen while training K
linear probing heads on top. The router network is
implemented as a one-layer MLP containing 128
units and a softmax activation. Full implementation
details are provided in Appendix B.1. We further
evaluate with an open-source 8B reward model in
Appendix C.5.

Baselines We evaluate the following baselines:
(1) Single Reward: A single-head model trained
using the standard BT loss. (2) Static Mixture: A

simplified variant of our method, corresponding to
the approach used in MaxMin-RLHF (Chakraborty
et al., 2024a), where the mixture model is trained
with fixed, input-independent weights, without
leveraging contextual information. (3) Shared-
Base Ensemble Model: Lee et al. (2024b) intro-
duces HyRe, a test-time adaptation approach based
on ensemble networks. We adopt the multi-head ar-
chitecture with a frozen prior network and multiple
trainable heads, optimizing a uniformly weighted
sum of BT losses. (4) Fully Supervised Model: We
include ARMO (Wang et al., 2024b), an 8B model
trained on more than 500K fine-grained labels, as
a baseline with full supervision.

5.2 Stage-1 Evaluation: Can MiCRo
Disentangle Diverse Human Preferences?

Evaluation Setting In this experiment, we train
MiCRo and baseline models (except ARMO) on
HelpSteer2 and RPR training sets. We then evalu-
ate the learned heads on the HelpSteer2 and RPR
test sets, which cover 14 distinct preference di-
mensions. Each head is evaluated individually on
every dimension. To ensure fair comparisons, we
use the same number of heads K for MiCRo and
other multi-head baselines. The full evaluation
results of MiCRo mixture heads are provided in
Appendix C.1.

Results Fig. 2 compares the best-performing
head for each test dimension. The results demon-
strate that different heads from MiCRo specialize
in distinct evaluation dimensions and consistently
surpass the performance of all baeslines across
all dimensions. On average, MiCRo consistently
achieves the highest average scores across both
RPR (0.921) and HelpSteer2 (0.811) benchmarks,
with substantial gains over the single-head baseline
(+40.0% on RPR, +6.8% on HelpSteer2), the Share-
base ensemble baseline (+20.7% and +9.1% re-
spectively), and the mixture model without context
routing (+5.5% and +1.1% respectively), demon-
strating the robust benefits of context-aware mix-
ture modeling approach. These results suggest that
mixture modeling more effectively captures latent
diverse preferences compared to single reward or
ensemble models, and that context-aware weight-
ing further improves over static mixtures. Fig. 3
presents a qualitative example of mixture weights
from the Stage 1 router, showing how different
prompts from the RPR test set activate different
heads. This highlights the effectiveness of our con-

17452


https://huggingface.co/Ray2333/GRM-Llama3.2-3B-rewardmodel-ft

Scientific
(Head 4)

RPR

User
(Head 9)

Creativity
(Head 8)

Storytelling
(Head 7)

Clarity
(Head 4)

Pedagogical
(Head 9)

Humor
(Head 7)

Linguistic
(Head 8)

Factual
(Head 3)

coherence
(Head 1)

complexity
(Head 3)

correctness
(Head 5)
HelpSteer2

Single Head

Shared-base
Static Mixure
MiCRo

helpfulness
(Head 2)

verbosity
(Head 3)

Figure 2: Comparison of accuracy scores between the best heads of MiCRo and other baselines on multiple
test dimensions. The mixture heads can disentangle diverse human preferences, with different heads excelling on
different attributes. They consistently outperform the single reward model across all attributes. Overlaps where the
same head dominates multiple attributes may reflect inherent attribute correlations.

Method Supervision ‘ Helpfulness  Correctness  Coherence ~ Complexity —Verbosity ‘ Average
Single Reward Binary 0.7838 0.6686 0.6914 0.7907 0.8816 0.7632
Shared-Base Best Head Binary 0.7838 0.6628 0.7037 0.7519 0.8158 0.7436
Static Mixture Binary 0.7243 0.6570 0.6790 0.8372 0.9013 0.7598
ARMO (8B) Fine-grained 0.6919 0.6395 0.7593 0.7132 0.7500 0.7108
HyRe Binary + Test Labels 0.7692 0.6987 0.6781 0.7168 0.8015 0.7329
MiCRo-HyRe Binary + Test Labels 0.8270 0.7035 0.7407 0.8217 0.8487 0.7883
MiCRo (Ours) Binary + Context 0.8324 905  0.7140 000  0.7543 L006 0.7628 0.8513 | 0.7830 .02

Table 2: Accuracy scores on HelpSteer2 test set. On average, MiCRo outperforms baselines across various
attributes and overall results. Scores in green indicate absolute improvement over the Single Reward baseline. All
baselines except ARMO (8B) use the same 3B base model.
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Figure 3: Heatmaps of router weights for different
prompts in MiCRo Stage 1. The router assigns varying
weights to different heads depending on the prompt.

textual router compared to the unconditional router
used in prior work.

5.3 Stage-2 Evaluation: Can MiCRo Adapt to
Personalized Preference?

User Context Datasets The RPR training dataset
includes user-specific criteria for each preference
pair, explicitly specifying the user’s intent and eval-
uation dimension, and thus provides a well-defined
source of user context. For HelpSteer2, we follow
the approach of Pitis et al. (2024) and augment
generic prompts with attribute-specific modifica-
tions based on the original assessment dimensions
in the annotation process (Wang et al., 2024c). Ex-
amples of contexts are provided in Appendix B.2.

For training and test datasets, we prepend the con-
textual information to the user prompt and fine-tune
the router accordingly.

Evaluation Setting We assess personalized adap-
tation under two scenarios: (1) In-distribution eval-
uation. All models are trained on the HelpSteer2
and RPR training splits and evaluated on their re-
spective test splits. (2) Cross-distribution gener-
alization. Models are trained on HelpSteer2 and
the large-scale preference-700K datasets, then eval-
uated on the RPR test set to measure transfer to
previously unseen user preferences.

Implementation Details For MiCRo , we train
the router using 50 context-annotated examples per
attribute drawn from the training data. For the
static mixture baseline, we keep the Stage-1 mix-
ture weights fixed. For HyRe adaptation, we reuse
the Stage-1 reward heads and derive adaptation
weights from 16 labeled test samples per attribute.

Results As shown in Tab. 2 and Tab. 3, MiCRo
achieves average test accuracies of 0.7830 on Help-
Steer2 and 0.8218 on RPR under the within-dataset
evaluation setting, outperforming all three base-
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. . . Scientific User- . . Linguistic Factual
Method Supervision ‘ Clarity Creativity Rigor Friendliness Storytelling Pedagogical Creativity Accuracy Humor ‘ Average
Single Reward Binary 0.4717 0.6806 0.3333 0.7978 0.8375 0.6452 0.8654 0.4225 0.8810 0.6594
Shared-Base Best Head ~ Binary 0.6226 0.7361 0.8095 0.6966 0.8000 0.6774 0.8558 0.7042 0.9643 0.7629
Static Mixture Binary 0.9057 0.6389 0.9048 0.6854 0.6250 0.7903 0.7404 0.8451 0.9167 0.7836
ARMO (8B) Fine-grained 0.9057 0.6806 0.9405 0.6966 0.7875 0.7903 0.9135 0.9014 0.9463 0.8403
HyRe Binary + Test Labels 0.7027 0.5893 0.6618 0.8493 0.6563 0.7826 0.7045 0.7091 0.4853 0.6823
MiCRo-HyRe Binary + Test Labels 0.9556 0.8125 0.9605 0.9012 0.8333 0.7963 0.9063 0.9524 0.9605 0.8974
MiCRo (Ours) Binary + Context 0.9170 4045 0.6289  0.8119 4045 0.8696 1007 0.7525 0.7935 1015 0.8558  0.8563 043  0.9109 4003 | 0.8218 4046

Table 3: Accuracy scores on the RPR test set. Scores in green indicate absolute improvement over the Single
Reward baseline. All baselines except ARMO (8B) use the same 3B base model.

Training . .. Scientific User- . . Linguistic ~ Factual
Dataset Method ‘ Clarity Creativity Rigor Friendliness Storytelling  Pedagogical Creativity Accuracy Humor ‘ Average
Single Head 0.8679  0.6806 0.9286 0.6067 0.6500 0.8065 0.8077 09155  0.9405 | 0.8004
reference Shared-base Best Head | 0.8302  0.8056 0.8095 0.8089 0.6500 0.7903 0.8654 0.8169 09167 | 0.8009
?7001( Static Mixture 0.8679  0.6250 0.9048 0.6292 0.6500 0.8065 0.7981 0.9014  0.9286 | 0.7902
MiCRo (Ours) 0.9358  0.6833 0.9190 0.6764 0.6700 0.7484 0.7827 0.9380  0.9405 | 0.8105
Single Head 0.8491  0.6667 0.9048 0.6180 0.6500 0.8065 0.7404 0.8732  0.8690 | 0.7753
HelpSteer2 Shared-base Best Head | 0.8491  0.6667 0.9048 0.6629 0.7000 0.8065 0.7404 0.8310  0.9048 | 0.7851
p Static Mixture 0.9057  0.6389 0.9048 0.6854 0.6250 0.7903 0.7404 0.8451 09167 | 0.7838
MiCRo (Ours) 0.9245  0.6667 0.8690 0.7079 0.6875 0.8226 0.7692 0.8592  0.9286 | 0.8133

Table 4: Performance on the RPR test set with models trained on HelpSteer2 and preference-700K dataset.
MiCRo outperforms other baselines trained with binary labels on average scores.

lines trained with binary labels. This highlights the
effectiveness of the router in adapting to specific
user preferences. The relatively lower performance
in certain attributes can be attributed to the limited
supervision budget, which may lead to a distribu-
tion mismatch between training and evaluation for
some attributes. Our ablation in Appendix C.2 fur-
ther shows that performance improves with access
to more context samples. In practice, providing a
richer and more informative context could further
enhance the router’s performance.

Compared to methods requiring stronger supervi-
sion, MiCRo performs competitively with ARMO
on RPR and outperforms it on HelpSteer2. Further-
more, we find that applying test-time adaptation
to MiCRo ’s mixture heads outperforms the orig-
inal HyRe, indicating that our first-stage training
provides a stronger base without requiring explicit
supervision. While HyRe benefits from test-time
labels, it assumes access to labeled examples for
each user at inference time. The context-aware
routing offers a more practical alternative by gen-
eralizing to unseen users. In general, these results
highlight MiCRo as a practical and label-efficient
solution to learn personalized preferences.

Tab. 4 presents results under the unseen user set-
ting, showing that MiCRo consistently outperforms
other baselines trained with binary labels. This fur-
ther demonstrates the router can generalize across
user distributions with contextual information. Ad-
ditional results on the RewardBench benchmark
are provided in Appendix C.

5.4 Ablation Study

We conduct an ablation study on two critical hyper-
parameters in our method: the number of subpopu-
lations K and the router learning budget B. We in-
clude a detailed study of K in Appendix C.3. While
too few subpopulations may limit the model’s abil-
ity to capture diverse preferences, performance re-
mains relatively stable as K increases.

0.790
0.785
>0.780
®
L0775
[+
20770
i 0.765
0.70 —e— Average Scores 0.760 —e— Average Scores
0 50 100 150 200 250 300 0 50 100150200 250300
Budget Budget
(a) RPR test set. (b) HelpSteer test set.

Figure 4: Average accuracy across different context-
labeling budgets per attribute. Accuracy is averaged
over all dimensions in each test dataset. Shaded regions
indicate the standard deviation across 5 independent
runs. The curves show that performance tends to con-
verge around budget 50.

Fig. 4 shows the convergence of context-aware
routing in Stage 2 on the RPR and HelpSteer?2 test
sets as the number of context-labeled samples per
attribute increases. At budget 50 (i.e., 450 and 250
examples in total for each dataset, respectively),
the average accuracy across 9 attributes on RPR
test set increases sharply from around 0.705 to over
0.841, while the accuracy on HelpSteer2 plateaus
around 0.785. In both cases, performance improves
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steadily with larger budgets, with most gains oc-
curring early, demonstrating that the router can
efficiently adapt using only a small number of con-
textual examples. More case studies on specific
attributes can be found in Appendix C.2.

6 Conclusion

In this work, we address the challenge of personal-
ized preference learning by leveraging a large num-
ber of binary-labeled datasets alongside a small set
of fine-grained context-aware data. Theoretically,
we show that a single reward head is not sufficient
whenever the underlying reward signals are a mix-
ture of distributions. Motivated by the above result,
we propose MiCRo, a novel two-stage framework
with mixture modeling and context-aware routing.
Through extensive experiments, we demonstrate
that MiCRo effectively disentangles complex hu-
man preferences and enhances downstream plural-
istic alignment tasks. We hope our approach offers
new insights into personalized LLM alignment and
contributes to the advancement of more adaptable
and individual-centered Al systems.

7 Limitations

Although our formulation is general, there is a lim-
ited availability of public datasets that provide rich
and consistent user context information, making it
difficult to comprehensively evaluate personaliza-
tion capabilities. Our current implementation relies
on access to explicitly defined context criteria and
partially synthetic settings to simulate user-specific
signals. However, in many real-world scenarios,
user intent is often implicit, e.g., reflected in multi-
turn dialogue, demographic metadata, or behavioral
patterns. Incorporating such implicit user contexts
into the routing process remains an imperative di-
rection for future work.

8 Ethics Statement

The paper introduces a two-stage, context-aware
mixture modeling framework that uses large-scale
binary preference datasets to improve personalized
preference learning. All experiments are conducted
using publicly available models and datasets. The
licenses for all datasets are listed in Appendix B.2,
and we ensure complete compliance with all the
license terms. While MiCRo improves scalability
in personalized preference learning, the mixture
heads are trained without explicit supervision. As
a result, the learned mixture heads may encode

preferences that are either beneficial or harmful,
with a risk of inadvertently modeling undesirable
or malicious intent. We therefore emphasize the
importance of thorough evaluation and safety audit-
ing to mitigate potential misuse. In light of this, we
outline two safeguards to ensure safer deployment:
(1) safety auditing with existing benchmarks: the
mixture heads can be audited using safety-focused
datasets such as PKU-SafeRLHF (Ji et al., 2024a)
and Anthropic HH (Bai et al., 2022). If a head as-
signs unusually high scores to rejected responses in
the benchmarks, the head should be masked during
downstream use; (2) human-in-the-loop evaluation:
human annotators can be involved to qualitatively
inspect the high-reward outputs of individual heads
to assess whether they reflect manipulative or un-
safe patterns. With MiCRo ’s staged training setup,
these pruning and masking steps do not interfere
with Stage 2 router learning, allowing us to main-
tain performance while mitigating safety risks.
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A Proof of Theorem 3.2

To ease the reading, we first restate Theorem 3.2 and provide its proof.

Theorem 3.2 (Error lower bound). For an arbitrary reward function r, if the predicted preference is based
on a single BT model, then Lcg(r) > 2pKE, Var,[{Esiin(aw, a; | )] + H(z, 7, P(2|z)).

Proof. For uncluttered notation, we use y;(x) to denote the mixture weight P(z = k | x) when the
prompt is 2. Based on Assumption 3.1, Vz € X,k € [K], yx(z) > p. For a tuple (z, ay, a;), define the
score $(x, ay, ay) := r(z, ay) — r(z, a;). When the context is clear, we further simplify the notation by
using o, := o(s}(x, aw,a;)) and o, := o (s(x, aw, @)).

Recall that for g,y € [0, 1], the cross-entropy loss £cg(7,y) = Dxr(Ber(y)||Ber(9)) + H(Ber(y)),
where Ber(c) is the Bernoulli distribution with parameter ¢ € [0, 1] and H (-) is the Shannon entropy.
Expand the cross-entropy loss Lcg () based on the mixture distribution and use H (z, 7, y) to denote the
entropy of the joint distribution over preference data given by prompt, subpopulations and the LLM 7, i.e.,

H(z,m,7):=—E, [Z V() * E(ayy,ap)~r (o) [0k log o + (1 — o) log(1 — Ur)]] :

Note that the joint entropy only depends on the underlying distribution of the prompt, subpopulations, and
the LLM 7, and it does not depend on the learned reward model. Consider the cross-entropy loss Lcg(r)
of a single reward model, we have

1 1
Lcogp(r) =Eq Z’Yk E(ay.a)~r(|2) [Uk log — 4+ (1 — og) log o H
l1—-0
=K, Z’yk awjal)wﬂ.( |z) |:O'k log — —|— (1 - O'k) log T Uk:| + H(.CE, 7'(',’}/)
Lk=1 r
=E, Zw Ea anyor( o) [Dxce (Ber (o) || Ber(e,))] | + H(x,m.7)

> E, ZW - [ DKL(E(ay a0~ (-12)BeT(0%) |E(ay a)or (-2 Ber (o)) | + H(z, 7, 7)

(convexity of Dky,)
MK
> By | (@) - Div(Esitn(aw, ar | 2)|Estr(aw, ar | )
Lk=1

+ H(z,m,7)

(definition of pushforward)

K
> 2E, Z'yk(x) - 2y (BSEHT (0, ap | ), Bt (aw, ap | )
k=1

+ H(z,m,7)

(Pinsker’s inequality)

= 2E, | > (@) - [Esitm(aw, ar | ) — Estr(aw, a; | 2)]*| + H(z,7,7)

Lk=1

(TV distance of two Bernoulli)
K

1 *
> 20KE, | = Y [Esitn(ay,a | 2) — Estr(awar | o) | + H@z.mq)  (w(z) 2 p)

> 2pKE, [Varz [{EsZﬁw(aw,al | x)}le]] + H(z,m,7),
(ming 4 Y4, (25 — b)? = Var [{z},])

which completes the proof. Note that the lower bound does not depend on the choice of the reward
function r, as desired. 0
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B Experimental Details

B.1 Implementation Details

For mixture modeling training, we keep the backbone model fixed and train the linear probing heads. We
set the learning rate as 0.002, batch size as 4, 8 gradient accumulation steps, and a warmup ratio of 0.05,
optimizing with AdamW. The model is trained on 4 NVIDIA RTX A6000 GPUs for up to 4 hours. For
the router fine-tuning, for the in-distribution evaluation, we set 7 as 0.001 on HelpSteer2 and 0.0001 on
RPR. For the cross-dataset generalization, we set 7 as 0.001. We set batch size to 32. To stabilize training,
we recompute the mixture weights w; only once at the beginning of each epoch, and keep them fixed
throughout the epoch. The router is trained for a total of 10 epochs.

B.2 Models and Datasets

Additional Details of Datasets The HelpSteer2 dataset contains human-labeled response pairs evaluated
across five assessment dimensions: helpfulness, correctness, complexity, coherence, and verbosity. We
include a summary of dataset statistics for HelpSteer2 and RPR datasets in Table 5.

Additional Details of Context We listed an example of criterion in RPR dataset and the generated
prompts for HelpSteer2 are listed in Table 6.

Examples of Contexts in RPR Dataset

Dimension: User-Friendliness
User Prompt: Can you create a house layout using HTML and CSS?
Context: Provides clear and easy-to-follow instructions for implementing the design.

Dimension: Scientific Rigor

User Prompt: What are the underlying http requests send for achieving SSO for an desktop
application?

Context: Provides a technically accurate and detailed explanation of the underlying HTTP
requests for achieving SSO for a desktop application.

Table 5: Summary of HelpSteer2 and RPR pairwise datasets. We show the number of pairs for each dataset and
split. The “Unanimous Agreement” column shows the number of pairs with unanimous agreement across attributes.

(a) HelpSteer2

Attribute Helpfulness Correctness Coherence Complexity Verbosity Unanimous Agreement

Train 6724 6298 3708 2168 4584 131
Test 873 854 696 643 754 -
(b) RPR
. Clarity Creativity ~ Scientific User Narrative Pedagogical Linguistic =~ Factual
Attribute Conciseness  Originality Rigor Friendliness Storytelling Effectiveness Creativity = Accuracy Humor
Train 611 761 724 710 781 705 811 682 965
Test 53 72 84 89 80 62 104 71 84

License HelpSteer?2 is released under the License of CC-By-4.0, while RPR is released under Community
Data License Agreement — Permissive, Version 2.0. preference-700K' has not explicitly stated its license,
but the Github repository of the paper (Dong et al., 2024) is released under Apache License 2.0. It is also
worth noticing that the dataset of preference-700K is a mixture of multiple data sources:

"https://huggingface.co/datasets/hendrydong/preference_700K
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Table 6: Context for HelpSteer2. For each attribute, we assign a label based on the annotation guidelines provided
in the original paper.

Attribute Context

Helpfulness The assistant should provide users with accurate, relevant, and up-to-date
information, ensuring that the content is positive, engaging, educational, and
truly helpful.

Correctness The assistant must base responses on verified facts and cover all aspects of the
prompt fully—avoiding errors, omissions, hallucinations, or irrelevant details.

Complexity The assistant should employ sophisticated language with elevated vocabulary,
appropriate for adults with advanced education or subject matter experts.

Verbosity The assistant should provide an expansive, detailed response that thoroughly
elaborates on the topic, including additional context and examples beyond the
basic answer.

Coherence The assistant’s responses should be logically structured, easy to follow, and
free of contradictions, redundancies, or abrupt style shifts.

Safety The assistant must ensure all responses are safe and respectful, strictly avoiding

any harmful, toxic, or illegal information or instructions.

 Anthropic/hh-rlhf? (Bai et al., 2022): MIT License.

* stanfordnlp/SHP? (Ethayarajh et al., 2022): In accordance with Reddit API Terms of Use, where
further explanations are available in https://huggingface.co/datasets/stanfordnlp/SHP#
license.

* nvidia/HelpSteer* (Wang et al., 2023; Dong et al., 2023b): CC-BY-4.0.

» PKU-Alignment/PKU-SafeRLHF> (Ji et al., 2024b,a): CC-BY-NC-4.0.

* openbmb/UltraFeedback® (Cui et al., 2023): MIT License.

* openbmb/Ultralnteract_sft’ (Yuan et al., 2024): MIT License.

e Distilabel-Capybara®: Apache License 2.0.

* Distilabel-Orca’: Apache License 2.0.

C Additional Experimental Results

C.1 Full evaluations of mixture heads

We present a full evaluation of mixture heads on RPR datset and HelpSteer2 dataset in Table 7 and Table
8, which further demonstrate the diversity and benefits of mixture heads compared with the single reward.

Zhttps:
3https:
4https:
5https:
6https:
7https:
Shttps:
9https:

//huggingface.
//huggingface.
//huggingface.
//huggingface.
//huggingface.
//huggingface.
//huggingface.
//huggingface.

co/datasets/Anthropic/hh-rlhf
co/datasets/stanfordnlp/SHP

co/datasets/nvidia/HelpSteer
co/datasets/PKU-Alignment/PKU-SafeRLHF
co/datasets/openbmb/UltraFeedback
co/datasets/openbmb/Ultralnteract_sft
co/datasets/argilla/distilabel-capybara-dpo-7k-binarized
co/datasets/argilla/distilabel-intel-orca-dpo-pairs
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Table 7: Full evaluations on augmented RPR test set.

. o Scientific User- . . .+ Linguistic ~ Factual

Method Clarity Creativity Rigor Friendliness Storytelling Pedagogical Creativity Accuracy Humor Average
Single Reward ~ 0.4717  0.6806 0.3333 0.7978 0.8375 0.6452 0.8654 0.4225  0.8810 0.6594
MiCRo Head 1 ~ 0.0943  0.8611 0.1310 0.5618 0.8625 0.4516 0.9038 0.0845  0.8929 -
MiCRoHead2  0.0943  0.7083 0.0833 0.5169 0.7750 0.3871 0.7788 0.0423  0.7024 -
MiCRoHead3  0.9057  0.1944 0.9048 0.5843 0.2125 0.5968 0.1346 0.9577  0.3929 -
MiCRo Head 4  1.0000  0.3333 0.9524 0.5730 0.3500 0.6774 0.2788 0.9577  0.3452 -
MiCRoHead 5 0.1509  0.7083 0.0952 0.6404 0.8500 0.5323 0.8750 0.1268  0.9048 -
MiCRoHead6  0.2075  0.7917 0.1190 0.6404 0.8625 0.4839 0.9038 0.1690  0.9405 -
MiCRo Head 7 0.3774  0.8611 0.2262 0.7865 0.8750 0.5806 0.9423 0.3380  0.9643 -
MiCRo Head 8  0.2830  0.9028 0.2143 0.7303 0.8750 0.5968 0.9519 0.3099  0.9524 -
MiCRoHead9  0.9245  0.4583 0.8929 0.8764 0.5125 0.8065 0.6538 0.8732  0.9405 -
MiCRo Head 10  0.9623  0.2639 0.9524 0.5730 0.2750 0.6613 0.2308 0.9577  0.2857 -
MiCRo (Ours) 09170  0.6289 0.8119 0.8696 0.7525 0.7935 0.8558 0.8563 09109 0.8218

Table 8: Full evaluations on augmented HelpSteer?2 test set.

Model Helpfulness Correctness Coherence Complexity Verbosity Average
Single Reward 0.7838 0.6686 0.6914 0.7907 0.8816 0.7632
MiCRo Head 1 0.8108 0.7151 0.7407 0.7132 0.8289 -
MiCRo Head 2 0.8270 0.7035 0.7407 0.7209 0.8355 -
MiCRo Head 3 0.6595 0.6105 0.6543 0.8217 0.9276 -
MiCRo Head 4 0.6378 0.5523 0.5679 0.8217 0.9211 -
MiCRo Head 5 0.8108 0.7326 0.7469 0.7287 0.8487 -
MiCRo (Ours) 0.8324 0.7140 0.7543 0.7627 0.8513 0.7830

C.2 Ablation study on sample budget

To support fast and lightweight deployment, we train the router using only 50 labeled preference pairs per
attribute. While this setup is effective for most cases, limited supervision can lead to train—test mismatch
on certain fine-grained attributes. In Tab. 9, we present a case study on three representative attributes from
the RPR test set to analyze the impact of increasing the router’s training budget. We observe consistent
improvements in both accuracy and stability as the sample budget increases. For example, on Linguistic
Creativity, MiCRo surpasses the single-reward baseline when trained with 150 samples.

Method Creativity Storytelling Linguistic Creativity
Single Reward 0.6806 0.8375 0.8654
MiCRo (best-performing heads) 0.9027 0.8750 0.9519
MiCRo (B = 50) 0.62784+0.0309  0.7525+0.0421 0.8558+0.0285
MiCRo (B = 100) 0.6615£0.0299  0.76504-0.0604 0.861540.0216
MiCRo (B = 150) 0.666740.0232  0.8025+0.0184 0.8808+0.0198

Table 9: Case study on the RPR test set. Results are reported as “mean-+tstandard deviation” over 5 independent
runs. B denotes the sample budget per attribute used in Stage 2 training.

C.3 Ablation study on choice of K

In this section, we empirically investigate how different choices of K affect performance. As shown in
Fig. 5, model performance remains stable as K increases, suggesting that overestimating K is relatively
benign, redundant heads tend to receive low weights, and the best-performing head remains consistent.
However, when K is underestimated, the model suffers from misspecification, leading to degraded
performance in the first stage. While a larger K improves representation capacity, we observe that it
can make convergence more difficult in the second-stage router training, as discussed in Section 4.2. To
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mitigate this, a simple method is to merge heads with highly correlated predictions on a hold-out set,
which effectively reduces model size without compromising accuracy.
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Figure 5: Performance of the best-performing MiCRo mixture heads trained with varying numbers of
components X on HelpSteer2 and RPR test sets. The plots show both the average accuracy and per-attribute
accuracy. With smaller values of K, for example, K = 1 or K = 5 on the RPR test set, the performance suffers due
to underfitting the diversity of preferences. As K increases, the performance stabilizes.
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Figure 6: Average accuracy across different context-labeling budgets per attribute with models trained using
varying values of K. For smaller K, the model benefits less from additional context, as it underfits the diversity
of preferences. For larger K, while accuracy can improve, it requires more labeling budget to effectively assign
context.

C.4 Evaluation results on RewardBench benchmark

Tab. 10 reports results on the RewardBench benchmark, demonstrating improvements over the single-head
baseline.

C.5 Evaluation results on 8B reward model

To assess scalability, we further evaluate with an open-source 8B reward model (GRM-Llama3-8B) (Yang
et al., 2024a) on HelpSteer and RPR test sets. As shown in Tab. 11 and Tab. 12, MiCRo consistently

17462


https://huggingface.co/Ray2333/GRM-Llama3-8B-rewardmodel-ft

Model Chat Chat-hard  Safety  Reasoning  Average

Single Reward (3B) 0.9693 0.6930 0.9135 0.9189 0.8737
MiCRo-Hedge (Ours) 0.9497 0.7544 0.9122 0.9322 0.8871

Table 10: Accuracy on RewardBench test set. We train the mixture heads on a combined dataset consisting of
HelpSteer2 and the PKU-SafeRLHF dataset. MiCRo consistently outperforms the single reward model.

outperforms the baselines in terms of average accuracy, demonstrating its robustness across model variants.

- S Scientific User- . I Linguistic Factual .
Method Clarity Creativity Rigor Friendliness Storytelling Pedagogical Creativity Accuracy Humor Average
Single Head 0.5094 0.5972 0.3333 0.7865 0.8125 0.5484 0.7596 0.3380 0.9167 0.6224
Static Mixture 0.3962 0.5641 0.3214 0.7753 0.7375 0.6129 0.8462 0.3380 0.8571 0.6055
ARMO 0.9057 0.6806 0.9405 0.6966 0.7875 0.7903 0.9135 0.9014 0.9463 0.8403
MiCRo-Stage-1 0.9434 0.8750 0.9286 0.8202 0.8750 0.8387 0.9231 0.9577 0.9405 0.9002

MiCRo (8B, B=50) 0.8189 +00350 0.7750 £00283 0.8500 00381 0.8225 10060 0.8725 £ooses 0.8065 Lo0177  0.8654 100136  0.8620 o032 0.9214 Loo1a3  0.8438 1 00077

Table 11: Accuracy on the RPR test set. MiCRo-Stage-1 denotes the accuracy achieved by the best-performing
heads from Stage 1 mixture learning. For MiCRo, we report the “mean =+ standard deviation” across 5 independent
runs using randomly sampled B training samples per attribute.

Method Helpfulness Correctness Coherence Complexity Verbosity Average
Single Head 0.7636 0.7318 0.6909 0.7682 0.7818 0.7473
Static Mixture 0.7818 0.7364 0.7136 0.7455 0.7636 0.7482
ARMO 0.6919 0.6395 0.7593 0.7132 0.7500 0.7108
MiCRo-Stage-1 0.7864 0.7273 0.7318 0.8136 0.8364 0.7791

MiCRo (8B, B=50) 0.7864 +o0000 0.7227 100043 0.7242 100021 0.7727 100021 0.7712 £ 00110 0.7555 4 00027

Table 12: Accuracy on the HelpSteer test set. MiCRo-Stage-1 denotes the accuracy achieved by the best-
performing heads selected from Stage 1 mixture learning. For MiCRo, we report the “mean =+ standard deviation”
across 5 independent runs using randomly sampled B training samples per attribute.
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