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Abstract

When solving NLP tasks with limited labelled
data, researchers typically either use a general
large language model without further update, or
use a small number of labelled samples to tune
a specialised smaller model. In this work, we
answer an important question — how many la-
belled samples are required for the specialised
small models to outperform general large mod-
els, while taking the performance variance into
consideration. By observing the behaviour of
fine-tuning, instruction-tuning, prompting and
in-context learning on 8 language models, we
identify such performance break-even points
across 8 representative text classification tasks
of varying characteristics. We show that the
specialised models often need only few sam-
ples (on average 100) to be on par or better than
the general ones. At the same time, the num-
ber of required labels strongly depends on the
dataset or task characteristics, with fine-tuning
on binary datasets requiring significantly more
samples. When performance variance is taken
into consideration, the number of required la-
bels increases on average by 100 — 200%. Fi-
nally, larger models do not consistently lead
to better performance and lower variance, with
4-bit quantisation having negligible impact.

1 Introduction

With the introduction of the GPT-3 model (Brown
et al., 2020), large language models have been
shown to be an effective generalist models for
learning with limited labelled data. They are able
to perform well across many NLP tasks with no
(using prompting) or only few (using in-context
learning) labelled samples and without any param-
eter update (Qin et al., 2023; Sun et al., 2023; Liu
et al., 2023). This performance is achieved by con-
ditioning the model on an appropriate text input
(prompt) containing instructions for the given task,
a test sample for which to generate output and op-
tionally a set of few in-context examples showcas-
ing the task (Sun et al., 2023; Dong et al., 2022).
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Figure 1: Comparison between the performance of spe-
cialised small and general large language models. The
break-even points are identified by observing the im-
pact of changing the number of available labelled sam-
ples and taking performance variance into consideration.
Specialised models outperform general ones with only
few labelled samples (up to 100), with performance
variance showing strong impact on the comparison, in-
creasing the number significantly.

Many enhancements were proposed to improve the
overall few-shot behaviour. For example prompt-
tuning and automatic prompt-engineering, where
the effective prompts are designed automatically,
or instruction-tuning, where language models are
tuned to better follow the task instructions (Gao
etal., 2021; Logan IV et al., 2022).

With enough labelled samples, the specialised
smaller models, obtained through fine-tuning or
instruction tuning, can achieve performance on par
or better than the general large language models
used with prompting or in-context learning with-
out further parameter update (Schick and Schiitze,
2021; Qin et al., 2023). From practical perspec-
tive (e.g., to decide how many labelled samples are
needed or to choose the best approach when the
number of labels is fixed), it is valuable to know (at
least approximately) the number of labelled sam-
ples needed to achieve such superior performance,
i.e., to identify performance break-even points.

So far, most of the studies comparing the perfor-
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mance of specialised and general language mod-
els from the data-efficiency perspective have been
done using different (often non-representative and
incomplete) settings and methodologies, leading
to divergent findings (Pecher et al., 2024b). The
specialised language models are tuned either on the
whole labelled set (where they achieve higher per-
formance than general language models) (Schick
and Schiitze, 2021; Qin et al., 2023), or using the
same set of few samples (e.g., 4 — 32) used for
general models (where they achieve significantly
worse performance than general models) (Ma et al.,
2023). Only few works study the behaviour of
models between the few samples and the whole
set, and observe the performance break-even points
where specialised language models outperform gen-
eral ones. Moreover, they often focus only on spe-
cific approaches or ignore the performance variance
(caused by various sources of randomness, such as
random seeds) (Le Scao and Rush, 2021; Hongjin
et al., 2022; Hernandez et al., 2023; Gupta et al.,
2023; Pecher et al., 2024b).

In addition, almost no work considers the
compute-efficiency of the different approaches in
the comparisons, even though it is an important
aspect when the approaches achieve comparable re-
sults (Mosbach et al., 2023). Although some works
investigate the impact of quantisation on model
performance (Liu et al., 2024; Jin et al., 2024), the
impact on the performance variance (i.e., sensitiv-
ity) or the overall comparison is not explored.

Our goal is to remedy these shortcomings and an-
swer the following question: "How many labelled
samples do the specialised smaller models need
to outperform more general larger models?" To
achieve this, we investigate and observe how the
performance of different approaches changes when
increasing the number of labelled training samples
(data-efficiency). We identify the break-even points
between performance of specialised models and
more general models of different sizes (compute-
efficiency), while taking the performance variance
into consideration (sensitivity to randomness). The
aggregated results are presented in Figure 1. Our
main contributions and findings are':

* We perform a comprehensive and fair investi-
gation of the impact of increasing the number
of labelled training samples on performance

"To support replicability and extension of our re-

sults, we openly publish the source code of our ex-

periments at https://github.com/kinit-sk/
L3D-sensitivity-investigation

and its variance of fine-tuning, prompting,
in-context learning and instruction-tuning ap-
proaches across 8 language models and 8 rep-
resentative text classification datasets of vari-
ous characteristics, such as number of classes,
text length or task type.

* By identifying break-even points between
the specialised and general models, we find
that the smaller specialised models (obtained
through fine-tuning or instruction-tuning), re-
quire only a small number of labelled training
examples (100 on average) to achieve perfor-
mance on par or even better than general large
language models used in zero/few-shot set-
tings. In addition, we find significant impact
of performance variance, especially originat-
ing from in-context learning or fine-tuning
on few samples, increasing the number of re-
quired labelled samples by up to 500—3000%,
with average increase of 100% — 200%.

* Based on further analysis we find follow-
ing key insights: 1) the required number
of labelled samples is dependent on the
dataset characteristics, with binary datasets
and datasets that require better language un-
derstanding (e.g., question answering) requir-
ing more labelled samples; 2) larger models
do not necessarily lead to better model perfor-
mance, data-efficiency or lower performance
variance for general models; and 3) 4-bit quan-
tisation has negligible impact on the overall
behaviour of general models.

* Based on the observed findings, we provide
practical recommendations on how to choose
the best approach, model or to decide how
many additional data to label considering the
available annotation and computation budget.

2 Related Work

Extensive focus is dedicated to the evaluation and
comparison between different data efficient ap-
proaches utilising large language models, such
as prompting, in-context learning, fine-tuning,
prompt-tuning or prompt-based/instruction tuning
on text classification tasks (Dong et al., 2022; Liu
et al.,, 2023). In some comparisons, the perfor-
mance of specialised small models is compared
with significantly larger general models (Schick
and Schiitze, 2021; Ma et al., 2023; Liu et al., 2022;
Hernandez et al., 2023; Hongjin et al., 2022), while
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in others the setting is kept as similar as possi-
ble (i.e., comparing specialised and general mod-
els of the same sizes) (Mosbach et al., 2023; Qin
etal., 2023; Logan IV et al., 2022; Gao et al., 2021;
Le Scao and Rush, 2021; Gupta et al., 2023).

Majority of the comparisons focus on com-
paring fine-tuned models with in-context learn-
ing (Ma et al., 2023; Hongjin et al., 2022; Hernan-
dez et al., 2023; Qin et al., 2023), or on comparing
prompt-based/instruction-tuned models on the spe-
cific tasks with their general counterparts (Liu et al.,
2022; Mosbach et al., 2023; Schick and Schiitze,
2021). Only few papers compare fine-tuning with
instruction-tuning (Gupta et al., 2023; Le Scao and
Rush, 2021) or multiple approaches at the same
time (i.e., fine-tuning, instruction-tuning, prompt-
ing and in-context learning at the same time) (Lo-
gan IV et al.,, 2022; Gao et al., 2021).

If enough labelled samples are used, the smaller
specialised models can achieve performance on par
with, or in many cases even better than the perfor-
mance of the larger general models (Schick and
Schiitze, 2021; Qin et al., 2023; Hernandez et al.,
2023). At the same time, in the extremely limited
settings, where the models are fine-tuned using the
same low number of samples as it is used for in-
context learning, the general large language models
excel over the small specialised models (Ma et al.,
2023; Hongjin et al., 2022). Other papers study
the impact of varying the training data sizes on the
performance of specialised models and their com-
parison with general models. However, they often
either perform a comprehensive comparison across
multiple approaches, but focus only on few samples
and vary the data sizes only to up 32 samples (Lo-
gan IV et al., 2022; Gao et al., 2021), or focus on
small subset of approaches while using a larger
part or the whole dataset, but often in specific do-
mains (Le Scao and Rush, 2021; Gupta et al., 2023;
Hongjin et al., 2022; Hernandez et al., 2023; Ma
etal., 2023). Only few papers consider (to a certain
extent) effects of different systematic choices (e.g.,
number of samples, or prompt format) or sensitiv-
ity to sources of randomness (e.g., choice or order
of samples) on comparison (Ma et al., 2023; Pecher
et al., 2024a; Sclar et al., 2023; Weber et al., 2023).

Compared to these works, we focus on more
comprehensive comparisons across: 1) full train-
ing dataset, increasing the size from 10 samples
to full dataset in exponential fashion; 2) multiple
approaches for obtaining specialised models (fine-
tuning, prompt-based/instruction-tuning) and for

using the general models (prompting, in-context
learning); 3) multiple runs to carefully take into
consideration the sensitivity of different approaches
and the performance variance this sensitivity intro-
duces; and 4) models of different sizes.

3 Comparison Methodology: Identifying
Performance Break-Even Points

Our main focus is on comparing the specialised
and general models from the perspective of their
data- and compute-efficiency and sensitivity to the
effects of randomness, as illustrated by Figure 1.

Data-efficiency. To compare the approaches
from the perspective of the data-efficiency, we ob-
serve and compare how their performance changes
when increasing the number of available labelled
samples from low number of samples up until the
full dataset is used (where each approach is pre-
sented with the same set of samples). As we change
the number of available samples, we identify the
first break-even point between the performance
of the specialised and general models. The first
break-even point (average performance) specifies
the point after which the performance of the spe-
cialised models is better on average, but may still
be lower in many cases due to the performance
variance and the randomness sensitivity, such as
when the randomness is not sufficiently addressed
(low number of runs is used or the runs are cherry-
picked). At each point, we report the mean F1
macro and standard deviation.

Compute-efficiency. We compare models of dif-
ferent sizes (e.g., using significantly smaller spe-
cialised models) while specifically focusing on
models that require a comparable amount of com-
putation. For example, full training and evalua-
tion of the smallest model should require the same
amount of compute as using the smallest LLM
through prompting. More information are provided
in Appendix A.3. In addition, for selected general
models, we explore the impact of quantisation on
the performance and its variance.

Sensitivity to the effects of randomness. To fur-
ther explore the impact of the sensitivity to the ef-
fects of randomness on the comparison, we identify
the second break-even points (average+variance).
This break-even point denotes the "worst-case size"
or the point after which the specialised models
show better performance even when the variance
is taken into consideration. In other words, there
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is low probability that the performance of the spe-
cialised models will be lower even when using low
number of runs or cherry-picking them. To identify
this break-even point, we repeat the training and
evaluation multiple times and then compare the
worst case performance of the better performing
model (obtained by subtracting the standard devia-
tion from the mean) with the best case performance
of the worse performing model (obtained by adding
the standard deviation to the mean). Each repeat
uses the same fixed random seed for all models
to guarantee deterministic and replicable results.
The random seed covers all sources of random-
ness (Gundersen et al., 2022a; Pecher et al., 2024b)
— the split of data, selection of labelled samples,
initialisation of models, order of data in training,
non-deterministic operations (e.g., dropout), and
selection of samples for in-context learning.

Datasets. The investigation covers 8 classifica-
tion datasets composed of tasks with different num-
ber of classes and characteristics. We focus on 4
binary datasets from GLUE (Wang et al., 2018)
and SuperGLUE (Wang et al., 2019) benchmarks:
SST2 (Socher et al., 2013) for sentiment classifica-
tion, MRPC (Dolan and Brockett, 2005) for deter-
mining semantic equivalence relationship between
two sentences, CoLA (Warstadt et al., 2019) for
determining the grammatical acceptability of a sen-
tence, and BoolQ (Clark et al., 2019) for question
answering. In addition, we use 4 multi-class text
datasets: AG News (Zhang et al., 2015) for news
classification (4 classes), TREC (Voorhees and
Tice, 2000) for question classification (6 classes),
SNIPS (Coucke et al., 2018) for intent classification
(7 classes) and DB Pedia (Lehmann et al., 2015)
for topic classification (14 classes).

Approaches and models. We investigate the im-
pact of training dataset size across a set of cur-
rently popular approaches for dealing with limited
labelled data in NLP: 1) fine-tuning; 2) instruction-
tuning; 3) prompting; and 4) in-context learn-
ing. For fine-tuning, we use the BERT (Devlin
et al., 2019a) and RoBERTa (Liu et al., 2019)
base models. For prompting and in-context learn-
ing the Flan-T5 (Chung et al., 2024) base, GPT-
4 (40-mini-2024-07-18 version) (Brown et al.,
2020; Ouyang et al., 2022), LLaMA-2 (Tou-
vron et al., 2023) 13B chat optimised model,
LLaMA-3 (Dubey et al., 2024) 8B instruction op-
timised model, Mistral-7B (Jiang et al., 2023)
and Zephyr-7B (Tunstall et al., 2023) models.

For instruction-tuning we use the Flan-T5 (full
instruction-tuning), Mistral-7B and Zephyr-7B
models (both instruction-tuned using LoRA (Hu
et al., 2021)). Due to the significant costs, we
use 4-bit quantisation for the LLaMA-2 model. In
case of Mistral-7B and Zephyr-7B, we use both
the full-precision and the 4-bit quantised versions,
reporting only the best performance.

Experimental setup. Each experiment is re-
peated 100 times for fine-tuning and 20 times for
the remaining approaches (due to the significant
costs of inference or training of the larger language
models). For in-context learning, we use as many
samples per class as the context-size of the models
allow. As increasing this number after a certain
point results in degraded performance, we always
report the best performance achieved up until the
dataset subset. For further details see Appendix A.

3.1 Comparison of Specialised and General
Models

In this section, our goal is to answer the following
main research question: RQI: How do the spe-
cialised models compare to general models on av-
erage as the number of labelled samples increases?
To achieve this, we identify the first break-even
point, i.e., the point after which the specialised
models outperform the general ones on average.
As such, it will allow us to draw findings about the
data efficiency and compute efficiency that are then
used for the recommendations in Section 4. The
aggregated results for all the models and datasets
are presented in Figure 1 and for the best model for
each approach across datasets in Figure 2.

Specialised models can outperform the gen-
eral ones using only a relatively small number
of labelled examples. To outperform zero-shot
setting (prompting), fine-tuning approaches require
on average between 10 — 500 labelled samples. In
case of few-shot setting (in-context learning), the
number of required labelled samples is higher, on
average between 100 — 2000 samples.

The instruction-tuned models provide even
larger benefit, representing a good balance be-
tween the generality of the models and the sam-
ples required for specialisation. To outperform
these models, fine-tuning approaches often require
a large fraction of the labelled dataset (on average
up to 5000 samples). In addition, we observe a
consistent performance of instruction-tuned mod-
els, regardless of how many labelled samples are
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Finetuning vs. Prompting/ICL vs. Instruction Tuning - Best Model For Each Approach
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Figure 2: The impact of varying size of available labelled samples (in logarithmic scale) on the performance of fine-
tuning, prompting, in-context learning and instruction-tuning approaches, reported using F1 macro and its standard
deviation. For each approach, we select only the best performing model. We can observe that specialised models
can often outperform general models with only a relatively small number of labelled samples (10 — 1000).

used. The performance achieved by instruction-
tuned models with only 10 labelled samples is close
to the one achieved with the full labelled dataset.
The difference in performance across dataset
subsets is mainly the effect of in-context exam-
ples and not the training samples. Furthermore,
the instruction-tuned models consistently out-
perform all the general larger counterparts with
small number of samples. As such, instruction-
tuned models achieve the almost-best performance
with only a fraction of labelled samples required
by fine-tuning, making them an ideal specialised
models with highest data-efficiency in many cases.

However, the comparison between models
and the number of required labelled samples
is strongly affected by the dataset and task char-
acteristics. This includes characteristics like 1)
how many classes are used (binary vs. multi-class
setting); 2) length of sentences (e.g., SST2 vs.
CoLA); 3) whether the task requires working with
a single sentence or a paired/multiple inputs (e.g.,
SST2/CoLA vs. MRPC/BoolQ); or 4) the overall
type of the task (e.g., simple sentiment classifica-
tion vs. question answering) that is defined by these
characteristics. The largest difference can be ob-
served between binary and multi-class datasets.
On multi-class datasets, fine-tuning requires only
up to 100 — 200 labelled samples to outperform
the larger models (even instruction-tuned ones in
many cases). On binary datasets the required sam-
ples are as high as 4000 to outperform zero-shot
setting (prompting), up to 9000 to outperform few-
shot setting (in-context learning), or up to 20000

to outperform the instruction-tuned models. The
remaining characteristics have lower impact that is
mostly dependent on the model size (more infor-
mation is provided in Appendix B).

An additional significant factor that affects the
comparison is whether the dataset was used as
part of the larger models pre-training. As illus-
trated in Figure 3, in such a case, the general larger
model are significantly more competitive with the
specialised models. For example, the in-context
learning with LLaMA-3 model on the SNIPS (and
TREC to a certain extent) dataset achieves similar
performance to the fine-tuning, and increasing the
number of samples also leads to increase in perfor-
mance of both approaches. However, the LLaMA-
3 performance is not consistent across datasets as
we observe significant drop in performance on the
other datasets, such as AG News or SST2. Sim-
ilar behaviour can be observed for other models
and approaches as well, such as Flan-T5 on SST2
or AG News datasets as compared to TREC and
SNIPS, or prompting with LLaMA-3. In these
cases (when the model is pretrained on the dataset
and/or achieves comparable performance), it is im-
portant to consider the compute-efficiency of the
approaches as well, as it is especially important in
the long run (i.e., using the model in practice).

3.2 Impact of Performance Variance on
Comparison

In this section, we answer following research ques-
tion: RQ2: How does the variance from repeated
runs affect the comparison between specialised and
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Dataset and Model Dependence of Specific Approaches
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the number of classes, sentence length, task type or whether the dataset was used as part of the model pre-training.
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SST2 350 | 900157% 9000 | 200001122% 20000 | NA
. MRPC 350 | 500T43% 375 | 700187% 750 | 1750+133%
£ ColA 350 | 700+100% 500 | NA 1800 | NA
£ BoolQ 4250 | 6000417 5000 | NA 5000 | 75001%0%
& AGNews 40| 60%°0% 300 | 800+167% 2500 | NA
&L TREC 30 | 50+67% 250 | 600+140% 200 | 900+350%

SNIPS 30 | 40133% 50 | NA 40| NA

DBPedia 40 | 4019% 50 | 1001100% 100 | 5001500%

Table 1: Break-even points between the best performing
models of different approaches across all investigated
datasets. The first break-even point (average perfor-
mance) and the second one (average and variance) are
separated with the "|" symbol, with superscript indi-
cating the percentual increase and "NA" indicating no
break-even point exists. We observe a significant influ-
ence of the performance variance on the number of
required labelled samples.

general models? Our goal is to determine how
the number of required samples increases when
the performance variance is taken into consider-
ation. To accomplish this, we identify the sec-
ond break-even point (average+variance) denoting
"worst-case sizes" of training sets. Identifying this
point will allow us to determine how the sensitiv-
ity of the different approaches affect the compar-
isons. The aggregated results for all the models
and datasets are presented in Figure 1 and for the
best model for each approach across datasets in
Figure 2. In addition, the comparison of first and
second break-even points for the best performing
models from each group are in Table 1.
Sensitivity to the effects of randomness, and
the performance variance it causes, has a sig-
nificant effect on the break-even points between
models, increasing the number of required la-
belled samples by a significant margin. On aver-
age, fine-tuning requires 2 — 3 times more labelled
samples (increase of 100 — 200%) to outperform
the remaining approaches when taking the variance

into consideration. In specific cases, the impact of
variance is negligible, as we observe a 0% increase
in the number of required samples (e.g., prompting
on DB Pedia dataset). At the same time, the impact
of variance is significantly higher in other cases,
leading to an increase of up to 500%, or an increase
where even with the full labelled dataset the second
break-even point is not achieved (e.g., in-context
learning on CoL A, BoolQ or SNIPS datasets).

The impact of the performance variance
strongly depends on the dataset and the over-
all number of labelled samples required for the
first break-even point. Looking at the increase in
absolute numbers, an increase of 100 — 200% rep-
resents the need to annotate only between 10 — 600
more samples in some cases (e.g., most multi-
class datasets), while representing an increase of
2000 — 11000 or more labelled samples in other
cases (e.g., binary datasets, mainly SST2). How-
ever, the impact is most significant in cases where
the second break-even point does not exist, but
can be obscured. For example on the SNIPS
datasets, the first break-even point with in-context
learning is achieved at 50 labelled samples, but
the second is not observed even when using all the
15000 labelled samples of the dataset (correspond-
ing to an increase larger than 3000%).

The second break-even point heavily depends
on the variance of the approaches and models
used. In case of prompting, which shows the low-
est performance variance, the highest observed in-
crease is 157% (SST2 dataset) in relative numbers
or 1750 (BoolQ dataset) in absolute numbers. On
the other hand, the increase is significantly higher
for in-context learning approaches (which show the
highest variance across the runs) or specific cases in
the instruction-tuning approaches (where the vari-
ance is more dependent on the model, with larger
models showing higher variance), with the high-
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est observed increase of 500% (DB Pedia dataset
and instruction-tuning) in relative numbers or in-
crease of 11000 labelled samples (SST2 dataset and
in-context learning) in absolute number. The vari-
ance in the fine-tuning approaches does not have
as much of an effect, as it is strongly affected by
the number of labelled samples — the variance is
higher with low number of labelled samples and
almost non-existent (lower than prompting) with
majority of the dataset (more than ~ 60% of the
labelled samples in the dataset).

3.3 Additional Analysis: Effects of Model Size
and Quantisation

In this section, we provide a high-level summary of
findings from analysing how the size of the model
and the quantisation affect the comparison in terms
of overall performance and variance.

Larger models do not consistently lead to
better performance or lower performance vari-
ance. The impact of model size is most explicit
for fine-tuning, considerably increasing the per-
formance and reducing variance. For prompting
and in-context learning, we often observe smaller
models outperforming their larger counterparts in
both the performance and its variance. At the same
time, larger general models often benefit more from
using larger number of in-context examples. How-
ever, this is mainly effect of their larger context
size (i.e., can handle more samples before observ-
ing drop in performance) and not size of the model.
In addition, for prompting and in-context learning,
we do not observe that using larger models leads to
lower performance variance. For more details see
Appendix B.

Using 4-bit quantisation has minimal impact
on the overall sensitivity and performance of
the general models. The quantised versions of the
models often outperform their full-precision coun-
terparts when used for in-context learning (as can
be seen in Figure 4). On the other hand, for prompt-
ing, the full-precision models perform slightly bet-
ter, even though the difference in performance is
minimal in almost all cases. Finally, 4-bit quan-
tised models show the same level of performance
variance and benefit the same from using more in-
context examples as the full-precision models. In
addition, we observe negligible impact of quanti-
sation on the performance variance. Finally, quan-
tisation has not impact on how much the models
benefit from increasing the number of in-context
examples or their context length. Therefore, we can

conclude that the use of quantised models has mini-
mal impact on the comparison between different ap-
proaches. As such, considering compute-efficiency
and performance trade-off in the comparison, the
quantised models should be preferred for the gen-
eral large language models whenever possible. For
more details, see Appendix C.

4 Discussion: Recommendations Based
on the Findings

In this section, we provide recommendations and
suggestions that should allow for better decision
making regarding what approach would provide
the most efficient solution for different setting. The
recommendations are based on the findings of our
experiments, taking into consideration the data-
efficiency (or annotation budget required for using
the effective use), compute-efficiency (or the num-
ber of parameters and how it affects the whole train-
ing and inference process), the sensitivity to the
effects of randomness (or how the results change
when introducing small perturbation to the input
data and parameters) and task characteristics.
Using general large language models in a zero
or few shot setting is a preferable solution only
in specific cases. First, when the task does not
have well defined classes or requires some kind
of generation (e.g., translation, summarisation).
The general models excel at generation tasks (as
they are designed for them) and further tuning
would require an extensive dataset. Prompting is a
more efficient option as providing in-context exam-
ples often requires significant human effort (e.g.,
preparing longer texts instead of a single label).
Second, when faced with a limited annotation
and computation budget, we do not have a large
enough dataset to achieve superior fine-tuning or
we do not have enough computational resources
to instruction-tune the general models. However,
the inference cost may be problematic in this case.
Third, when we are interested in quick proto-
typing and approximation of the overall perfor-
mance, before deciding whether to dedicate more
time and budget for specialising the models. This
recommendation is based on our main finding (spe-
cialised models require only small number of la-
belled samples to outperform general models) and
is in contrast to the common practice of eval-
uating prompting and in-context learning on
classification tasks (Liu et al., 2023).
Fine-tuning is preferable if we have large an-
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Figure 4: The comparison between 4-bit quantised and non-quantised Mistral-7B and Zephyr-7B models used for
in-context learning across all datasets. The impact of quantisation is not consistent across datasets. The quantised
models often achieve better performance than non-quantised ones, with the difference being often small. In addition,

the impact on the variance is negligible.

notation budget, but small computation budget,
or if faced with task not well designed for genera-
tion, requiring additional modifications (e.g., multi-
label classification). With enough samples, even
small models (BERT) can outperform all the gen-
eral models. Training the largest possible model (al-
lowed by the computation budget) should be opted
for, to reduce the number of required samples as
much as possible, and to prevent any shortcomings
on tasks that require better language understanding.
Based on our findings, we need to annotate on
average 100 samples, even for smaller models.
Obtaining such a number of labelled samples is not
problematic in many domains.

Instruction-tuning of the larger language
models is the optimal solution as it provides
consistent benefits for all the other cases (large
computation budget with either small or large
annotation budget). Instruction tuning provides
the best trade-off for the performance and the re-
quired resources — increasing the number of la-
belled samples does not have a significant impact
on the performance, while increasing the size of
the instruction-tuned model has only low perfor-
mance impact. However, if interested in best over-
all performance on the task, using the largest gen-
eral model and using as many labelled samples
for instruction-tuning (and in-context examples)
should provide the most benefit at the cost of in-
crease in effort (and strong diminishing returns). In
addition, it requires significantly larger computa-
tion budget than fine-tuning, due to the inference
costs, which should be considered in the long run.

Using 4-bit quantisation can lead to higher
compute-efficiency with minimal impact on the
performance. The impact of quantisation on
the performance in text classification is minimal
(achieving similar or higher performance). The im-
pact on sensitivity is negligible. As such, the trade-
off between significantly lower training/inference
costs and similar performance favours the quan-
tised models for prompting, in-context learning
and instruction-tuning.

When comparing between different ap-
proaches and models, the performance variance
should be taken into consideration, as it has a
strong impact on the comparison. If only a single
run (or low number of runs) is used, one of the
models can be incorrectly denoted as better only
based on a random chance. The use of multiple
runs is especially important when using in-context
learning, instruction-tuning or fine-tuning on low
number of labelled samples.

Finally, when using general models, a specific
focus should be on the prompt format and the
set of in-context examples to maximise their ben-
efits. The prompt format was identified as the most
significant contributor to the performance and vari-
ance in the results. To achieve fair comparison and
robustness of the models, the comparison should
be done using prompt optimised for each model
or an ensemble of multiple prompts for instruc-
tion tuning and evaluation. In addition, choosing
the optimal number of in-context examples is
important to achieve fair comparison. Using
all the available samples may not always be pos-
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sible or beneficial due to the limited context size.
As illustrated in our experiments, the performance
drops significantly after this limit is reached (or
sometimes even beforehand). Furthermore, the
quality of the samples is as important (if not
more) than the quantity of the samples. Major-
ity of the observed variance in the performance in
our experiments is the result of the random choice
of examples. Previous studies have also observed
that the quality of the samples is paramount, even
though identifying the samples of "highest quality"
may not be as straightforward (Pecher et al., 2024c;
Agrawal et al., 2023; Chang and Jia, 2023). As
such, both quality and quantity of the in-context
examples should be considered in the compar-
isons, introducing further human labour that
should be considered when choosing the most
effective and efficient approach and model.

5 Conclusion

In this paper, we perform a comprehensive and fair
comparison of currently popular approaches for
data-efficient learning in NLP, from the perspective
of their data-efficiency and sensitivity to the effects
of randomness. The main focus of the investigation
is to determine how many labelled training sam-
ples are needed for the specialised small language
models (obtained through fine-tuning or instruction-
tuning) to outperform their general larger counter-
parts used in zero and few-shot settings. Based on
the break-even points from 8 representative text
classification datasets of various characteristics,
we find that the number of required training sam-
ples is quite small, but strongly dependent on the
dataset and task characteristics, with more labelled
samples needed for binary datasets and tasks that
require better language understanding. In addi-
tion, we identify a significant influence of the per-
formance variance, stemming from the sensitivity
of the different approaches, especially in-context
learning and fine-tuning with few labelled samples,
on the overall comparison and the number of re-
quired labelled samples. We can conclude that the
specialised smaller models are a strong contender
on the text classification tasks, with the general
language models showing their benefits for specific
cases, such as quick prototyping or when faced
with extremely limited annotation. Finally, based
on our findings, we provide recommendations that
allow for better decision making regarding what
approach to use for different settings.
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Limitations

The investigation is done on a set of English classi-
fication datasets with various characteristics (num-
ber of classes, input size, task type, etc.). This
choice may limit the generalisation of our findings
to other datasets, tasks and languages, such as the
generation tasks, which are more representative for
the general models and on which the fine-tuning
cannot be used as easily (e.g., question answering,
summarisation, translation). However, we explic-
itly discuss this in Section 4.

Due to the significant computation costs incurred
by the inference of larger language models (namely
LLaMA-2, LLaMA-3, Mistral-7B and Zephyr-7B),
instruction-tuning of the medium sized models
(Mistral/Zephyr) and the additional other costs of
the GPT-4 model, we evaluate the models in a lim-
ited setting. The evaluation is done on a randomly
selected set of 1 000 samples (following the prac-
tice in prior works (Gao et al., 2021; Chang and Jia,
2023; Sclar et al., 2024; Li and Qiu, 2023; Kok-
sal et al., 2023)). As the datasets are smaller (e.g.,
MRPC, BoolQ, CoLA, SNIPS, TREC) in many
cases, this decision may not be as problematic, as
the used 60:20:20 split leads to approximately the
1000 test samples. However, on the larger datasets
(SST2, AG News and DB Pedia) this decision may
skew the results. In addition, we run the GPT-4
prompting and in-context learning only 10 times
instead of 20 due to its costs.

We use the same prompt for all the models,
which is a result of a prompt engineering on the
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Mistral-7B model. The prompt was created based
on dataset description, the prompts used in related
works and the formats recommended for different
models (e.g., taking inspiration from (Sun et al.,
2023)). As such, this may not represent the optimal
format for all the models (as identified in previous
works (Sclar et al., 2023; Weber et al., 2023; Pecher
et al., 2024b)) and performing the investigation on
multiple different prompts may improve the overall
model performance and affect the findings. How-
ever, we opted for using only a single optimised
prompt format to reduce the computation costs and
provide more in-depth analysis on larger number
of models.

Finally, we are not sure whether the datasets we
use in our experiments have been used to pre-train
the models we use for prompting and in-context
learning. As such, the comparison and findings
of our study may be affected by this possible data
leak, leading to larger benefit of general models
over the specialised ones (as already indicated in
Section 3.1). We limit this effect by using a di-
verse set of datasets and our own optimised prompt
across the majority of the experiments. However,
we cannot guarantee it is enough to provide unbi-
ased results as this limitation is part of the recently
recognised LLM validation crisis (Li and Flanigan,
2024) and we would need to train the model from
scratch to address it properly, which is out of scope
for this paper.

Ethical Considerations

The experiments in this paper work with publicly
available benchmark datasets GLUE and Super-
GLUE and other publicly available datasets (AG
News, TREC, SNIPS and DB Pedia), citing the
original authors. As we were not able to deter-
mine the license for the tasks used, we opted to
use them in as limited form as possible, adhering
to the terms of use (no annotation of the test set)
defined by the GLUE and SuperGLUE and apply-
ing it to other datasets as well. We do not work
with any personally identifiable information or of-
fensive content and perform no crowdsourcing for
further data annotation. In addition, we are not
aware of any potential ethical harms or negative
societal impacts of our work, apart from the ones
related to the advancement of the field of machine
learning. Finally, we follow the license terms for
all the models we use (such as the one required for
the use of the LLaMA-2 and LLaMA-3 models).

It is possible the large language models we use
contain biases and potentially offensive or harm-
ful content. However, the original authors of these
models reduce this bias as much as possible. At
the same time, we do not release any output of the
models which should further reduce the potential
bias and negative impact.
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A Experimental Setup: Additional
Details

Each experiment is repeated 100 times for fine-
tuning and 20 times for the remaining approaches
(due to the significant costs of inference or train-
ing of the larger language models) in order to ob-
serve and reduce the performance variance (as rec-
ommended by Gundersen et al. (Gundersen et al.,
2023) and Pecher et al. (Pecher et al., 2024b)),
since particularly in-context learning and fine-
tuning with few samples were identified to produce
results with significant variance due to effects of
randomness (Lu et al., 2022; Zhao et al., 2021;
Zhang et al., 2022; Mosbach et al., 2021; Dodge
et al., 2020). Each repeat uses the same fixed ran-
dom seed for all models to guarantee deterministic
and replicable results. The random seed covers all
sources of randomness (Gundersen et al., 2022b)
— the split of data, selection of labelled samples,
initialisation of models, order of data in training,
non-deterministic operations (e.g., dropout), and se-
lection of samples for in-context learning. At each
point, we report the mean F1 macro and standard
deviation.

A.1 Dataset Details

All experiments in this paper use English-only
datasets. We focus on 8 datasets composed of di-
verse tasks with different number of classes and
characteristics. We focus on 4 binary datasets from
GLUE (Wang et al., 2018) and SuperGLUE (Wang
et al., 2019) benchmarks: SS72 (Socher et al.,
2013) for sentiment classification, MRPC (Dolan
and Brockett, 2005) for determining semantic
equivalence relationship between two sentences,
CoLA (Warstadt et al., 2019) for determining
the grammatical acceptability of a sentence, and
BoolQ (Clark et al., 2019) for question answering.
In addition, we use 4 multi-class text datasets: AG
News (Zhang et al., 2015) for news classification
(4 classes), TREC (Voorhees and Tice, 2000) for
question classification (6 classes), SNIPS (Coucke
et al., 2018) for intent classification (7 classes) and
DB Pedia (Lehmann et al., 2015) for topic classifi-
cation (14 classes).

For each dataset, we split all the available la-
belled samples into training, validation and test
set using 60/20/20 split. In addition, we subsam-
ple each dataset, starting with 1 labelled sample
per class and then increasing this number expo-
nentially up to the full dataset (or a dataset frac-
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tion where fine-tuning outperforms all other ap-
proaches). Both the data split and subsampling is
determined by the random seed. We choose this
setup (i.e., creating new split of samples instead
of using the pre-defined dataset splits), as some of
the datasets do not release labels for test sets and
the validation splits contain quite low number of
sample, possibly leading to unreliable results. In
addition, this guarantees that the setup is as similar
as possible across all the datasets.

A.2 Approaches and Models Setup

Prompt Format

Determine { sentiment | grammatical acceptabil-
ity | semantic equivalence | whether the passage
contains answer | topic | intent } of the { sentence |
sentence pair | question } using following options:
1) [Class 1] 2) [Class 2] ... N) [Class N].

[Input]
[Output]

Dataset Verbaliser

SS§T2  {Negative, Positive}

ColA {No, Yes}

MRPC {No, Yes}

BoolQ {No, Yes}

AG {World, Sports, Business, Science and

News  Technology}

TREC {Expression, Entity, Description, Human,
Location, Number}

SNIPS {Playlist, Weather, Event, Musing, Cre-
ative Work, Rate Book, Book Restaurant }

DB Pe- {Company, Educational Institution, Artist,

dia Athlete, Office Holder, Transportation,
Building, Natural Place, Village, Animal,
Plant, Album, Film, Written Work }

Table 2: Prompt formats and verbalisers used for
prompting, in-context learning and instruction-tuning
across different datasets. The [Class 1-N] and the [Out-
put] are replaced with the names of the classes defined
by the verbaliser. The [Input] is replaced by the sentence
of the samples. The [Input] and [Output] are repeated
for each in-context sample, while the final [Output] is
used to determine the predicted class.

For fine-tuning, we use the BERT (Devlin et al.,
2019b) and RoBERTa (Liu et al., 2019) base mod-
els. We follow the typical setup and recommen-
dations from related work (such as Mosbach et al.
(2021); Dodge et al. (2020)), adding dropout layer

with drop rate of 0.3 followed by a classification
layer. We use learning rate of le-5 with AdamW
optimiser with warmup and train the model until
convergence using a maximum of 10 epochs, with
variable batch size across different dataset subsets
(starting at 4 and ending at 32 for the full dataset).

For prompting and in-context learning the Flan-
TS (Chung et al., 2024) base, GPT-4 (40-mini-
2024-07-18 version) (Brown et al., 2020; Ouyang
et al., 2022), LLaMA-2 (Touvron et al., 2023) 13B
chat optimised model, LLaMA-3 (Dubey et al.,
2024) 8B instruction optimised model, Mistral-
7B (Jiang et al., 2023) and Zephyr-7B (Tunstall
et al., 2023) models. For instruction-tuning we use
the Flan-TS5 (with full instruction-tuning), Mistral-
7B and Zephyr-7B models (both instruction-tuned
using LoRA (Hu et al., 2022)).

The prompt format used for prompting, in-
context learning and instruction tuning is included
in Table 2. It is a result of a simple prompt engi-
neering based on prompt formats used in related
work and their recommendations (Sun et al., 2023).

For in-context learning, we use as many samples
per class as the context-size of the models allow. As
increasing this number after a certain point results
in degraded performance, we always report the best
performance achieved up until the dataset subset.
As such, in some cases, we report the performance
using 2-shot in-context learning classification even
on full datasets, while in others, we report 100-shot.
This is often the case with GPT-4 model as it does
not appear to benefit from increasing the number
of in-context examples as much.

Instruction tuning is done using the Hugging-
Face SFT trainer, with a learning rate of le-5 for
5 epochs using AdamW optimiser with warmup,
batch size of 4 and early stopping, with a maxi-
mum of 250 steps per epoch for the Flan-T5 model
(as we observed severe overfitting of Flan-T5 with-
out this constraint on larger dataset sizes) and no
maximum steps for the remaining models. For this
tuning, we preprocess the dataset using the data
collator in order to train only on the completions
(as described in the documentation?).

All of the general models (Flan-T5, LLaMA-2,
LLaMA-3, GPT-4, Mistral-7B and Zephyr-7B) are
set to be deterministic (e.g., using no sampling, no
beam search and using deterministic temperature)
and set maximum number of tokens for generation

https://huggingface.co/docs/trl/en/
sft_trainer
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to 10. In addition, due to the significant costs, we
use 4-bit quantisation for the LLaMA-2 model. In
case of Mistral-7B and Zephyr-7B, we use both
the non-quantised version and the 4-bit quantised
versions. For instruction-tuning we use only the
4-bit quantised versions of Mistral-7B and Zephyr-
7B models due to the significant cost of training
the models. The Flan-T5 model, the LLaMA-3
model and the GPT-4 model are always used with
full-precision.

Finally, for better results and comparison pre-
sentation, we group the individual models by size.
We define the following 3 sizes: 1) small, which
includes the Flan-T5 model; 2) medium, which in-
cludes the Mistral-7B and Zephyr-7B models; and
3) large, which includes the LLaMA-2, LLaMA-3
and GPT-4 models.

Using subsets of different sizes. The way the
different subsets of labelled training samples are
used is dependent on the approach for learning
with limited labelled data. In case of prompting, no
training samples are utilised and as such the perfor-
mance remains the same across regardless of the
dataset size. In case of in-context learning, either
all of the samples are used as in-context examples
or, in case when the context-size of the model is
not enough to use all samples, a subset of samples
is randomly chosen. In case of fine-tuning, all the
labelled samples are used for training. Finally, for
instruction-tuning we combine the fine-tuning and
prompting/in-context learning methodology, i.e.,
all of the samples are first used to tune the model
and afterwards it is used through prompting and
in-context learning the same as the models without
parameter updates.

In-context learning results reported for the main
experiments. As we observe that the 4-bit quan-
tised models outperform the full-precision versions
on some dataset, to make the results more under-
standable, we report them only for the best per-
forming models. The results are reported in the
following way (which can be determined from Fig-
ure 4):

* For in-context learning we report the results
from 4-bit quantised Mistral and Zephyr on
the SST2, BoolQ, and SNIPS datasets; from
the 4-bit quantised Mistral on the MRPC and
AG News datasets; and from the full-precision
version for all the remaining combination.

* For prompting, we report the results from the

4-bit quantised version of Mistral and Zephyr
only for the SST2 and DB Pedia datasets;
from the 4-bit quantised Mistral for AG News
datasets; from the 4-bit quantised Zephyr for
the MRPC dataset; and from the full-precision
version for all the remaining combinations.

A.3 Model Computation Requirements

To allow for a fair comparison, the models and
approaches used in this study were specifically cho-
sen to require comparable computation for their
whole use. For example, the full fine-tuning and
evaluation of the smallest model (BERT) takes ap-
proximately the same amount of compute as using
the smallest LLM (Flan-T5) through prompting.
Similarly, instruction-tuning and further evaluation
with the smallest LLM takes approximately the
same amount of compute as using the larger LLMs
through in-context learning. However, it is impor-
tant to note that this holds true only when using
a low number of shots for in-context learning (up
to 2). Using more in-context examples leads to
significantly larger computation costs. In Table 3
we provide an approximation of FLOPs for the ap-
proaches we use following the methodology from
related papers, such as Brown et al. (2020); Dubey
et al. (2024).

B Effect of Model Size on Comparison
and Dataset Dependence

Previous studies have observed that the size of the
model significantly affects its ability to perform
prompting and in-context learning. As such, in
this section, we are interested in how the size of
the model and other factors affect the comparisons,
both in term of overall performance and variance,
but also other properties as well. Instead of report-
ing results only for the best performing model for
each approach, we group the models based on their
size into small (Flan-T5), medium (Mistral/Zephyr)
and large (LLaMA/GPT) and report the best per-
forming model for each group. The results are
included in Figure 5. In addition, we provide the
results for the individual models for each approach
and dataset in Figure 6.

First of all, larger models do not consistently
lead to better performance across different ap-
proaches. With the fine-tuning, we observe the
expected behaviour. On lower number of labelled
samples (up to 20 — 100 depending on the dataset)
the smaller BERT model is able to outperform the
larger RoOBERTa model. However, the larger model
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Model

Approximate FLOPs

Fine-Tuning (BERT, RoBERTa)

Small general LM (Flan-T5) - Prompting
Medium general LM (Mistral/Zephyr) - Prompting
Large general LM (LLaMA2) - Prompting
Small general LM (Flan-T5) - ICL
Medium general LM (Mistral/Zephyr) - ICL
Large general LM (LLaMA?2) - ICL
Instruction-Tuning Small (Flan-T5)
Instruction-Tuning Medium (Mistral/Zephyr)
Quantised medium LM (Mistral/Zephyr) - Prompting
Quantised medium LM (Mistral/Zephyr) - ICL

270 T
300 T

710 T

1285 T

804 T

1900 T

3400 T

1200 T

2800 T

710 T (308 T)
1900 T (826 T)

Table 3: Approximate FLOPs for different models and approaches we use that are required for their full use. As
full use, we understand the full tuning and evaluation in the case of fine-tuning and instruction-tuning or only the
evaluation in the case of prompting and in-context learning. For the quantised models, we report the effective

FLOPs in parenthesis that are normalised by the bit-width.

can achieve the highest performance on the dif-
ferent datasets using fewer labelled samples. As
such, the individual break-even points appear ear-
lier for the larger fine-tuning models. On the other
hand, in case of prompting, in-context learning and
instruction-tuning, the smaller models are often
able to achieve better or similar performance than
the larger counterparts even though the different in
the number of parameters is large. For example,
in-context learning with small models (Flan-T5)
on the AG News and SST2 dataset outperforms
in-context learning with medium (Mistral-7B and
Zephyr-7B) or large (LLaMA and GPT) models,
while on the BoolQ dataset the situation is opposite.
Similarly, instruction-tuning with medium models
(Mistral-7B and Zephyr-7B) models often leads to
similar or lower performance than the instruction-
tuning of the small (Flan-T5) model.

This behaviour does not necessarily depend
on the dataset characteristics. On some datasets
that can be considered harder (longer inputs, more
classes, harder tasks that require better language
understanding), the Flan-T5 model in zero/few shot
setting still outperforms the larger models, while
on other datasets it underperforms them. The main
impact of dataset characteristics is causing a ’fail-
ure mode’ for specific models, where the smaller
model does not perform at all at the task. For exam-
ple, using in-context learning with small (Flan-T5)
model on the DB-Pedia dataset always leads to
prediction of a single class for all of the samples,
with this behaviour disappearing when reducing

the number of classes, or using prompting. Simi-
larly, in-context learning with the smaller (Flan-T5)
model on the BoolQ dataset (which is characteristic
with its longer input) shows a significantly higher
variance. We believe the main culprit for this is the
limited context size of the smaller model.

The impact of the model size is the most ex-
plicit for fine-tuning. On specific datasets that can
be considered harder, the smaller BERT model per-
forms significantly worse. For example, the BERT
model on the BoolQ fails to outperform majority
of the remaining approaches even when using the
full dataset. However, this impact is minimal on
the multi-class datasets.

Overall the number of required labelled sam-
ples is not consistently dependent on the size of
the general models. For prompting and in-context
learning, we observe many cases when the break-
even point for the smaller model requires similar
or even larger number of labelled samples than
the medium or large models. For example, on the
AG News dataset the number of required labelled
samples for ROBERTa to outperform Flan-T5 in-
context learning is 300 (or 800 when taking the
variance into consideration), while for the medium
models it is only 100 and for large models it is 50.
Similar observations are present in instruction tun-
ing as well. Curiously, fine-tuning can often outper-
form the medium sized models (Mistral/Zephyr)
with lower number of samples than the smallest
Flan-T5 model. In addition, on the binary datasets,
fine-tuning consistently requires the highest num-

180



Finetuning vs. Prompting/ICL vs. Instruction Tuning - Best From Each Size Group
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Figure 5: The impact of varying size of available labelled training samples (in logarithmic scale) on the performance
of fine-tuning, prompting, in-context learning and instruction-tuning approaches across the binary (SST2, MRPC,
CoLA, BoolQ) and multi-class datasets (AG News, TREC, SNIPS, DB Pedia), reported using F1 macro and its
standard deviation. For each approach, we group the models based on their size into small (Flan-T5), medium
(Mistral/Zephyr) and large (LLaMA/GPT) and report the best performing model for each group. Even though the
effect of model size is often significant, it does not follow common assumption. The smaller models, especially in
prompting, in-context learning and instruction-tuning, often achieve better performance than the medium or

large general models.

ber of samples to outperform the largest models
(LLaMA and GPT).

The benefit of increasing the number of in-
context examples for in-context learning is af-
fected by the size of the models as well. How-
ever, this benefit is, again, dataset dependent and
is closely tied to the context length and the dataset
characteristics. For example, on the binary datasets
with shorter sentences (SST2/CoLLA), the benefit
of more samples is significantly higher than on the
datasets with multiple classes or with longer sen-
tences (BoolQ/DB Pedia). This also directly affects
the benefit of instruction-tuning. Although the ben-
efit is larger for the medium and large models, in
many cases increasing the number of in-context
samples only leads to these models to achieve per-
formance similar to the one achieved by the smaller

model — i.e., for in-context learning with medium
models, we require up to 100 samples to achieve
performance comparable to small models that use
only 10 labelled samples.

In addition, we do not observe consistent im-
provement of in-context learning (few-shot set-
ting) over prompting (zero-shot setting). Instead,
the performance difference is more dataset depen-
dent. On the multi-class datasets, in-context learn-
ing is beneficial over prompting in majority of the
cases. On the binary datasets, the benefit of in-
context learning strongly depends on the models.
At the same time, the improvement of in-context
learning over prompting is minor in some cases
(such as the increase in Flan-T5 on the SNIPS
dataset from 42.5% to 44.5%).

Finally, using larger models does not neces-
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Finetuning vs. Prompting/ICL vs. Instruction Tuning - Binary and Multiclass Datasets
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Figure 6: The impact of varying size of available labelled training samples (in logarithmic scale) on the performance
of fine-tuning, prompting, in-context learning and instruction-tuning approaches, reported using F1 macro and its
standard deviation. All the models are presented for each approach.

sarily lead to lower performance variance. With
the fine-tuning models, we observe the expected
behaviour again. Larger model shows lower vari-
ance when using enough labelled data, but shows
larger variance than the smaller model when deal-
ing with limited data. The performance variance
in prompting is similar across all the models, as
there are almost no sources of randomness that
could affect it. On the other hand, the variance in
in-context learning is not as consistent. Compar-
ing the smallest model (Flan-T5) and the largest
models (LLaMA and GPT), we observe similar
performance variance on majority of the datasets.
Only on specific datasets the variance of Flan-
TS5 is significantly higher (e.g., BoolQ) or signif-
icantly lower (AG News). At the same time, the
variance of the medium sized models (Mistral-7B
and Zephyr-7B) is often significantly higher than
their smaller or larger counterparts. Finally, with
instruction-tuning, we observe that the medium
models (Mistral-7B and Zephyr-7B) often show

larger variance when compared to Flan-T5. Al-
though this may be due to the different type of
instruction-tuning (full tuning in Flan-T5 vs. LoRA
tuning in Mistral/Zephyr), we observe similar be-
haviour of these models in the zero/few shot setting
as well.

C Effect of Quantisation on General
Models

As the general large language models contain high
number of parameters, it is a common practice
to use their quantised versions instead to reduce
the computation costs. Although some paper re-
search focuses on observing how this affects the
performance, the impact of quantisation on the
comparison between models and the sensitivity to
the effects of randomness is not well understood.
Therefore, in this section, our aim is to determine
how the use of quantised models affect the com-
parison and the overall sensitivity to the effects of
randomness. To achieve this, we run the same ex-
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Quantised vs. Non-Quantised Models - Prompting
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Figure 7: The comparison between 4-bit quantised and non-quantised Mistral-7B and Zephyr-7B models used for
prompting across all datasets. Even though the non-quantised models achieve better performance, the difference in
performance is minimal in almost all cases. In addition, the impact on the variance is negligible.

periment with 4-bit quantised and non-quantised
versions of the Mistral-7B and Zephyr-7B models
using the prompting and in-context learning and
compare their average performance and variance.
The results of this comparison are presented in Fig-
ure 7 for prompting and in Figure 4 for in-context
learning.

The non-quantised models perform slightly
better than 4-bit quantised models when it
comes to prompting. The difference in per-
formance between the 4-bit quantised and non-
quantised models is minimal in almost all the cases,
with non-quantised models achieving slightly
higher performance. Only exception is the MRPC
dataset, where the Zephyr 4-bit quantised model
achieves better performance, and DB Pedia where
both Mistral and Zephyr achieve higher perfor-
mance. On the other hand, the non-quantised ver-
sion of the Zephyr model achieves significantly
higher performance on the BoolQ, CoLA and AG
News datasets.

The impact of quantisation is less consistent for
in-context learning. In contrast to prompting, the
4-bit quantised models used for in-context learn-
ing outperform their non-quantised versions
more often. In addition, the difference in perfor-
mance in such cases is often significantly higher. At
the same time, when the quantised models do not
outperform the non-quantised versions, the differ-
ence in performance is often small (only exception
is the Zephyr model on the CoL A dataset).

Furthermore, the impact of quantisation on

the sensitivity to the effects of randomness and
the performance variance it causes is negligible.
In almost all cases, the observed standard devia-
tion is similar regardless of the model version. In
case the performance variance is different, the non-
quantised models achieve higher performance. For
example, the prompting of Zephyr model on the
MRPC, BoolQ or AG News datasets. In case of
in-context learning, the difference in performance
variance is even less significant.

Finally, quantisation has no impact on how
much the models benefit from increasing the
number of in-context examples or their context
length. In all cases, we observe similar increase
in performance (and decrease in standard devia-
tion) when increasing the number of examples. At
the same time, we observe that both quantised and
non-quantised versions of the models achieve the
‘failure state* at the same number of samples. We
believe this failure state corresponds to reaching the
context size of the models, as on the datasets with
longer sentences (BoolQ/DB Pedia), it is encoun-
tered sooner than on datasets with shorter sentences
(SST2/CoLA). However, in many cases, the best
performance of the model is achieved well before
using the whole context size of the models.

We can conclude that the use of quantised
models has minimal impact on the comparison
between different approaches. As such, consider-
ing compute-efficiency and performance trade-off
in the comparison, the quantised models should
be preferred for the general large language models
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whenever possible.

D Impact Statement: CO2 Emissions
Related to Experiments

The experiments presented in this paper used signif-
icant compute resources as they required multiple
training and evaluation runs of multiple models
(to deal with variance in results), as well as using
large language models that requires a lot of com-
putation even just for the inference. Overall, the
experiments were conducted using a private infras-
tructure, which has a carbon efficiency of 0.432
kgCO2eq/kWh (default value used as the actual
efficiency of our HW instance was not measured).
A cumulative of 4000 hours of computation was
performed on hardware of type A100 PCle 40GB
(TDP of 250W). Total emissions are estimated to
be 432 kgCOqeq of which 0 percents were directly
offset. This does not include the compute used by
the GPT model behind API as we are not able to
estimate these resources. These estimations were
conducted using the MachineLearning Impact cal-
culator presented in (Lacoste et al., 2019).

Whenever possible, we tried to reduce the com-
pute resources used as much as possible. The most
compute resources were used by the large language
models — LLaMA-2, LLaMA-3, GPT-4, Mistral-7B
and Zephyr-7B. As the prompting and in-context
learning with these models resulted in quite stable
results, we decided to evaluate them only on a sin-
gle setting (using 1 000 labelled training samples)
and using a fraction of the whole test set (1 000
test samples). In addition, for the GPT model, we
evaluate only on 10 runs. Even in their reduced
evaluation, these experiments used large fraction
of the GPU hours. The most significant contribu-
tor was the instruction-tuning, especially with the
medium sized models (Mistral/Zephyr), where we
opted to reduce the number of steps and epochs
used for the training.
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