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Abstract

GUI agents powered by vision-language mod-
els (VLMs) show promise in automating com-
plex digital tasks. However, their effectiveness
in real-world applications is often limited by
scarce training data and the inherent complexity
of these tasks, which frequently require long-
tailed knowledge covering rare, unseen scenar-
ios. We propose RAG-GUI , a lightweight
VLM that leverages web tutorials at inference
time. RAG-GUI is first warm-started via su-
pervised finetuning (SFT) and further refined
through self-guided rejection sampling fine-
tuning (RSF). Designed to be model-agnostic,
RAG-GUI functions as a generic plug-in that
enhances any VLM-based agent. Evaluated
across three distinct tasks, it consistently out-
performs baseline agents and surpasses other
inference baselines by 2.6% to 13.3% across
two model sizes, demonstrating strong general-
ization and practical plug-and-play capabilities
in real-world scenarios.

1 Introduction

Graphical User Interface (GUI) agents have
emerged as powerful tools capable of automat-
ing complex interactions across diverse digital
platforms, including web browsers (Zhou et al.,
2024; He et al., 2024), computer use (Xie et al.,
2024), and mobile applications (Rawles et al., 2023,
2024). Recent advances in vision-language models
(VLMs) (Liu et al., 2023; Bai et al., 2025) have
greatly enhanced agents’ abilities in grounding, vi-
sual context understanding, and reasoning, lead-
ing to notable progress in GUI-based interaction.
However, these agents still struggle with real-world
tasks due to their inherently complex, multi-step
nature and the limited availability of high-quality
training data (Aksitov et al., 2023; Sun et al., 2024).

To address these challenges, several studies
leverage web tutorials, which provide step-by-step
instructions and rich contextual information (Xu

et al., 2025b; Ou et al., 2024; Zhang et al., 2025), to
synthesize agent trajectories for model finetuning.
However, the quality of such synthetic data remains
variable, limiting flexibility and generalization to
novel tasks.

We propose leveraging web tutorials as a non-
parametric knowledge base at inference time to
enhance agents’ adaptability across diverse tasks.
While this setup resembles the retrieval-augmented
generation (RAG) paradigm, it differs from stan-
dard RAG pipelines that rely on cleaned, chunked
Wikipedia passages for QA (Lewis et al., 2020;
Liu et al., 2025; Shi et al., 2024) and introduces
two intrinsic challenges: (1) tutorials often encode
procedural knowledge that is lost with fixed-length
chunking, while leaving them unprocessed leads to
long, noisy inputs that may degrade LLM perfor-
mance (Yu et al., 2024a); and (2) tutorial relevance
is not guaranteed—unlike QA corpora, tutorials
may not align with the agent’s task. Addressing
these challenges is critical to fully leveraging tuto-
rials for guiding agents towards desired behaviors.

Motivated by the above challenges, we introduce
RAG-GUI, a lightweight VLM as an adapter be-
tween the agent backbone and the tutorial during
inference. RAG-GUI is designed to: (1) assess
the relevance between the current task (query and
prior actions) and a given tutorial; and (2) generate
a useful guidance from the relevant tutorial to as-
sist task completion. Training RAG-GUI begins
with supervised finetuning (SFT) with synthetic rel-
evance labels generated by a teacher VLM to boot-
strap learning. We then use rejection sampling that
allows RAG-GUI to refine both relevance predic-
tion and summarization, based on the assumption
that better guidance improves agent performance.
RAG-GUI is model-agnostic and can serve as a
plug-and-play module for any VLM-based agent,
making it broadly applicable across different tasks.

We evaluate RAG-GUI on three tasks with two
backbones, consistently improving VLM-based
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agents at inference and often outperforming agents
trained on synthetic tutorial trajectories. On
the online AndroidWorld benchmark, RAG-GUI
achieves 13.3% and 10.7% absolute gains for 7B
and 72B backbones, respectively. Moreover, it nar-
rows or surpasses the gap with training-based meth-
ods in real-world settings, highlighting its strong
generalization across diverse, real-world scenarios.

2 Related Works

Enabling large language models (LLMs) and
vision-language models (VLMs) to function as ca-
pable GUI agents has been a vibrant area of re-
search. Early approaches (Deng et al., 2023; Gur
et al., 2023) improved web agents by leveraging
raw HTML elements but did not incorporate visual
information. More recent works have demonstrated
the promise of VLMs for GUI tasks, capitalizing
on their strong visual understanding (Zheng et al.,
2024; Yan et al., 2023; Hong et al., 2024). Concur-
rently, efforts such as (Gou et al., 2025; Wu et al.,
2025; Xu et al., 2024) focus on collecting large-
scale training data to enhance model capabilities.

Closest to our approach, AgentTrek (Xu et al.,
2025b) and TongUI (Zhang et al., 2025) leverage
web tutorials by synthesizing training trajectories to
improve agent performance. Our work takes a com-
plementary perspective: rather than relying solely
on synthetic data generation, we directly integrate
tutorial-based guidance at inference time through
a lightweight, adaptive retrieval-augmented frame-
work. This design enables flexible, plug-and-play
enhancement of VLM-based GUI agents without
the need for extensive retraining.

Retrieval-augmented generation (RAG) serves
as a powerful technique for knowledge intensive
tasks under both text-only (Lewis et al., 2020; Shi
et al., 2024; Yu et al., 2024a,b; Xu et al., 2025a) and
multimodal scenarios (Yu et al., 2025). However,
in our scenario, leveraging tutorials poses unique
challenges due to their length and the presence of
potentially irrelevant or noisy context, which moti-
vates our design of task-aware guidance generation.

3 Methodology

3.1 Preliminaries
We formulate GUI tasks as a sequential decision-
making problem and adopt the SeeAct frame-
work (Zheng et al., 2024). Given a website state
s, a task description g ∈ G, and an action space
A, the agent generates a sequence of actions A =

(a1, a2, . . . , an) ∈ An to complete the task. At
t-th step, the VLM-based agent π selects the next
action at based on the current environment ob-
servation st, the task description g, and the his-
tory of previous actions At = (a1, . . . , at−1) as
at = π(g, st, At). In our tutorial-augmented set-
ting, we first retrieve a set of potentially relevant
tutorials τ = {τ1, . . . , τk} using the task descrip-
tion g. A lightweight VLM fθ then processes each
tutorial to produce task-aware guidance as:

τ̂i,t = fθ(g, st, At, τi).

Here, the guidance τ̂ = (ℓ, σ) contains a binary
relevance label ℓ with the task-aware guidance σ.
The agent then generates the next action based on
the current state, task description, action history,
and the set of summaries identified as relevant:

ât = π(g, st, At, σ̂t),

where σ̂t = {σ̂i,t | 1 ≤ i ≤ k, ℓi = 1} is the
filtered set of guidance summarized from relevant
tutorials. We emphasize that the agent policy π is
fixed without parameter update and and only the
VLM fθ is updated.

3.2 Tutorial Collection

Our initial phase involves constructing a compre-
hensive dataset of GUI tutorials from diverse open-
source online repositories. We define a GUI tutorial
as a resource that provides sequential, step-by-step
instructions for executing a task within a GUI, in-
corporating both textual descriptions and visual
screenshots. Following Qin et al. (2025), we select
two large-scale, image-text interleaved datasets,
MINT (Awadalla et al., 2024) and OmniCorpus (Li
et al., 2024a), as primary sources for potential tu-
torial data. Additionally, we incorporate articles
crawled from the WikiHow website1 as a supple-
mentary corpus, given its focus on how-to content.
Recognizing that MINT and OmniCorpus include
a wide spectrum of topics beyond GUI instruction,
we conduct a multi-stage filtering process to extract
relevant high-quality tutorials. This process com-
prises three key steps: (1) FastText Filtering, (2)
Deduplication, and (3) LLM Labeling. The details
for these steps are deferred to Appendix B. After all
steps, we obtain a high-quality set of approximately
2.6M GUI tutorials from MINT, OmniCorpus and
GUI tutorials, which serves as the task-adaptive
guidance resource for the subsequent experiments.

1www.wikihow.com
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3.3 Optimization for Task-aware Guidance
Generation fθ

Using a frozen VLM to generate task-specific guid-
ance often leads to suboptimal results, as these
models are typically fine-tuned for general-purpose
tasks. This can create a mismatch between what
the adapter fθ perceives as ‘good’ guidance and
what the agent π effectively utilizes. To this end,
we finetune fθ to align the generated guidance to-
wards target tasks by leveraging the training data
containing D = {(gi, si, Ai, ai)}|D|

i=1 where ai is
the ground-truth action step.

SFT Warmup. To warm up fθ for the target ap-
plication, we first learn an initial policy via super-
vised finetuning by imitating the behavior of an ex-
pert VLM u. Specifically, we use a frontier model,
GPT-4.1-mini, to generate high-quality guidance
on open-sourced datasets of (state, tutorial, action)
pairs as DSFT = {(x, h)}, where x = (g, s, A, τi)
is the input containing both environment states,
actions and retrieve tutorial, h ∼ u(x) is sam-
pled from the expert VLM. This dataset is used
to perform supervised fine-tuning on fθ as LSFT =

−E(x,h)∼DSFT

∑|h|
l=1 log fθ (hl | h<l, x), providing

a warm-up for downstream optimization.

Self-guided Rejection Sampling Finetuning.
Generating large-scale high-quality distillation data
is often infeasible in real-world settings. To im-
prove the model’s ability to produce effective guid-
ance from tutorials, we adopt the hypothesis that
good guidance should help the agent take the cor-
rect action. To that end, we repurpose the exist-
ing training tuples (g, st, at) to first retrieve rele-
vant tutorials τ , then train the guidance generation
model such that its output increases the likelihood
of the agent selecting the correct action as (note
that τ̂i = (ℓ̂i, σ̂i)):

p(ât = at|g, st, τi) = log
∑

τ̂i

pθ(τ̂i|τi)p(ât = at|g, st, σ̂i)

≥ Eq[log p(ât = at|g, st, σ̂i)] + DKL(q || pθ(τ̂i|τi))︸ ︷︷ ︸
ELBO L(pθ,q)

Rather than directly optimizing the marginal log-
likelihood, we maximize its evidence lower bound
(ELBO) L(pθ, q), where q(τ̂) is the posterior over
the sampled guidance τ̂ . The optimal q is given by:

q (τ̂i | g, st, at, τi) =
pθ (τ̂i | τi) p (ât = at | g, st, σ̂i)∑
τ̂ ′ pθ (τ̂ ′

i | τi) p (ât = at | g, st, σ̂′
i)

∝ pθ(τ̂i | τi) · p(ât = at | g, st, σ̂i).

Assume p(at | g, st, τ̂) ∝ I[ât = at], i.e., the
probability is nonzero only when the generated
action matches the ground-truth. Then, the overall
rejection sampling procedure is as follows:

1. Sample guidance: For each tutorial τi, draw m

candidate guidances {τ̂ (j)i }mj=1 ∼ pθ( τ̂ | τi).

2. Guideline Filtering: For each Guideline τ̂
(j)
i ,

let â
(j)
t = f(g, st, σ̂

(j)
i ), then only those

(τi, τ̂
(j)
i ) for which â

(j)
t = at are kept, yield-

ing a filtered set DRSF.

3. Fine-tune: Update fθ by minimizing the
RSF Loss of the retained guideline: LRSF =

min
(
−∑

(τi,τ̂)∈DRSF
log pθ(τ̂ | τi)

)
.

In practice, if the model assigns conflicting rele-
vance labels to the same tutorial across different
generations—yet both instances result in the cor-
rect action—we discard these examples to prevent
introducing ambiguity into the training of the guide-
line generator fθ.

3.4 Model Inference
At the inference stage, for example (g, st, At, at)
and retrieved tutorials τ = {τ1, ..., τk}, we first
use the guideline generation model fθ to gener-
ate relevant guidelines (ℓi, σi) = fθ(g, st, At, τi)
for each tutorial τi. Next, we filter the generated
guidelines to retain only those marked relevant and
augment the original prompt with this filtered set as
σ̂t = {σi | 1 ≤ i ≤ k, ℓi = 1}. The agent π uses
this augmented guideline to make its final action
prediction as ât = π (g, st, At, σ̂t) , which updates
the environment state st+1 and action history At+1

for the subsequent step.

4 Experiments

4.1 Experiment Setups
Datasets and Evaluation Metrics We evaluate
RAG-GUI on one challenging out-of-distribution
online dataset Android World (Rawles et al.,
2024) and two in-distribution offline datasets An-
droid Control (Li et al., 2024b) and Multimodal-
Mind2Web (Deng et al., 2023). The details for
these datasets are in Appendix A.

Baselines We compare against the following
baselines: (1) Inference-based methods without
tutorials, including Seeclick (Cheng et al., 2024b),
UGround (Gou et al., 2025), OmniParse (Lu
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Table 1: The performance of RAG-GUI and baselines on three benchmarks. M2W, AC and AW stands for
mm-Mind2Web, AndroidControl and AndroidWorld, respectively.

Models AW M2W - Cross Task M2W - Cross Website M2W - Cross Domain AC - High AC - Low

Planner Grounder SR Ele. Acc Op. F1 Step SR Ele. Acc Op. F1 Step SR Ele. Acc Op. F1 Step SR Step Acc. Step Acc.

GPT-4o (2024) SeeClick (2024a) – 32.1 – – 33.1 – – 33.5 – – 41.8 52.8
GPT-4o (2024) UGround (2025) 32.8 47.7 – – 46.0 – – 46.6 – – 48.4 62.4
GPT-4V (2023) OmniParse (2024) – 42.4 87.6 39.4 41.0 84.8 36.5 45.5 85.7 42.0 – –

GPT-4o (2024) 34.5 (SOM) 5.7 77.2 4.3 5.7 79 3.9 5.5 86.4 4.5 20.8 19.4
Claude Computer Use (2025) 27.9 62.7 84.7 53.5 59.5 79.6 47.7 64.5 85.4 56.4 12.5 19.4

AgentTrek 7B (2025b) – 45.5 84.9 40.9 40.8 82.8 35.1 48.6 84.1 42.1 – –

Qwen2.5-VL-7B (2025) 22.0 57.9 82.5 45.3 58.6 80.0 41.6 57.5 83.4 45.2 52.9 72.5
w/ vanilla RAG 22.4 59.0 83.1 46.0 57.4 80.4 41.3 57.9 83.5 45.3 55.8 74.3

RAG-GUI-7B 35.3 63.9 84.1 51.5 60.7 83.6 46.1 60.3 84.5 47.8 59.6 81.6
w/o RSF 32.8 59.9 83.5 46.8 58.6 82.3 44.2 59.5 84.5 47.3 54.9 79.4

Qwen2.5-VL-72B (2025) 35.0 63.4 81.7 51.8 64.0 81.8 49.6 56.5 84.1 46.2 57.0 78.6
w/ vanilla RAG 37.5 58.6 82.9 45.8 63.8 81.8 49.0 60.0 81.6 49.8 56.2 76.7

RAG-GUI-72B 45.7 69.5 85.0 56.8 68.1 83.1 53.0 66.3 85.9 55.0 60.7 84.6
w/o RSF 44.4 66.3 84.2 53.8 66.9 82.9 52.1 63.6 84.7 52.2 58.7 80.9

— Training-based LLMs using in-distribution training data. For Reference Only.

AgentTrek 7B (w/ M2W) (2025b) – 60.8 88.9 55.7 57.6 88.1 51.4 56.0 87.5 52.6 – –
Aguvis 7B (2024) – 64.2 89.8 60.4 60.7 88.1 54.6 60.4 89.2 56.6 61.5 80.5
Aguvis 72B (2024) 26.1 69.5 90.8 64.0 62.6 88.6 56.5 63.5 88.5 58.2 66.4 84.4
UI-TARS 7B (2025) 33.0 73.1 92.2 67.1 68.2 90.9 61.7 66.6 90.9 60.5 72.5 90.8
UI-TARS 72B (2025) 46.6 74.7 92.5 68.6 72.4 91.2 63.5 68.9 91.8 62.1 74.7 91.3

et al., 2024), GPT-4o (Hurst et al., 2024), and
Claude (Anthropic, 2025); (2) Tutorial-based in-
ference method: vanilla RAG (Lewis et al., 2020),
which augments tasks, states, and previous actions
with top retrieved tutorials; (3) Tutorial-based
synthetic data generation: AgentTrek (Xu et al.,
2025b), which finetunes the VLM using synthetic
trajectories generated from web tutorials. We also
report results from finetuning-based methods that
leverage large amounts of grounding data and agent
trajectories (Xu et al., 2024; Qin et al., 2025), but
mainly for reference. Designing approaches to in-
corporate our tutorial guideline generation into fine-
tuning is an interesting direction for future work.

Implementation Details Our guideline genera-
tion model fθ is built upon the Qwen-2.5-VL-7B
backbone model. To create task-specific guideline
for training, we utilize AitW (Rawles et al., 2023),
AMEX (Chai et al., 2024), and GUIAct (web-multi
and web-single) (Chen et al., 2024) as seed datasets.
We use E5 (Wang et al., 2022) as the default em-
bedding model for tutorial retrieval. For the SFT
warmup, we train the backbone model for 1 epoch
using a learning rate of 1e− 5 and a cosine sched-
uler. During rejection sampling, we set the tempera-
ture to 1.0. For the RSF stage, we continue training
the model for one additional epoch, building on
the SFT checkpoint, with a learning rate of 5e− 6.
For evaluation, we use Qwen-2.5-VL-7B/72B (Bai
et al., 2025) as the agent backbone model.

4.2 Main Experiments

Table 1 exhibits the experiment results on three
tasks. We have the following findings:

Experiment on Offline Tasks Evaluations on
AndroidControl and mm-Mind2Web reveal that
naively incorporating tutorials via a standard RAG
pipeline yields limited improvements, particularly
for smaller backbones (7B), due to LLMs’ con-
strained ability to process tutorials directly. In
contrast, RAG-GUI achieves notable gains (4.4%
on Mind2Web and 6.3% on AndroidControl) and
narrow the gap between training-based methods
and training-free models, verifying the benefit of
carefully integrating tutorials. RAG-GUI also out-
performs AgentTrek trained with synthetic trajec-
tories converted from tutorials. We hypothesize
that AgentTrek is hampered by dataset quality is-
sues and still relies on high-quality trajectories to
achieve strong performance.

Experiment on Online Tasks We evaluate RAG-
GUI on AndroidWorld, an online environment re-
quiring multi-step reasoning that mirrors real-world
scenarios. Remarkably, incorporating guided sum-
marization leads to more than 10% success rates
compared to direct inference, which further vali-
dates the effectiveness of our proposed approach.

Effect of Two-Stage Training The results also
demonstrate that incorporating self-guided rejec-
tion sampling finetuning (RSF) consistently im-
proves performance, emphasizing the benefit of
enabling the model to self-evolve and avoid costly
manual annotation.

Effect of Textual Guidance Generator In or-
der to evaluate the capability of RAG-GUI to
generate high-quality textual guidance, we con-
duct additional experiments that leverage frozen

17869



Table 2: The performance of RAG-GUI and frozen
Qwen as textual guidance generators on the Android-
World benchmark.

Models AW SR

Qwen2.5-VL-7B (2025) 22.0
w/ vanilla RAG 22.4
w/ textual guidance from frozen Qwen2.5-VL-7B 27.5

RAG-GUI-7B 35.3
Qwen2.5-VL-72B (2025) 35.0

w/ vanilla RAG 37.5
w/ textual guidance from frozen Qwen2.5-VL-72B 37.9

RAG-GUI-72B 45.7
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Figure 1: Additional studies.

Qwen2.5-VL-7B/72B as textual guidance genera-
tor for the Android World dataset. As shown in
Table 2, RAG-GUI consistently outperforms the
frozen models generating textual guidance for both
7B and 72B backbones. This demonstrates that
the task-adaptive fine-tuning and guidance opti-
mization in RAG-GUI lead to substantial improve-
ments over simply using an online LLM to gen-
erate guidance, validating the effectiveness of our
approach.

Additional Studies We present additional anal-
yses on guideline generation in Figure 1. As il-
lustrated in Figure 1(a), retrieving k = 3 tutorials
yields optimal performance—too many tutorials re-
sult in lengthy contexts that may confuse the model,
while too few (k = 1) risk missing relevant infor-
mation. Furthermore, Figure 1(b) compares our
guideline generation framework against alternative
designs, including prompting Qwen-2.5-VL-72B
for reranking or using it solely as a summariza-
tion model without task-specific adaptation. The
inferior performance of these variants verifies the
effectiveness of our proposed guideline generation
approach. More cases studies are presented in Ap-
pendix E for better illustration.

5 Conclusion

In this work, we introduce RAG-GUI, a
VLM–based guideline generation framework that
enables agents to effectively harness the vast in-
formation contained in web tutorials. We curate

a large dataset of 2.6 million tutorials and adopt
a two-stage training approach to produce high-
quality guideline. Experiments across three bench-
marks with two VLM backbones show consistent
performance gains of RAG-GUI, ranging from
2.6% to 13.3% across model sizes. Notably, the
improvements are more pronounced in online envi-
ronments that closely simulate real-world scenarios,
demonstrating the strong generalization capability
of RAG-GUI in assisting VLM-based Agents.

Limitations

Our study is limited to inference-time evaluation
without any model finetuning, which may constrain
the achievable performance gains through adapta-
tion. Furthermore, all experiments are performed
exclusively on the Qwen-VL-series models, limit-
ing the generalizability of our results to other archi-
tectures such as LLaVA (Liu et al., 2023). While
incorporating guideline generation introduces addi-
tional inference latency, the consistent performance
improvements justify this overhead. Nonetheless,
future work could focus on optimizing the effi-
ciency of both retrieval and guideline generation.
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A Details for Evaluation Tasks

Android World assesses performance within a vir-
tual Android emulator, with 116 distinct tasks
across 20 mobile applications. For this dataset,
we report Step accuracy, which measures the
correctness of the final stage of task execution.
Multimodal-Mind2Web focuses on interactions
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within web environments, with 1,013 tasks span-
ning 100 different websites. We utilize three met-
rics for evaluation: Element accuracy (Ele. Acc.),
Operation F1 (Op. F1), and Step success rate (Step
SR). Android Control is designed for the mobile en-
vironment. Following the methodology of Li et al.
(2024b), we randomly sample 500 tasks to form
our test set. Performance on this dataset is mea-
sured by Step accuracy. Notably, Android Control
includes both high-level instructions, requiring the
model to simultaneously plan and execute actions,
and low-level instructions, where the model only
needs to execute a predefined action.

B Details for Tutorial Collection

FastText Filtering Given the substantial scale
of the MINT (1054M documents) and OmniCor-
pus (988M documents) datasets, we employ the
computationally efficient FastText classifier (Joulin
et al., 2016) for an initial filtering of potential tuto-
rials. Leveraging the inherent feature of the Wiki-
How corpus, which categorizes its articles by topic,
we curated a positive training set by extracting
approximately 24K samples classified under the
"Computers and Electronics" category. To create
a balanced training set, we randomly selected 12K
negative samples from WikiHow articles belonging
to other categories and an additional 12K random
samples from the MINT dataset. This resulted in
a training corpus of 48K labeled examples. The
trained FastText classifier is then applied to filter
the MINT and OmniCorpus datasets, after which
26.5M documents from MINT and 52M documents
from OmniCorpus are retained, forming a prelimi-
nary candidate set of tutorials.

Deduplication To mitigate redundancy within
the candidate tutorial set derived from MINT and
OmniCorpus (e.g., content duplication across dif-
ferent URLs and overlap between the two datasets),
we performed content-based deduplication on the
filtered documents from the previous stage. This
process yields a refined set of approximately 7.5M
unique documents from MINT and 24M unique
documents from OmniCorpus.

LLM Labeling To achieve a more precise selec-
tion of GUI-related tutorials, we employ Qwen2.5-
7b-it (Qwen et al., 2025) for a subsequent clas-
sification step. We prompt the LLM to analyze
the content of each document and identify those
specifically providing instructions for GUI tasks.

This more granular filtering process further reduces
the number of false positives, resulting in a high-
quality set of approximately 0.74M GUI tutorials
from MINT and 1.8M from OmniCorpus. The
prompt format is detailed in Appendix C. Aggre-
gating these with the initial 24K positive samples
sourced from WikiHow yields a final pool of 2.6M
GUI tutorials, which serves as the task-adaptive
guidance resource for the subsequent experiments.

C Prompt Format for LLM Labeling

Figure 2 shows the prompts used for estimating
whether the content is a GUI-related tutorial.

System Prompt: You are an assistant that
classifies content based on specific criteria.
Your task is to evaluate whether a given piece
of content serves as a tutorial specifically
related to graphical user interfaces (GUI),
such as for web applications, desktop appli-
cations, or operating systems.
# Classification Criteria The content qual-
ifies as a GUI-related tutorial if it meets
the following conditions: 1. It includes a
task description outlining what needs to be
achieved. 2. It provides clear step-by-step
instructions for interacting with a GUI, such
as: - Step 1: Open the application - Step 2:
Navigate to the settings menu.

User Prompt: Given the below content, pre-
dict if the content is a GUI-related tutorial
or not. Output ’Yes’ if the above content is
a GUI-related tutorial and ’No’ if it is not.
Provide only ’Yes’ or ’No’ as the output.
{content}

Assistant Prompt:
Output: {Generated relevant label}

Figure 2: Prompt for using Qwen-2.5 for generating
quality labels for web tutorials.

D Prompt Format for Inference

The prompt template for guidance generation is
listed in Figure 3.

E Case Study

We present a case study in Table 3 from Android
Control to demonstrate the task guidance gener-
ated by RAG-GUI based on goal, previous actions
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Table 3: A case study from Android Control demonstrating the task guidance generated by RAG-GUI. Green text
stands for the alignment of guidance and action goal while blue text justify the ability of RAG-GUI in generating
customized guidance by taking the previous actions into the consideration.

Goal I want to search for a flight from Rotterdam to Puerto Natales to visit my favorite travel destination Patagonia on the MakeMyTrip app for 11th
January.

Previous
Actions

Step 1: Open MakeMyTrip app.
Step 2: Click on the Flights option.

Retrieved
Tutorial

Search
In the Main Page select the “Flights” tab, and a form is shown with the information you submit for search flights.
Complete the Form
In the form, enter the information for your reservation: Depart and return cities, depart and return dates, amount of tickets, etc.
After filling out the form, click on:
Select Flights
You will see a list with the flights that match your search criteria in previous step.
Verify pricing information, dates, etc; and select the flight you want by clicking on this button:
Verify
The reservation summary information is shown,with Flight data, prices, purchase conditions, etc.
To continue, click on the following button:
Enter your Data
The form is shown to collect the information for passengers, contact, etc.
Complete the form and click on “Reserve”.
Payment Information
Now the form to enter payment information, that could be Credit Card or Deposit. IMPORTANT: Your credit card is not charged on this step. It is
used only for reservation validation. A Sales executive will contact you to complete the payment process.
Click on “Accept Terms and Conditions” and then on “Confirm Trip”.
Reservation Complete
Congratulations! you have reserved your flight ticket. A Sales Executive will contact you to complete the payment and issue the Electronic Ticket.
Packages
Hotels
Air Tickets
Search for Tourism Packages
Ingrese el nombre del hotel o la ciudad:
Partners Hotels recommended

Task Guidance
Generated by
RAG-GUI

In the main page of the MakeMyTrip app, after selecting the “Flights” tab, proceed to fill out the flight search form by entering the departure city as
Rotterdam, the destination city as Puerto Natales, and set the travel date to 11th January. After completing the form, initiate the search to view
available flights matching these criteria. Select the preferred flight from the search results to verify details such as pricing and dates. Continue by
entering passenger and contact information, then proceed to payment information where you accept terms and confirm the trip to complete the
booking.

and the retrieved tutorial. We observe that the re-
trieved tutorial contains noise, much of which is
irrelevant to the specific task at hand.. However,
the task guidance generated by RAG-GUI is much
more concise, while still retaining the important
information. Furthermore, the generated guidance
seamlessly integrates contextual data derived from
both the stated goal and the prior actions. Cru-
cially, it provides specific, actionable cues on how
to execute the subsequent step, directly addressing
the requirements of the current task in light of the
performed interactions.
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System Prompt: You are a helpful assis-
tant that aim to use a tutorial for completing
a specific GUI-based task. Given a query,
previous actions and a related tutorial, your
task is to first identify the relevance between
the tutorial and the task and previous actions.
Then, if the tutorial is relevant, please gener-
ate a concise summary for the tutorial with
the following requirements: - 1. You should
only retain the most relevant information
from the tutorial that help to solve the task
conditioned on previous actions. - 2.Please
make sure to include detailed guidance from
the tutorial if it is helpful to solve the prob-
lem based on the current state. - 3. If the
tutorial is not helpful or relevant to the task,
then please only generate the score without
summary. Use the following format in your
output: <score> [the relevance score (0 or
1)] </score> <summary> [Your summary of
the tutorial conditioned on the task and pre-
vious actions] </summary>

User Prompt: The user query: {instruc-
tion}
Task progress (You have done the follow-
ing operation on the current device): {previ-
ous_actions};
Tutorial: {tutorial}

Assistant Prompt:
Output: {Model generated guidance}

Figure 3: Prompt for guidance generation.

17875


