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Abstract

Test-Time Scaling (TTS) is a promising ap-
proach to progressively elicit the model’s in-
telligence during inference. Recently, training-
based TTS methods, such as continued rein-
forcement learning (RL), have further surged
in popularity, while training-free TTS methods
are gradually fading from prominence. How-
ever, the additional computation overhead of
training amplifies the burden on test-time scal-
ing. In this paper, we focus on training-free
TTS methods for reasoning. We first design
Conditional Step-level Self-refinement, a fine-
grained sequential scaling method guided by
process verification. On top of its effective-
ness, we further combine it with other classical
parallel scaling methods at the step level, to
introduce a novel inference paradigm called
Hybrid Test-Time Scaling1. Extensive experi-
ments on five instruction-tuned LLMs across
different scales (3B-14B) and families demon-
strate that hybrid strategy incorporating various
training-free TTS methods at a fine granularity
has considerable potential for expanding the
reasoning performance boundaries of LLMs.

1 Introduction

The remarkable breakthroughs of large language
models (LLMs) on complex reasoning tasks (Li
et al., 2025; Xiao and Zhu, 2025; Fan et al., 2025),
such as OpenAI-o1 (OpenAI, 2024) and DeepSeek-
R1 (DeepSeek-AI et al., 2025), are largely at-
tributed to extensive inference-time computation
for deep thinking, a paradigm known as “Test-
Time Scaling” (TTS) (Snell et al., 2024). Current
TTS methods can be broadly categorized into two
groups based on training requirements: Training-
based methods continue training LLMs to generate
longer chain-of-thoughts (CoT) (Wei et al., 2022),
including reinforcement learning (RL) (Shao et al.,

* Corresponding author.
1https://github.com/Lucky-259/Hybrid_TTS

Test-Time Scaling Methods Additional
Training

GPQA
Diamond

Hybrid Test-Time Scaling (Ours) ✕ 51.5
Continued Reinforcement Learning ✓ 49.1

Table 1: Reasoning performance activated by training-
free and training-based TTS methods.

2024; Yu et al., 2025; Zheng et al., 2025) and su-
pervised fine-tuning (SFT) (Morishita et al., 2024;
Muennighoff et al., 2025). Training-free methods
guide LLMs to systematically explore the solu-
tion space, including parallel scaling (Brown et al.,
2024; Qi et al., 2025) and sequential scaling (Gou
et al., 2023; Zhang et al., 2024b).

Although training-based TTS methods have
shown outstanding reasoning performance, espe-
cially RL, they incur not only additional train-time
computational cost but also unnecessary test-time
computational overhead by “overthinking” simple
problems (Chen et al., 2024). In contrast, training-
free TTS methods can effectively mitigate these
issues. They typically control the generation pro-
cess through verification (Ji et al., 2025; Chen et al.,
2025), which guides the LLM toward correct scal-
ing directions and stops scaling once a valid solu-
tion is confirmed. Notably, the computational over-
head of verification is significantly lower than that
of generation, making verifier-guided TTS advan-
tageous for its low operational cost and “plug-and-
play” flexibility. However, training-free TTS meth-
ods generally underperform on complex reasoning
tasks, particularly evident in sequential scaling like
self-refinement (Madaan et al., 2023; Huang et al.,
2024) which yields marginal performance gains.

In this paper, we explore how to effectively in-
tegrate various training-free TTS methods to fur-
ther unlock the reasoning potential of LLMs. To
this end, we first propose Conditional Step-level
Self-refinement to validate the effectiveness of fine-
grained sequential scaling. On this basis, we fur-
ther introduce Step-level Verifier-guided Hybrid
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Test-Time Scaling as shown in Figure 1, which
combines parallel (Best-of-N) and sequential (self-
refinement) scaling within a step-level tree search.

Extensive experiments on MATH500, AIME24,
and GPQA Diamond datasets show that Hy-
brid Test-Time Scaling consistently enhances the
reasoning performance of five instruction-tuned
LLMs across various scales (3-14B) and families
(Qwen2.5, LLaMA3.1, Gemma3). Guided by the
most capable process reward model (Qwen2.5-
Math-PRM-7B), it achieves a maximum perfor-
mance increase of 28.6%. Surprisingly, our method
empowers the Qwen2.5-3B-Instruct model to sur-
pass an RL-enhanced DeepSeek-R1-Distill-Qwen-
7B model by 2.4% on the GPQA Diamond dataset
(Table 1). These findings suggest that the essence
of test-time scaling lies in the extensive exploration
and precise exploitation of the LLM’s solution
space. Our primary contributions are as follows:

• To the best of our knowledge, we are the first
to propose conditional step-level self-refinement
and demonstrate the potential of fine-grained se-
quential scaling.

• We introduce Hybrid Test-Time Scaling, a novel
inference paradigm that combines parallel and
sequential scaling at the step level, leveraging
a powerful verifier to efficiently navigate the
model’s solution space.

• We conduct a comprehensive empirical evalua-
tion across diverse LLMs and challenging rea-
soning benchmarks. The consistent performance
improvements not only illustrate the versatility
and effectiveness of our hybrid strategy but also
provide valuable insights into the integration of
different training-free TTS methods.

2 Related Works

2.1 Training-free Test-Time Scaling
Training-free TTS methods fall into two categories:
Parallel Scaling samples multiple responses in par-
allel and aggregates them into a final answer, while
Sequential Scaling iteratively refines an initial re-
sponse. Hybrid Scaling leverages the complemen-
tary benefits of these two paradigms, mirroring the
human cognitive process of first generating diverse
hypotheses (divergent thinking) and then system-
atically refining them toward an optimal solution
(convergent thinking) (Zhang et al., 2025c).

Prior work has explored the integration of differ-
ent training-free TTS methods. For instance, Kang

et al. (2024); Liu et al. (2025); Wu et al. (2024b)
introduce the core idea of Best-of-N into the search
process to improve inference efficiency. However,
their explorations remain confined to the parallel
scaling. Other research explores hybrid scaling,
typically integrating sequential scaling into a struc-
tured search framework to achieve the exploration-
exploitation trade-off in the solution space:

• Solution-level. One line of work considers a
complete solution as a node in Monte Carlo Tree
Search (MCTS) (Zhang et al., 2024a; Rabby
et al., 2024; Zhang et al., 2025a), where iterative
self-refinement acts as the simulation process.
Nevertheless, such solution-level exploration re-
mains insufficient for complex reasoning.

• Step-level. Another line of work treats each rea-
soning step as a node. Representative methods
like Tree-of-Thought (ToT) (Yao et al., 2023)
and Graph-of-Thought (GoT) (Besta et al., 2024)
construct a network (tree or arbitrary graph) of
thoughts and prompt the LLM itself to evaluate
and refine incorrect steps. SR-MCTS (Zhao et al.,
2024) further refines this to mini-steps (32/64
tokens), using the log probabilities of alterna-
tive tokens to evaluate node values. Despite the
finer granularity of step-level exploration, the
self-feedback mechanism is susceptible to the
model’s inherent hallucinations, thereby limiting
its overall reasoning performance.

Therefore, we aim to introduce a high-quality
step-level verifier to provide precise and real-time
evaluations of intermediate reasoning steps, guid-
ing the LLM to prevent error accumulation and
scale toward the correct solution efficiently.

2.2 Verifiers
The verification mechanism plays a crucial role in
TTS. It can be used to select the optimal solution
from candidate responses in parallel scaling and de-
termine when to stop generation in sequential scal-
ing (Zhang et al., 2025c). One of the most common
forms of verification is the LLM-based generative
reward model (Zhang et al., 2025b; Wang et al.,
2025). Two types of verifiers have emerged based
on whether they evaluate the final answer or the
reasoning path: outcome reward models (ORMs)
and process reward models (PRMs).

To investigate the efficacy of fine-grained TTS,
we focus on process-level verifiers capable of accu-
rately evaluating intermediate reasoning steps. The
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concept of process verification was first introduced
by DeepMind (Uesato et al., 2022), laying the foun-
dation for subsequent research. OpenAI (Light-
man et al., 2023) later trains a reward model on a
larger-scale, human-annotated dataset PRM800K,
demonstrating that PRMs outperform ORMs in
evaluating reasoning quality. Since then, research
on PRM training has become a prominent area
of research. For instance, Math-Shepherd (Wang
et al., 2023a) employs automatically constructed
process-wise supervision data instead of manual an-
notation. Zhang et al. (2025d) propose a consensus
filtering mechanism that combines MC estimation
with LLM-as-a-judge to improve both model per-
formance and data efficiency in PRM training.

In this paper, the verifier’s feedback dictates the
scaling direction of each TTS method. Therefore,
it is natural to select a verifier capable of providing
accurate step-level verification. According to PRM-
Bench (Song et al., 2025), a comprehensive bench-
mark for PRMs, Qwen2.5-Math-PRM-7B (Zhang
et al., 2025d) is currently the most capable PRM
among those with 7B/8B parameters. Thus, we
adopt it as our step-level verifier to investigate fine-
grained Hybrid Test-Time Scaling.

3 Method

3.1 Control of Generation Granularity

Controlling the LLM generation granularity at the
step level is a precondition for fine-grained training-
free TTS. We observe that instruction-tuned open-
source LLMs (e.g. Qwen, LLaMA, and Gemma)
naturally segment reasoning steps using “\n\n”
when performing reasoning tasks. We thus im-
plement a “Pause-then-Continue” strategy to con-
trol their generation granularity. Specifically, we
set “\n\n” as a delimiter that signals the model to
pause after generating each reasoning step. We
then append “\n” to the context to prompt the
model to resume generation until a terminator to-
ken “<eos>”. This “Pause-then-Continue” strategy
requires LLMs to have strong instruction-following
and reasoning capabilities. Therefore, we utilize
instruction-tuned LLMs with at least 3B parameters
to investigate fine-grained TTS.

3.2 Conditional Step-level Self-refinement

Self-refinement is a representative sequential scal-
ing method, where meta-prompts guide the LLM
to automatically perform feedback and revision on
the initial solution. However, its improvements

in reasoning performance are significantly lower
than other common parallel scaling methods. We
hypothesize that the scaling granularity of solution-
level self-refinement is too coarse-grained, leading
to inaccurate identification of erroneous steps or un-
necessary modifications of correct ones. Therefore,
we propose a conditional step-level self-refinement
method for fine-grained sequential scaling, where
the verification process plays a critical role.

Why verify? We focus on self-refinement for rea-
soning tasks. The LLM first generates a solution
based on a CoT prompt, then reflects on the weak-
nesses with a Critic prompt, and finally revises the
original solution based on the question, current so-
lution, and reflection guided by a Rewrite prompt.
In fact, the above reflection and revision process is
often conducted unconditionally, which introduces
two major concerns. Firstly, forcing self-reflection
even when the solution is already correct can cause
the model to second-guess its own valid reason-
ing, introducing the risk of erroneously correcting
a valid answer and incurring unnecessary refine-
ment overhead. Secondly, in the absence of a clear
stopping signal, the LLM may overlook an already
optimal solution and continue making unnecessary
or even detrimental modifications. Hence, it is
crucial to ensure the correctness of the reasoning
process through accurate and real-time verification
for superior performance.

What to verify? Step-by-step CoT reasoning
is sequential and prone to error accumulation, as
early-stage errors can often lead to incorrect final
answers. Therefore, we aim to verify the correct-
ness of the logical relationship between the cur-
rent step and the preceding context, thereby en-
suring the quality of intermediate reasoning steps.
Importantly, the verification of the current step
takes place before the generation of the next step,
a design that yields two benefits: (i) it ensures
subsequent steps are generated based on verified
high-quality context, thereby mitigating the typ-
ical error accumulation in long CoT; and (ii) it
prevents unnecessary refinement of already correct
steps, reducing the likelihood of over-refinement
or hallucination-induced overthinking.

How to verify? The PRM is a fine-grained veri-
fier that scores each reasoning step on a scale of 0
to 1 based on the question and preceding steps. We
thus leverage the reliable evaluation capabilities of
the PRM to design our conditional step-level self-
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Figure 1: Left: The two mainstream paradigms of training-free TTS, parallel and sequential scaling. Right: Our
proposed Step-level Verifier-guided Hybrid Test-Time Scaling, which incorporates representative methods from both
paradigms. Specifically, it performs “Deep Scaling” on each reasoning step within an MCTS framework through
a two-stage screening process: (1) Multiple candidates are generated via Best-of-N sampling and the best step is
selected using the PUCT algorithm. (2) This candidate undergoes a PRM-guided conditional self-refinement to
produce the final best step, completing the “best-of-the-best” selection cycle.

refinement strategy with the following principles:

• Whether to reflect. Reflection is triggered when
the PRM score for the current step falls below a
predefined threshold, indicating low confidence
in its correctness.

• How to update. The reasoning step is updated
only if the PRM score of the revised step exceeds
that of the current step; otherwise, the current
step is retained.

• When to stop. Refinement stops when the PRM
score surpasses a target threshold, when incre-
mental improvements plateau, or when a maxi-
mum number of iterations is reached.

A key property of our proposed conditional step-
level self-refinement is its orthogonality to other
training-free TTS methods. To further balance per-
formance and efficiency, we conducted a series
of preliminary experiments to identify the optimal
conditions for improved step-level self-refinement,
as discussed in Section 5.1.

3.3 Step-level Verifier-guided Hybrid
Test-Time Scaling

Inspired by the effectiveness of step-level self-
refinement, we further investigate the potential of
training-free test-time scaling at a finer granular-
ity. Specifically, we aim to integrate representative
techniques in both parallel and sequential scaling
within a unified step-level framework. As illus-
trated on the right side of Figure 1, our Hybrid
Test-Time Scaling paradigm synergistically com-
bines Best-of-N (BoN) and self-refinement in a tree

search framework at the step level, all guided by a
PRM that serves as the step-level verifier to ensure
the quality of each intermediate reasoning step.

In concrete terms, we construct a reasoning tree
where the initial question serves as the root node,
and each subsequent node represents a reasoning
step. Our algorithm 1 for step-level Hybrid Test-
time Scaling (detailed in Appendix B) employs the
PRM to evaluate the value of each candidate step.
The most promising step with the highest score is
then selected for expansion as the next node in the
reasoning path. In this way, an optimal reasoning
path is progressively constructed, ultimately form-
ing a complete solution. The three-stage pipeline
for scaling each step is as follows:

1. Best-of-N. At each step of the tree search, we
begin from the current node and perform N par-
allel samplings of candidate reasoning steps. To
balance exploration and exploitation, we select
the best action a by maximizing a score adapted
from the Probabilistic Upper Confidence Tree
(PUCT) (Schrittwieser et al., 2020) as defined in
Eq. 1. This score integrates the value Q(s, a) es-
timated by a PRM, the prior probability P (s, a)
given by the LLM, and the visit count N(s, a).

argmax
a

[
Q(s, a) + P (s, a)

√
N(s, b)

1 +N(s, a)

·
(
c1 + log

(N(s, b) + c2 + 1

c2

))] (1)

where s denotes the current state, i.e., the par-
ent node, which includes the question and all
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previously generated reasoning steps. a repre-
sents a specific candidate action from state s,
i.e., a possible next reasoning step to be gener-
ated. N(s, b) corresponds to the total number of
visits to the parent node s. The hyperparameters
c1 and c2 are used to control the influence of
the policy term relative to the value term (explo-
ration degree). In our experiments, we set c1 =
1.25 and c2 = 19,652.

2. Conditional Self-refinement. The winning can-
didate from the Best-of-N stage then undergoes
a conditional self-refinement process. Specif-
ically, self-refinement is triggered only if its
PRM score falls below a predefined threshold.
In such cases, a revised step is generated based
on the self-feedback, and adopted only if its
PRM score exceeds that of the original step;
otherwise, the original step is retained.

3. Monte Carlo Tree Search. Finally, the optimal
candidate step that passes both the Best-of-N
and conditional self-refinement stages is offi-
cially selected as the final step and appended to
the current search trajectory. It then becomes
the new leaf node from which the subsequent
search iteration will expand.

We conceptualize this pipeline as “Deep Scal-
ing” applied to the simulation phase, which is the
most critical component of the MCTS. In a stan-
dard MCTS, the simulation (or “rollout”) typically
starts from the current reasoning step and generates
the remaining part of the solution with a default pol-
icy. Subsequently, an evaluation score based on the
correctness of the final answer is back-propagated
to update the value estimates of all nodes along
the reasoning path. In contrast, “Deep Scaling”
reshapes the above process. Since the PRM can
provide immediate and precise value assessments
for each intermediate step, it eliminates the need
to complete the entire solution before evaluating
node quality. As a result, we focus computational
resources on the deep scaling of each intermedi-
ate step, performing a more deliberate exploration
through multi-sampling and iterative refinement.
In summary, the introduction of the step-level ver-
ifier provides accurate and efficient guidance for
LLMs during test-time scaling. Meanwhile, the
integration of multiple training-free TTS strategies
ensures both the breadth and depth of exploration
in the solution space, achieving a comprehensive
performance improvement.

4 Experimental Setup

Models. For LLMs, we include Qwen2.5-3B-
Instruct, Qwen2.5-7B-Instruct, Qwen2.5-14B-
Instruct (Yang et al., 2024), LLaMA3.1-8B-
Instruct (Grattafiori et al., 2024), and Gemma3-4B-
IT (Team et al., 2025) to span a range of model
scales. We deliberately exclude RL-enhanced
LLMs because their implicit CoT reasoning prior
to the final answer lacks a clear step-by-step struc-
ture. Moreover, we aim to explore how to effec-
tively activate the inherent reasoning potential of
instruction-tuned LLMs, and provide insights for
training-based TTS methods. For PRMs, we select
Qwen2.5-Math-PRM-7B (Zhang et al., 2025d) as
the step-level verifier for process verification, for
reasons detailed in Section 2.2.

Datasets. We mainly select three mathematical
and reasoning datasets: MATH500 (Hendrycks
et al., 2021), AIME24 (MAA, 2024), and GPQA
Diamond (Rein et al., 2024). They span a range
of domains including mathematical computation,
complex reasoning, and scientific questions, and
present a significant difficulty level.

Implementation. We implement the Hybrid Test-
Time Scaling method based on OpenR2, an open-
source framework designed to integrate key com-
ponents for enhancing the reasoning capabilities of
LLMs. All experiments are run once on two 80G
A800 GPUs based on vLLM (Kwon et al., 2023)
framework for efficient LLM inference, with one
GPU deploying LLM service and another for PRM
service. All hyperparameters are consistent with
the model’s default generation configuration.

Evaluation. We evaluate the reasoning ability of
LLMs with three metrics:

• Maj@k measures the majority vote correctness
from k independently sampled outputs based on
self-consistency (Wang et al., 2023b).

• RM@k measures the best solution correctness
from k sampled outputs selected by the specific
reward model. Our strategy is to select the reason-
ing path that exhibits the maximum of per-path
minimum PRM scores as the final solution.

• Pass@k measures whether at least one of the
model’s k sampled outputs is correct.

2https://openreasoner.github.io
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Figure 2: Comparisons between four common training-
free TTS methods with Qwen2.5-7B-Instruct on the
MATH500 dataset, where “SR” represents the basic
self-refinement for one iteration.

Baselines. We compare the conditional step-level
self-refinement method against other parallel scal-
ing methods and solution-level self-refinement un-
der identical verifier and iteration settings. As for
hybrid test-time scaling, it incorporates MCTS,
BoN, and step-level self-refinement; we thus re-
gard pairwise combinations as comparative base-
lines. Additionally, we test solution-level hybrid
scaling methods (OpenR) proposed by Wang et al.
(2024) under equivalent sampling, search path, and
refinement conditions.

5 Results and Analyses

5.1 Preliminary Experiments for Conditional
Step-level Self-refinement

Basic step-level self-refinement outperforms
other training-free test-time scaling methods.
We first evaluated both solution-level and step-
level self-refinement, each for one iteration, us-
ing the prompt templates detailed in Appendix A.
As shown in Figure 2, our basic step-level self-
refinement achieves superior reasoning perfor-
mance compared to other training-free TTS base-
lines reported in Ding et al. (2025).

Sequential scaling at the step level is superior
to solution level. Since self-refinement achieves
sequential scaling through multi-round iterative op-
timization, we further increased the number of re-
finement iterations. We employed Qwen2.5-Math-
PRM-7B as a verifier to conditionally accept a re-
fined response only if it improved upon the original.
Specifically, the solution quality was determined by
the PRM score of its final answer. As presented in
Figure 3, we observe that step-level self-refinement
consistently outperforms solution-level across four
different LLMs, revealing considerable advantages
of fine-grained sequential scaling.
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Figure 3: Multi-round iterative self-refinement at the
solution-level and step-level on the MATH500 dataset.

Reasonable conditions for improved step-
level self-refinement. To further balance the
performance and efficiency of step-level self-
refinement, we employed Qwen2.5-7B-Instruct on
the MATH500 dataset to investigate optimal refine-
ment conditions. Based on prior knowledge, we
considered the following four aspects:

• Update Strategy. “Cover” unconditionally re-
places the current step with the refined step, while
“PRM_Cover” conditionally updates only if the
refined step’s PRM score surpasses that of the
previous iteration. As presented in Figure 4, with
increasing iteration rounds, “PRM_Cover” leads
to steady performance gains, whereas “Cover”
causes serious performance degradation, even
falling below the baseline. This indicates that
unconditional reflection may prompt LLMs to
incorrectly revise correct answers.

• Number of Iterations. Based on “PRM_Cover”
strategy, we experimented with up to 10 itera-
tion rounds to observe performance trends of
sequential scaling. As depicted in Figure 5(a),
reasoning performance peaked at the 5th round
and plateaued thereafter. Therefore, we set a
maximum of 5 iteration rounds as the condition.

The MATH500 dataset includes annotations for
problem difficulty levels. We analyzed the sum of
PRM scores for a solution corresponding to differ-
ent problem difficulties and found a linear corre-
lation between them, as illustrated in Figure 6 in
Appendix D. In other words, we can predict prob-
lem difficulty with the help of PRM scores and thus
determine whether it is necessary or worthwhile
for LLMs to self-reflect. In this way, scaling is
not performed for either overly easy or excessively
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Figure 4: Experiments on different update strategies.

difficult problems, where the former can avoid over-
thinking, and the latter allows the model to “give
up” strategically, thereby improving efficiency.

• Necessity of Reflection. To avoid hallucinations
from reflecting on correct steps, we set a PRM
threshold to skip reflection on high-confidence
steps. After testing various PRM thresholds in
Figure 5(b), we conservatively adopt 0.9 to flag
correct steps that do not require self-reflection.

• Worthiness of Reflection. Given the complexity
of reasoning tasks, LLMs may lack the capability
to solve certain difficult problems. Therefore, we
established a heuristic rule: if the PRM score im-
provement over N consecutive iteration rounds
falls below a threshold, the step is deemed un-
likely to be corrected and further refinement is
abandoned to improve efficiency. Based on ex-
periments shown in Figure 5(c), we adopted a
condition of “PRM improvement over 2 rounds <
0.2” (gap@2 < 0.2) as the criterion for the LLM
to give up refinement for intractable steps.

In summary, we validate the effectiveness of fine-
grained sequential scaling and define the following
specific conditions for improved step-level self-
refinement used in our Hybrid Test-Time Scaling
method: a maximum of 5 iteration rounds; results
are overwritten only when PRM scores improve
(PRM_Cover); and iteration stops if the PRM score
exceeds 0.9 or if the PRM score improvement over
two consecutive iteration rounds falls below 0.2.

5.2 Main Results for Hybrid Test-Time
Scaling

Hybrid Test-Time Scaling generally improves
the reasoning performance of instruction-tuned
LLMs. To demonstrate the versatility of Hybrid
Test-Time Scaling, we conducted main experiments
on five instruction-tuned LLMs across 3B to 14B
parameters from different families. As shown in
Table 2, all configurations of Hybrid TTS are based
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Figure 5: Conditions for improved step-level self-
refinement with Qwen2.5-7B-Instruct on the MATH500
dataset, where @N represents between N successive
iteration rounds.

on conditional step-level self-refinement with the
number of samples N in BoN and the number of
search paths k in tree-search as variables. Perfor-
mance is evaluated using three metrics: Maj@k,
RM@k, and Pass@k. Our method achieves sig-
nificant performance gains over baselines across
all models and datasets. Peak improvements reach
28.6% for LLaMA3.1-8B-Instruct on MATH500,
13.4% for Qwen2.5-14B-Instruct on AIME24, and
21.5% for Qwen2.5-3B-Instruct on GPQA Dia-
mond. We also observe that Hybrid TTS effectively
bridges the performance gap between model scales,
enabling smaller LLMs to achieve the baseline rea-
soning performance of much larger ones. Notably,
the performance of Qwen2.5-3B/7B-Instruct and
Gemma3-4B-IT on the GPQA Diamond dataset
even exceeds that of the RL-enhanced DeepSeek-
R1-Distill-Qwen-7B (DeepSeek-AI et al., 2025),
indicating that hybrid training-free TTS methods
can effectively unlock the instruction-tuned LLM’s
latent reasoning potential.

Verification matters in smaller LLM test-time
scaling. A comparison of performance metrics
reveals a consistent pattern: Maj@k and RM@k
scores are generally lower than the Pass@k score.
This discrepancy is particularly pronounced in
smaller-scale LLMs, reaching a gap of up to 20.7%
for Gemma3-4B-IT on the GPQA Diamond dataset.
This indicates that while smaller models possess
strong latent reasoning capabilities (high Pass@k),
their ability to consistently identify and select the
best answer from a set of candidates is limited
(lower Maj@k and RM@k). Therefore, to bridge
this gap between latent potential and actualized
performance, an accurate verification mechanism
is vital—not only for final answer selection, but
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Models Best-of-1 Best-of-4 Best-of-8 Best-of-16

Baseline Maj@4 RM@4 Pass@4 Maj@8 RM@8 Pass@8 Maj@16 RM@16 Pass@16

MATH500
Qwen2.5-3B 67.0 79.2 80.6 83.2 81.4 82.8 85.0 83.8 84.8 87.0
Qwen2.5-7B 75.2 84.0 84.8 85.4 84.2 85.4 86.6 85.6 86.2 88.2
Qwen2.5-14B 80.8 85.8 86.6 87.4 87.6 87.8 88.6 88.0 87.8 89.6
LLaMA3.1-8B 47.2 64.2 66.6 68.4 69.4 71.4 74.2 71.4 73.0 75.8
Gemma3-4B 75.6 80.4 80.6 82.4 82.4 82.6 84.2 85.0 84.0 87.0

AIME24
Qwen2.5-3B 6.7 10.0 16.7 16.7 16.7 13.3 16.7 16.7 16.7 16.7
Qwen2.5-7B 10.0 20.0 20.0 23.3 23.3 23.3 23.3 16.7 20.0 20.0
Qwen2.5-14B 13.3 23.3 26.7 26.7 23.3 26.7 30.0 30.0 26.7 36.7
LLaMA3.1-8B 10.0 10.0 10.0 10.0 10.0 10.0 16.7 16.7 13.3 20.0
Gemma3-4B 10.0 13.3 13.3 13.3 16.7 16.7 16.7 16.7 16.7 16.7

GPQA Diamond
Qwen2.5-3B 30.3 35.4 34.3 43.9 36.9 39.9 48.0 39.9 41.4 51.5
Qwen2.5-7B 36.4 41.4 40.9 45.5 45.5 43.9 51.0 44.4 43.9 51.0
Qwen2.5-14B 45.5 51.0 47.0 58.1 49.0 51.5 56.6 50.0 45.5 59.1
LLaMA3.1-8B 30.4 30.8 30.8 42.9 30.8 32.3 45.5 34.3 28.3 41.4
Gemma3-4B 30.8 33.3 29.8 39.9 37.9 35.4 47.5 37.9 32.8 53.5

Table 2: Main results of Hybrid Test-Time Scaling with instruction-tuned LLMs. Baseline represents their basic
reasoning ability without test-time scaling, while other settings combine Best-of-N sampling and conditional
step-level self-refinement in k-path tree search.

also for guiding the reasoning process toward the
correct direction at each intermediate step.

High-quality verification plays a pivotal role in
TTS performance. It is worth noting that a simi-
lar principle applies in reinforcement learning (RL),
which also relies on a verifier (e.g., reward model)
to provide accurate feedback as supervision sig-
nals. To empirically validate the importance of
verification quality, we present a comparative anal-
ysis using two PRMs of different capabilities: the
state-of-the-art Qwen2.5-Math-PRM-7B and the
weaker Math-Shepherd-Mistral-7B-PRM (Wang
et al., 2023a). As shown in Table 3, while the
performance guided by Math-Shepherd surpasses
the baseline (75.2), it still lags significantly behind
the results obtained with Qwen2.5-Math-PRM-7B.
This outcome is consistent with our claim in Sec-
tion 2.2 that an accurate verification is critical for
maximizing reasoning performance.

The essence of Test-Time Scaling lies in the
extensive exploration and precise exploitation
of the LLM’s solution space. This principle is
demonstrated by observing how reasoning perfor-
mance varies with an increasing number of sam-
ples and search paths. We find that all models ex-
hibit a performance growth trend on the MATH500
dataset, suggesting that a comprehensive explo-

ration of the solution space can enhance model
reasoning capabilities. However, results on the
GPQA dataset concurrently indicate that perfor-
mance gains from such an expanded search space
are unstable. For instance, when conducting mul-
tiple experiments under identical settings, the out-
comes sometimes varied significantly, as shown in
Figure 7 in Appendix E. We attribute this to the
inherent instability of model generation at higher
temperature settings. Nevertheless, their unexpect-
edly high accuracy scores (e.g., 59.1 and 53.5) con-
firm that models can possess considerable reason-
ing potential even without continued training. This
highlights the need for accurate external verifica-
tion signals to enable more precise exploitation of
the solution space, which is the core idea behind
our Hybrid Test-Time Scaling-“best-of-the-best”.
Put another way, if we can further improve the
accuracy of the verifier, it is highly plausible that
more consistent performance improvements could
be achieved solely through training-free methods.

5.3 Ablation Study

To validate the necessity of integrating all three
components of our method, we conducted abla-
tion studies on their pairwise combinations. The
results across various models and datasets are sum-
marized in Table 4. To ensure a fair comparison,
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PRMs Best-of-4 Best-of-8 Best-of-16

Maj@4 RM@4 Pass@4 Maj@8 RM@8 Pass@8 Maj@16 RM@16 Pass@16

Math-Shepherd-Mistral-7B-PRM 77.6 75.6 79.2 77.4 75.8 80.0 77.6 76.0 79.8
Qwen2.5-Math-PRM-7B 84.0 84.8 85.4 84.2 85.4 86.6 85.6 86.2 88.2

Table 3: Comparative experiments of Hybrid Test-Time Scaling with different PRMs using Qwen2.5-7B-Instruct on
the MATH500 dataset.

Methods Best-of-4 Best-of-8 Best-of-16

Maj@4 RM@4 Pass@4 Maj@8 RM@8 Pass@8 Maj@16 RM@16 Pass@16

Qwen2.5-3B + GPQA Diamond
BoN+Self-Refinement 36.4Pass@1 37.9Pass@1 40.4Pass@1
MCTS+BoN 33.8 35.4 40.9 40.4 35.9 44.4 36.9 41.4 49.0
OpenR (Wang et al., 2024) 30.3 30.8 37.4 29.8 32.3 43.9 33.3 34.8 47.0
Hybrid Test-Time Scaling 35.4 34.3 43.9 36.9 39.9 48.0 39.9 41.4 51.5

LLaMA3.1-8B + MATH500
BoN+Self-Refinement 62.4Pass@1 66.8Pass@1 66.6Pass@1
MCTS+BoN 62.2 63.6 64.8 65.2 68.8 71.6 69.6 70.6 73.2
OpenR (Wang et al., 2024) 48.6 47.6 54.2 60.2 60.2 63.0 60.4 60.0 61.2
Hybrid Test-Time Scaling 64.2 66.6 68.4 69.4 71.4 74.2 71.4 73.0 75.8

Qwen2.5-14B + AIME24
BoN+Self-Refinement 13.3Pass@1 16.7Pass@1 20.0Pass@1
MCTS+BoN 13.3 16.7 16.7 16.7 23.3 23.3 20.0 23.3 26.7
OpenR (Wang et al., 2024) 16.7 20.0 20.0 16.7 16.7 16.7 23.3 23.3 23.3
Hybrid Test-Time Scaling 23.3 26.7 26.7 23.3 26.7 30.0 30.0 26.7 36.7

Table 4: Ablation study on pairwise combinations from our Hybrid Test-Time Scaling methods, where the best
results are shown in bold and the second-best results are underlined. “BoN+Self-Refinement” represents one
reasoning path for every question, so only Pass@1 is reported. “MCTS+BoN” is parallel-only scaling, and “OpenR”
is solution-level Hybrid Test-Time Scaling.

all tested combinations employ the same PRM ver-
ifier and operate at the step level. We also compare
our method against OpenR (Wang et al., 2024), a
solution-level baseline that combines MCTS with
multi-round self-refinement under the identical
refinement conditions, where the self-refinement
serves as the MCTS simulation. The results in-
dicate that while all pairwise combinations im-
prove upon the baseline, none match the perfor-
mance of our complete three-component hybrid
strategy. This finding strongly suggests that each
component contributes meaningfully to the over-
all performance, providing compelling support for
our conclusion that a fine-grained hybrid inference
paradigm yields superior performance.

A detailed analysis of the computational over-
head for these methods is provided in Appendix C.
In practice, a maximum of 5 iteration rounds
and relatively conservative stopping conditions in-
evitably increases inference cost. However, in order
to fully explore the upper bound of the reasoning
capabilities of training-free TTS, we chose a strat-

egy that maximizes reasoning performance.

6 Conclusion

In this paper, we propose Step-level Verifier-guided
Hybrid Test-Time Scaling for LLM reasoning.
First, we introduce a conditional step-level self-
refinement method to balance performance and ef-
ficiency. Building on this, we synergistically com-
bine this fine-grained sequential scaling method
with representative parallel scaling techniques (e.g.,
Best-of-N and MCTS) at the step level. The effec-
tiveness of this hybrid inference paradigm demon-
strates that different sequential and parallel scaling
methods can be orthogonal and complementary. Fi-
nally, our large-scale experiments corroborate that
the essence of test-time scaling is to deeply explore
and precisely exploit the LLM’s solution space.
The success in enhancing smaller instruction-tuned
LLMs via training-free TTS methods not only es-
tablishes the pivotal role of accurate step-level ver-
ifiers but also inspires a new direction for training-
based TTS with smaller LLMs.
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Limitations

We only perform inference once in the experiments,
so there may be some performance fluctuations.
However, the purpose of this paper is to explore the
reasoning performance boundaries achievable by
hybrid training-free TTS methods. This conclusion
has already been confirmed by most experiments,
and training-free TTS methods even have the po-
tential to outperform training-based TTS methods.
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A Meta-prompts for Self-refinement

Following the principles of efficient prompting outlined in Chang et al. (2024), we designed meta-prompts
for both step- and solution-level self-refinement to achieve a performance-efficiency trade-off.

Prompt for step-level self-refinement

CoT Prompt: Please reason step by step, and put your final answer within boxed{}.

Critic Prompt: There is a weak reasoning step in the solution, please provide a strict
reflection to correct only this one step with less than 150 tokens. Don’t output the complete
solution.

Rewrite Prompt: Please refine the weak answer according to your Reflection. Not al-
lowed to use code to solve the question. Please reason step by step, and put your final answer
within boxed{}.

Prompt for solution-level self-refinement

CoT Prompt: Please reason step by step, and put your final answer within boxed{}.

Critic Prompt: There is a weak solution, please provide a strict reflection to correct
it.

Rewrite Prompt: Please refine the weak answer according to your Reflection. Not al-
lowed to use code to solve the question. Please reason step by step, and put your final answer
within boxed{}.

Prompt for step-level self-refinement (GPQA)

CoT Prompt: Please reason step by step, and put your final answer within
boxed{LETTER}(without quotes) where LETTER is one of ABCD.

Critic Prompt: There is a weak reasoning step in the solution, please provide a strict
reflection to correct only this one step with less than 150 tokens. Don’t output the complete
solution.

Rewrite Prompt: Please refine the weak answer according to your Reflection. Not al-
lowed to use code to solve the question. Please reason step by step, and put your final answer
within boxed{LETTER}(without quotes) where LETTER is one of ABCD.

Prompt for solution-level self-refinement (GPQA)

CoT Prompt: Please reason step by step, and put your final answer within
boxed{LETTER}(without quotes) where LETTER is one of ABCD.

Critic Prompt: There is a weak solution, please provide a strict reflection to correct
it.

Rewrite Prompt: Please refine the weak answer according to your Reflection. Not al-
lowed to use code to solve the question. Please reason step by step, and put your final answer
within boxed{LETTER}(without quotes) where LETTER is one of ABCD.
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B The Algorithm for Hybrid Test-Time Scaling

We combine our proposed conditional step-level self-refinement with two classical parallel scaling
methods, Best-of-N and Tree Search, under the guidance of a step-level verifier, and design an algorithm
to describe the hybrid strategy.

Algorithm 1 Hybrid Test-Time Scaling

1: Input: Problem P , search paths Np, samples Ns, self-refinement iterations Nr, LLM, PRM
2: Output: Final Solution s
3: Initialize root node n0 from P
4: for i = 1 to Np do ▷ Tree Search
5: Initialize ncurrent ← n0, pi ← ""
6: while <eos> is not in ncurrent.text do
7: Generate Ns candidate steps S using LLM(P, pi) ▷ Sampling
8: Evaluate scores V for steps in S using PRM(P, pi, ·) to calculate P-UCB ▷ Evaluation
9: Select sbest from S based on P-UCB as next step nnext.text ▷ Best-of-N

10: for j = 1 to Nr do
11: if IsRefinement(nnext.text) then ▷ Conditional Self-refinement
12: C ← LLM(CritiquePrompt(P, pi, nnext.text)) ▷ Reflection
13: r ← LLM(RefinePrompt(P, pi, nnext.text, C)) ▷ Revision
14: if PRM(P, pi, r) > PRM(P, pi, nnext.text) then
15: nnext.text← r
16: end if
17: end if
18: end for
19: pi ← Concatenate(pi, nnext.text)
20: end while
21: P ← P ∪ {pi}
22: end for
23: s← Majority Voting / Reward Model Scoring(P)
24: return s.

Methods Best-of-4 Best-of-8 Best-of-16

FLOPs # Tokens Acc. FLOPs # Tokens Acc. FLOPs # Tokens Acc.

Qwen2.5-3B + GPQA Diamond
BoN+Self-Refinement 7.41×109 9580.23 36.4 8.12×109 14422.07 37.9 9.33×109 22583.35 40.4
MCTS+BoN 7.37×109 9276.94 40.9 10.34×109 29424.34 44.4 17.80×109 80049.37 49.0
Hybrid Test-Time Scaling 9.69×109 25006.00 43.9 14.25×109 55957.14 48.0 22.62×109 112728.73 51.5

Qwen2.5-14B + AIME24
BoN+Self-Refinement 34.72×109 16418.77 13.3 36.29×109 20230.50 16.7 51.83×109 58182.17 20.0
MCTS+BoN 33.21×109 12723.53 16.7 47.95×109 48700.07 23.3 91.48×109 154984.13 26.7
Hybrid Test-Time Scaling 50.20×109 54189.77 26.7 122.79×109 231410.97 30.0 150.21×109 298355.30 36.7

Table 5: The computational overhead of different combinations of training-free TTS methods.
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C The Computational Overhead of
Different Combinations of TTS
Methods

As stated in Wu et al. (2024a), the inference FLOPs
can be estimated following the Eq.2 defined in Ka-
plan et al. (2020):

FLOPs(N,T ;S) ≈ 2N+2nlayer×T×dmodel (2)

where FLOPs depends on the number of model pa-
rameters N , the number of generated tokens T and
the model architecture settings nlayer and dmodel.

To fairly compare the cost-effectiveness across
parallel, sequential, and hybrid methods under
equal compute budgets, we consider fixed model
configurations. In this setting, the inference FLOPs
are primarily determined by the total number of
generated tokens, which is aggregated from all gen-
erative steps within our framework, primarily from:

• Best-of-N (BoN): Sampling multiple step can-
didates based on the question and context.

• Tree Search (MCTS): Expanding nodes
(steps) based on the question and context.

• Self-refinement: Generating an initial step-
wise response based on the question and con-
text, reflecting on potentially erroneous steps,
and rewriting them based on the feedback.

Table 5 presents the average Inference FLOPs
per question, average generation length, and perfor-
mance for Qwen2.5-3B/14B-Instruct on the GPQA
Diamond and AIME24 benchmarks, respectively.
From these results, we observe that under com-
parable computational costs (e.g., Best-of-16 for
BoN+Self-Refinement, Best-of-8 for MCTS+BoN,
and Best-of-4 for Hybrid TTS), Hybrid Test-Time
Scaling consistently achieves superior performance.
In contrast, using only pairwise combinations of
these strategies (e.g., MCTS+BoN or BoN+Self-
Refinement)—even with a larger sampling bud-
get—leads to more limited performance gains.
Only the synergistic combination of all three strate-
gies allows the model to fully realize its potential
with training-free TTS. This demonstrates the cost-
effectiveness advantage of the Hybrid Test-Time
Scaling strategy.

D Verifier-indicated Difficulty Levels

We apply the “PRM_Cover” update strategy with
Qwen2.5-7B-Instruct for five iterations on the
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Figure 6: The correlation between solution-level PRM
and problem difficulty level, where the black dashed
line represents the average of all iterations.
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Figure 7: Results of repeated trials under exactly the
same experimental setup.

MATH500 dataset. In each iteration, we calculate
the sum of PRM scores for each solution corre-
sponding to a problem. Then, we aggregate and
average the PRM scores for problems of the same
difficulty level, using this average solution-level
PRM score to represent the difficulty of that cate-
gory of problems. As shown in Figure 6, we found
a linear correlation between the solution-level PRM
and the problem difficulty level.

E Instability of LLM during
Training-free Test-Time Scaling

In our experiments, we typically perform inference
only once for a set of setting. However, during the
experimental process, we found that the model’s
performance can vary significantly under the same
setting. Figure 7 shows the results of the Qwen2.5-
7B-Instruct on the MATH500 dataset with the set-
ting of Best-of-4 and 16-path search.

F Case Study of Step-level and
Solution-level Self-refinement

Qwen2.5-7B-Instruct performed 5 rounds of step-
and solution-level self-refinement on its initial gen-
eration for the same problem. The solution-level
self-refinement failed to correct the error through
iteration, whereas step-level self-refinement cor-
rected the error in Step3 after the first round, with
its PRM score improving from 0.0596 to 0.8711.

18476



Case Study

Question: The binary number 101010011102 is equal to what number in base eight?

Ground Truth: Since 23 = 8, we may convert between base 2 and base 8 representations by
replacing each block of three digits in base 2 with its equivalent in base 8. In this case, we
begin by noticing that the last three digits are worth 1102 = 68. The next block of three
digits is 0012 = 18. Continuing, we find that the next two digits (moving right-to-left) are
1012 = 58 and 0102 = 28. Altogether, we find that 101010011102 = 25168 .

Initial Response: To convert the binary number 101010011102 to an octal (base eight) number,
we can follow these steps:

1. Group the binary digits into sets of three, starting from the right:
101010011102 → 101 010 011 110

2. Convert each group of three binary digits to its octal equivalent:
• 1012 = 1 · 22 + 0 · 21 + 1 · 20 = 4 + 0 + 1 = 58
• 0102 = 0 · 22 + 1 · 21 + 0 · 20 = 0 + 2 + 0 = 28
• 0112 = 0 · 22 + 1 · 21 + 1 · 20 = 0 + 2 + 1 = 38
• 1102 = 1 · 22 + 1 · 21 + 0 · 20 = 4 + 2 + 0 = 68

3. Combine the octal digits: 101010011102 = 52368
Thus, the binary number 101010011102 is equal to 52368 . (Incorrect)

Solution-Level: Let’s convert the binary number 101010011102 to octal equivalent step by step.

1. Group the binary digits into sets of three, starting from the right:
101010011102 → 101 010 011 110

2. Convert each group of three binary digits to its octal equivalent:
• For 1012: 1 · 22 + 0 · 21 + 1 · 20 = 4 + 0 + 1 = 58
• For 0102: 0 · 22 + 1 · 21 + 0 · 20 = 0 + 2 + 0 = 28
• For 0112: 0 · 22 + 1 · 21 + 1 · 20 = 0 + 2 + 1 = 38
• For 1102: 1 · 22 + 1 · 21 + 0 · 20 = 4 + 2 + 0 = 68

3. Combine the octal digits: 101010011102 = 52368

Thus, the binary number 101010011102 is equal to 52368 . (Incorrect)

Initial Step3: 101010011102 → 101 010 011 110

Refined Step3: 101010011102 → 010 101 001 110

Step-Level: Let’s convert the binary number 101010011102 to base eight step by step.

1. Group the binary digits into sets of three, starting from the right:
101010011102 → 010 101 001 110. We added a leading zero to the leftmost group to
make it a set of three digits.

2. Convert each group of three binary digits to its equivalent octal digit:
• 0102 = 28
• 1012 = 58
• 0012 = 18
• 1102 = 68

3. Combine the octal digits to form the final octal number: 010 101 001 1102 → 25168

Therefore, the binary number 101010011102 is equal to 25168 . (Correct)
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