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Abstract

Effectively resolving phonological ambiguities
is crucial for robust natural language process-
ing, as these ambiguities are pervasive in tasks
ranging from speech-to-text, spelling correc-
tion, to offensive language detection. However,
current Large Language Models (LLMs) fre-
quently struggle to resolve such ambiguities.

To address this challenge, we present a frame-
work to enhances LLMs’ phonological capa-
bility through a multiple-stage training ap-
proach. Our method begins with supervised
fine-tuning on well-constructed datasets, in-
cluding three subtask datasets designed to en-
hance the model’s foundational phonological
knowledge, along with a synthetic dataset of
step-by-step reasoning chains. Following this,
we apply reinforcement learning to incentivize
and stabilize its reasoning.

Results show that our framework enables the
base model to achieve relatively comparable
performance to a much larger model. Our ab-
lation studies reveal that subtask datasets and
the synthetic dataset can simultaneously im-
pact as complementary modular enhancers to
strengthen LLMs’ integrated application1.

1 Introduction

Phonological information, a key component of lan-
guage, interacts dynamically with semantic mean-
ing to form a coupled system (de Saussure and
Baskin, 2011). It plays an empirically critical
role in diverse downstream tasks, such as spelling
correction (Liu et al., 2024; Li et al., 2024b; Liu
et al., 2025), offensive language detection (Xiao
et al., 2024), and pun generation (Jaech et al., 2016;
Xu et al., 2024). This is also particularly true
in Chinese, which features many-to-one relation-
ships between characters and pronunciation and

* represents these authors contributed equally to this work.
1Our dataset and code is available at the link.
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冰阔落喝起来真爽！

EN:Iced KuoLuo tastes so refreshing!
Sentence with a Chinese internet paronym

冰可乐喝起来真爽！

EN:Iced Coke tastes so refreshing!
Sentence with the original word
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Figure 1: Introduction of the structure of Chinese pinyin
with an example of phonological ambiguity.

all the related tasks are fundamentally in the con-
text of phonological similarity between Chinese
words — like how the internet slang replaces “可
乐” (Coke) with a paronym or near-homophone2

“阔落” (KuoLuo, just referring to Coke but with no
inherent meaning in Chinese) to convey relaxed, hu-
morous and coquettish tone. This showcases how
phonetic equivalence or similarity drive linguistic
creativity and ambiguity, as shown in Figure 1.

Although recent Large Language Models
(LLMs) have demonstrated impressive perfor-
mance, frequently eclipsing human abilities across
various tasks and domains (Brown et al., 2020;
Chen et al., 2021a; Lewkowycz et al., 2022; Luo
et al., 2025), their capabilities still face signifi-
cant challenges when facing Chinese phonologi-

2According to Unseth and Unseth (1991) and Valera and
Ruz (2021), paronyms and homophones are words carry-
ing different meaning but pronounced or written similarly
(paronyms) or identically (homophones). They can often lead
to confusion, like “complement” (to complete) and “compli-
ment” (a praise) in English.
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Step 1: The term “冰阔落” in the sentence is clearly incorrect. Contextual analysis shows “冰阔落” doesn‘t match with “喝
起来真爽” (tastes really refreshing).
Step 2: The pinyin for “冰阔落” is “bīng kò luò”.
Step 3: Based on the pinyin “bīng kò luò”, phonetically similar candidate words include: Iced Coke, Iced Coke, 
Iced Coke , Iced Coke …
Step 4: Among these candidates, "Iced Coke" is the most contextually appropriate and commonly used beverage name, 
therefore it is selected.

Input : 冰阔落喝起来真爽！

Qwen2.5-7B

PhonoThink-Qwen-RL (Ours)

Step 1: Lexical Analysis
1. Word Structure Analysis: Words like "冰" (ice), "喝起来" (drinking experience), "真" (really), and "爽" (refreshing) are 
structurally correct.The term "阔落" is problematic as it is not a standard Chinese word and lacks clear semantic meaning.
2. Semantic Coherence Check: Other words in the sentence fit appropriately, describing the refreshing sensation of drinking 
a chilled beverage. The presence of "阔落" disrupts semantic coherence, making its meaning unclear.
3. Error Localization: As required by the task, "阔落" is identified as the direct cause of semantic inconsistency.
4. Precise Error Extraction: "阔落" is a two-character term and not part of a longer compound word, so it is extracted as the 
minimal erroneous unit.
Step 2: Pinyin Conversion pinyin: kuò luò
Step 3: Candidate Generation
1. Replace the homophonic word with a blank: "冰____喝起来真爽！" Infer the blank's property: a noun (e.g., a beverage 
like cola or Sprite). Generate 5 contextually plausible candidates:可乐, 阔乐, 快落, 酷乐, 科罗
2. Based on the pinyin kuò luò, expand to 10 phonetic similar candidates:可乐（kě lè），阔乐（kuò lè），快落（kuài
luò），酷乐（kù lè），科罗（kē luó），阔佬（kuò lǎo），扩罗（kuò luó），括落（kuò luò），廓落（kuò luò），
阔洛（kuò luò）.
Step 4: Optimal Selection
The sentence describes the refreshing experience of drinking a chilled beverage. "可乐" (cola) is a common beverage that 
fits the context perfectly. Other candidates (e.g., "快落") are phonetically close but unrelated to beverages.

Figure 2: Comparison between reasoning chains of Qwen2.5-7B and those of the model reinforced with our
PhonoThink strategy (since the model generates responses exclusively in Chinese, we include their English
translations here to facilitate reader comprehension, see Chinese version in Appendix A).

cal ambiguities where embedded semantic under
homophones lead to comprehension failures (Xiao
et al., 2024). The root cause of this performance
gap lies in LLMs’ inadequate awareness of Chi-
nese phonological variants who can potentially dis-
rupt semantic grounding due to homophones or
paronyms obscure intended meanings. Such defi-
ciencies not only lead to literal misinterpretations,
but also hinder higher-level reasoning where phono-
logical awareness is crucial (e.g., resolving puns or
detecting offensive homophone substitutions).

It has been suggested that native Chinese speak-
ers leverage their perceptual systems to retrieve
original words from homophonic variants through
phonological similarity-based reasoning and con-
textual information understanding (Samuel, 1981;
Davis et al., 2005; Banfi and Arcodia, 2013; Mehta
and Luck, 2020). Building upon this human cog-
nitive paradigm, our study proposes a pipeline to
equip LLMs with analogous reasoning capabilities.

By analyzing existing LLMs’ performance in
identifying and restoring homophones/paronyms
(hereafter termed target words) in sentences (see
Figure 2), we identify three cruxes (1) the failure
to precisely identify the target words (e.g., incor-
rectly capturing “冰阔落” (iced KuoLuo) with its
modifier, instead of just “阔落” (KuoLuo)); (2) the
inadequate conversion of Chinese words to pinyin3

representations; and (3) the inability to generate
sufficiently diverse phonetically similar candidates
(often exhibiting repetitive outputs). The detailed
performances of these issues are demonstrated in
the Appendix E. These deficiencies collectively im-
pair LLMs’ capacity to accurately restore target
words to their corresponding original words.

To address current LLMs’ shortcomings in
pinyin conversion, phonetically similar words as-

3Pinyin is a Latin-based phonetic notation system for Chi-
nese, representing character pronunciation through syllables
and tones, as shown in Figure 1.
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sociation, and strengthen LLMs’ performance in
context-based masked word prediction, we first
constructed three subtask datasets. To enhance the
models’ capability in processing sentences with
phonological ambiguities, we further developed a
four-stage reasoning dataset by utilizing a synthetic
dataset. In our implementation, we employed the
Qwen2.5-72B model (Qwen et al., 2025) as the
teacher model to generate reasoning content step
by step, which was then integrated into complete
reasoning chains as training seed data.

After strategically integrating the reasoning
dataset with three subtask datasets, we then con-
ducted a Supervised Finetuning (SFT). Also, we
employed Group Relative Policy Optimization
(GRPO) (Shao et al., 2024) for Reinforcement
Learning (RL) by combining synthetic data with
20% stratified samples from each authentic dataset,
while implementing a compound reward system
comprising strict XML formatting rewards and four
step-specific correctness rewards.

Experimental results demonstrate that the base
model (Qwen2.5-7B-Instruct) exhibited a nearly
50% enhancement in accuracy when evaluated on
our synthetically curated dataset and significantly
outperforms a R1-distilled reasoning model of the
same size. This validates the efficacy of our train-
ing pipeline in enhancing LLMs’ reasoning capa-
bilities for Chinese phonological ambiguities.

2 Related Work

Phonological ambiguities involve words sounding
the same (homophones), or similarly (paronyms),
but having different meanings (Unseth and Unseth,
1991; Valera and Ruz, 2021). Humans can parse
homophones or paronyms to understand the origi-
nally underlying meanings through a psychological
effect named perceptual compensation (Samuel,
1981; Davis et al., 2005; Banfi and Arcodia, 2013;
Mehta and Luck, 2020). However, LLMs often
struggle to comprehend sentences where words
have been substituted with their homophones or
paronyms, demonstrating their limited robustness
in phonological perturbations (Xiao et al., 2024).

Current research on the ability of LLMs to com-
prehend phonological information remains lim-
ited. In the integrated evaluation of LLMs’ phono-
logical ability, a previous study conducted explo-
rations on syllable counting, rhyme generation,
and grapheme-to-phoneme, finding that LLMs’
phonological capabilities are relatively low (Su-

varna et al., 2024). Focusing on single tasks, the
involvement of the phonetic spelling system in pho-
netic symbol correction (Qharabagh et al., 2024)
and character correction (Li et al., 2024c; Tang
et al., 2024) can considerably enhance the perfor-
mance. Based on the above findings, we designed a
strategy to optimize the knowledge of the phonetic
spelling system (pinyin) in reasoning tasks related
to phonological ambiguity.

To evaluate our method’s effectiveness in im-
proving LLMs’ handling of Chinese phonological
ambiguities, we employ three benchmark tasks: (1)
Chinese Typing Correction (CTC) (Zhu et al., 2022;
Li et al., 2024c,a), (2) Automatic Speech Recogni-
tion (ASR) Transcript Correction (Liu et al., 2025;
Wei et al., 2024), and (3) Chinese Internet Homo-
phone and Paronym Restoration.

3 Methodology

3.1 Problem Definition

Let D = {(X,Y )} denote a dataset where each
consists of a sentence X with a homophone or
paronym and the corresponding original word Y .

The task of LLM is to analyze X through a four-
step reasoning process, where si represents the rea-
soning step i. Specifically, s1 involves detecting the
target word (homophone or paronym) w in X; s2
converts w into its pinyin representation p; s3 gener-
ates a list of candidate words C = {c1, c2, . . . , cm}
that are contextually appropriate based on the con-
text of X and phonetically similar to w; and s4
selects the word that is most likely to be the orig-
inal word Ŷ from C. Formally, the output of the
critic can be represented as:

(s1, s2, s3, s4) ∼ πθ(X), (1)

The goal is to ensure Ŷ = Y , meaning that the
LLM correctly restores the target word. In this
study, we propose a multi-stage methodology to
achieve the objective. First, we construct three
subtask-specific datasets aimed at enhancing the
LLM’s capabilities in Chinese pinyin conversion,
homophones and paronym association, and context-
based masked word prediction. Concurrently, we
create a synthetic dataset encompassing compre-
hensive reasoning processes. These four datasets
are then combined for SFT. Subsequently, we em-
ploy RL to provide stepwise rewards for the LLM’s
reasoning process. The framework of our proposed
approach is illustrated in Figure 3.
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Input: 他们视肠会一起去公园散步，享受彼此的陪伴。

视肠

时常,经常,食堂,时长,市场…

shì cháng

Output:时常

Subtask 1: Convert Chinese words to pinyin
护卫-> hù wèi

Subtask 2:  Phonetically Similar Words Association

棋去-> 崎岖,祈求,窃取…

Subtask 3: Context-Based Masked Word Prediction
医生耐心地为_____解释病情，帮助他理解治疗方案。患者

* K

Supervised Fine - Tuning w
ith
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PhonoThink-Qwen-SFT-COT
(SFT with Synthetic Dataset)

PhonoThink-Qwen-SFT-MIX
(SFT with subtasks + Synthetic Dataset)

PhonoThink-Qwen-RL
(MIX model with GRPO)

Evaluation

Extracted Model

Figure 3: Pipeline of our proposed PhonoThink strategy. The same color indicates same corresponding procedure.
The blue stage represents the construction of the Subtasks Dataset. The pink or purple stages denote the building
of synthetic datasets for SFT and GRPO, respectively. The green block illustrates the reward logic of GRPO. The
yellow stage shows the final trained models and how they are incorporated into the evaluation process.

3.2 Dataset Construction
Subtask Datasets As illustrated in the blue stage
in Figure 3, we developed three subtasks datasets.

• Subtask 1 dataset, derived from the Modern
Chinese Common Lexicon and processed via
Python’s pypinyin library4, trains models to
learn to convert Chinese words to pinyin.

• Subtask 2 dataset, constructed from 5,000
disyllabic words in Modern Chinese Common
Lexicon, enables phonetic similarity ranking
through fuzzywuzzy scoring5 and IPA-based
refinement. This dataset is designed to equip
LLMs with the ability to recognize phonetic
similarity hierarchically, covering across ho-
mophones and paronyms.

• Subtask 3 dataset, filtered from the Modern
Chinese POS Frequency List6 to 5,596 contex-
tually relevant words, supports masked word

4Pypinyin is a Python library to convert Chinese characters
to pinyin transcriptions with tone marks, available at link.

5Fuzzywuzzy is a Python library for efficient string match-
ing and similarity calculation using Levenshtein distance, com-
monly applied in text processing and phonetic comparison
tasks, available at link.

6This corpus was sourced from Professor Xing Hongbing
at Beijing Language and Culture University, available at link.

prediction; its sentences were synthetically
generated by Qwen2.5-72B-Instruct and man-
ually validated.

Specifically, an example from the subtasks
dataset is provided in the right of the blue-shaded
section in Figure 3. Besides, On the far right of the
figure, the top-down arrow illustrates the multi-task
SFT process, which is performed on a combined
dataset of subtasks and synthetic data. For detailed
construction procedures, see Appendix G.

Synthetic Datasets The synthetic dataset was
specifically constructed for SFT and RL training
purposes. The existing related Chinese datasets
predominantly focus on homophones with iden-
tical syllable structures, while lacking coverage
of paronyms (similar but non-identical syllables).
So we systematically generated synthetic data by
modifying the sentences from subtask 3, replac-
ing original words with homophones or paronyms
across varying degrees of phonetic similarity.

This process involved four steps: 1) computing
fuzzywuzzy similarity scores for all lexicon entries,
2) applying a 5:2:1:1:1 ratio to categorize words
into tiers before IPA-based re-ranking, 3) substitut-
ing optimal matches with artificial phonetic equiv-
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Generation

Synthetic 
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Figure 4: Pipeline of Synthetic Dataset Construction and Part of Step 3 SFT Dataset. This figure presents a
micro-level view of the construction process for the most essential synthetic dataset. The colors correspond to those
in Figure 3, with the same color indicating the same procedure. However, the numbers on the right represent sample
counts rather than procedural steps.

alents, and 4) generating the standardized triplet
structure (target word, original word, contextual
sentence). For detailed process, please refer to Fig-
ure 4 and the textual description in Appendix G.

Authentic Datasets To evaluate LLMs’ per-
formance on authentic scenarios, we constructed
three real-world datasets: Chinese Typing Correc-
tion, Automatic Speech Recognition Transcript
Correction, and Chinese Internet Homophones
and Paronyms Restoration. The first two datasets
were curated from existing resources, with the
first dataset predominantly comprising perfect ho-
mophones (phonologically identical pairs), while
the third dataset was manually collected from
Weibo and Tieba7 (contains both homophones and
paronyms).

The CSCD-NS dataset (Hu et al., 2024) com-
prises 40,000 real-world Chinese typing errors
from Weibo, annotated at multiple linguistic levels
(character/phrase) for comprehensive typing cor-
rection evaluation. We randomly sampled 1,000
disyllabic errors, validated by three native speak-
ers, and retained 836 contextually appropriate cases
where the original word maintained semantic co-
herence with the surrounding text. This forms our
first authentic dataset.

The AISHELL-3 corpus (Shi et al., 2021), com-
prising 85 hours of annotated Mandarin speech
from 218 native speakers, was processed using
Kaldi-based ASR (Chen et al., 2021b) and con-

7Weibo, managed by Sina company, is a popular Chinese
microblogging platform similar to Twitter and Tieba, hosted
by Baidu, is a large online community forum where users can
engage in topic-based discussions, akin to Reddit.

verted to simplified Chinese. Following protocols
established for CSCD-NS, we randomly sampled
1,000 entries and extracted disyllabic words while
filtering context-dependent errors through tripartite
native-speaker verification, yielding 387 validated
error instances for the second authentic dataset.

The third dataset, CIHP (Ma et al., 2025), con-
sists of target homophones and paronyms extracted
from Weibo and Tieba. To create this dataset,
a systematic analysis of randomly sampled user-
generated content spanning from 2010 to early
2025 (pre-March cutoff) was conducted. From this
content, three native Chinese annotators collabora-
tively identified 352 high-frequency, representative
pairs of target and original words. Each pair was
included in the final dataset only after reaching a
consensus among all three annotators, along with
its corresponding pinyin representation.

3.3 Teaching LLMs to Reason

To enhance LLMs’ reasoning capabilities for deal-
ing with phonological ambiguities, we constructed
a four-stage reasoning chain SFT dataset based
on synthetic training data. Three simple subtask
datasets for learning basic knowledge to better
match each step answers’ form, and one reasoning
chain dataset for teaching step-by-step phonologi-
cal ambiguity resolution. For the reasoning chain
data, we employed Qwen2.5-72B-Instruct to gener-
ate reasoning processes for steps 1, 3, and 4, then
consolidated them into reasoning chains8. After-

8In the paper, we state that Step 2 does not require a rea-
soning chain because pinyin conversion is a deterministic,
rule-based process that essentially involves only character-to-
pinyin mapping, with no need for inference.
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wards, through SFT, the base model learned both
the structural format and logical reasoning process.
The detailed procedure is as follows:

Manual Reasoning Exemplars Three native
Chinese speakers collaboratively created detailed
reasoning exemplars for steps 1, 3, and 4 steps,
which were then integrated into prompt templates
to guide the teacher model’s reasoning generation.

Comprehensive Reasoning Chains For the syn-
thetic dataset D = {(X,w, Y,L)}, where each
instance contains a sentence X with target word w,
its corresponding original word Y and data usage
condition L9. Using Qwen2.5-72B-Instruct (θ∗),
we generate targeted reasoning for each critical step
through isolated prompting, respectively:

ri = πθ∗(·|X,w,L), i ∈ {1, 3, 4} (2)

where ri denotes the generated reasoning for
step si. The complete reasoning chain is then syn-
thesized by combining these step-specific outputs
with the ground-truth pinyin conversion p:

Rcomplete = (r1, p, r3, r4) (3)

Here, Ψ represents the integration function to
generate complete reasoning chain. All chains
undergo manual validation to ensure reasoning fi-
delity, with annotators correcting instances where
generated outputs don’t match intended corrections.
Through this pipeline, we obtained approximately
2.9K reasoning chain data.

Supervised Fine-Tuning We integrated reason-
ing chains with the three subtask datasets at vary-
ing ratios to construct a composite dataset DSFT

to be subsequently utilized to SFT for enhancing
the model’s reasoning capabilities in resolving
phonological ambiguities. The initial reasoning
model, PhonoThink-Qwen-SFT-MIX θSFT , was
obtained:

θSFT = argmin
θ

E(X,w,R)∼DSFT
(4)

9The variable L represents constraint conditions applied
during reasoning chain generation at different steps. Specifi-
cally, in Step 1, L consists of only the sentence containing the
homophone, with other dataset elements excluded from the
input prompt. In Step 3, L includes the sentence with the ho-
mophone, the homophone itself, and its pinyin representation.
In Step 4, L comprises the sentence with the homophone, the
homophone, and the original word candidates generated from
Step 3.

3.4 Incentivizing LLMs to Reason Better

Upon obtaining the initial reasoning model,
we employ continued incentivization through
GRPO (Shao et al., 2024) to fully elicit its po-
tential. The training incorporates approximately
1K samples from the synthetic dataset (excluding
those used for SFT) combined with 20% stratified
samples from each of the three authentic datasets10,
creating a composite training set for GRPO opti-
mization. In terms of reward function design, we
developed a total of five distinct reward functions:
(1) a strict XML formatting reward function, ac-
companied by (2) four step-specific correctness
reward functions corresponding to each reasoning
step. The illustration is visually in Figure 3’s rein-
forcement learning stage.

4 Experiments and Analysis

4.1 Experimental Settings

Base Model To evaluate the proposed pipeline
for enhancing reasoning, we adopted Qwen2.5-7B-
Instruct (Qwen et al., 2025) as the base model.

Tasks This pipeline passes two training stages:
1) Multi-task SFT on three subtasks and detailed
CoT reasoning chain to yield PhonoThink-Qwen-
SFT; and 2) GRPO optimization to incentivize rea-
soning ability to give PhonoThink-Qwen-RL.

Baselines To compare our model in a multi-
dimensional perspective, we choose two large-scale
models, Qwen2.5-72B and GPT-4o, which are
likely to represent an upper bound for our task
performance. Plus, we chose a similarly scaled dis-
till model, DeepSeek-Distill-Qwen-7B, to compare
out strategy to what is achievable with a model
with default reasoning ability.

Configurations During SFT, we set the learning
rate to 3e-5, train for 2 epochs with a batch size
of 4, using LoRA with rank 16 and alpha equal to
16. In GRPO, we set the learning rate as 3e-5 to
train the model in 1 epoch, using Lora with rank 16
and alpha 16. For evaluation, we generate outputs
with temperature and top-p equal to 0.5, using max
token lengths of 2048, and are directly measured
by accuracy. All the experiments are run on one
NVIDIA A100-40GB GPU.

10Since we utilized 20% of the three authentic datasets for
reinforcement learning, the testing on authentic datasets was
conducted using the remaining 80% of the original datasets.
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Model Name Synthetic Data CTC ASR CIHP

Qwen2.5-7B-Instruct 16.98% 3.89% 3.24% 20.57%
Deepseek-Distill-Qwen-7B 4.65% 1.95% 0.65% 6.03%
Qwen2.5-72B-Instruct 71.86% 13.17% 28.16% 46.45%
GPT-4o 78.60% 48.35% 36.57% 59.93%
PhonoThink-Qwen-SFT-SUB 23.78% 2.40% 0.52% 6.03%
PhonoThink-Qwen-SFT-COT 31.47% 8.98% 1.29% 20.45%
PhonoThink-Qwen-SFT-MIX 60.84% 13.47% 8.74% 27.66%
PhonoThink-Qwen-RL 66.21% 18.25% 16.17% 35.79%

Table 1: This table compares the performance of the base model (Qwen2.5-7B-Instruct), baseline models, and our
proposed models across four test datasets. PhonoThink-Qwen-SFT-SUB is the base model SFT-finetuned on three
subtasks, PhonoThink-Qwen-SFT-COT is SFT-finetuned only on the CoT dataset, PhonoThink-Qwen-SFT-MIX
uses mixed-dataset SFT, and PhonoThink-Qwen-RL further optimises PhonoThink-Qwen-MIX via RL. The pink,
yellow, and blue background colors correspond to the base, baseline, and our proposed models, respectively.

4.2 Experimental Results
Table 1 shows the performance of different mod-
els in this experiment on synthetic data and three
authentic datasets.

Base Model Qwen2.5-7B-Instruct exhibited sub-
stantially subpar performance on all four evaluation
datasets, with notably dismal accuracy rates falling
below 5% specifically on the CTC and ASR bench-
marks. Interestingly, the performance of DeepSeek-
Distill-Qwen-7B is even lower, suggesting that de-
fault reasoning is not sufficient for our tasks.
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Figure 5: Comparison of performance of the base model
and models after SFT using three subtask datasets.

4.2.1 Results of Supervised Finetuning
SFT with Subtask Datasets To validate the ef-
fectiveness of our subtask datasets in enhancing
the base model’s three critical sub-skills (pinyin-
character mapping, association of phonetically sim-
ilar words, and context-based masked word predic-
tion, which are essential for integrated tasks), we
first conducted SFT on the base model only using
three subtask datasets. To ensure balanced sample

sizes across datasets, given that the training set of
subtask 2 (with the smallest size) contains 3,615
instances, we randomly sampled 3,615 data points
from each of the other two subtask training sets.
These were subsequently constructed into a consol-
idated SFT dataset comprising all three subtasks.

As shown in Figure 5, SFT models on these three
subtasks yield consistent improvements, suggesting
the potential accessibility for further challenging
reasoning. For subtask 2, we can closely observe
significant advancement in several aspects of the
model’s responses, including reduced lexical repe-
tition and expanded vocabulary selection.
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Figure 6: Model performance on the synthetic test set
after SFT with datasets of varying composition ratios.

SFT with Mixed Dataset We combined the rea-
soning chain dataset with the merged three-subtask
dataset in the last step to create a mixed dataset
for SFT on the base model. After testing differ-
ent data ratios (Figure 6), we find that a balanced
2:2:2:1 ratio yields optimal performance with high-
est accuracy, significantly outperforming both the
directly merged approach11 and other imbalanced

11The “directly merged approach” refers to the straight-
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Figure 7: Log frequency distributions of target and original words and average sentence lengths of different datasets.

configurations. Results also suggest that including
either too much or too little of the reasoning chain
dataset in the training mixture negatively impacts
the model’s performance on this task.

With the mixed dataset with a 2:2:2:1 ratio, our
final PhonoThink-Qwen-SFT-MIX model is estab-
lished. Then, assessed on three authentic datasets,
the performance is detailed in Table 1. A compar-
ison with the base model reveals that multi-task
learning, combining three subtasks and CoT pro-
cesses, significantly enhances the LLM’s ability by
jointly leveraging phonetic knowledge and reason-
ing patterns. Moreover, compared to only using
the CoT dataset for SFT (PhonoThink-Qwen-SFT-
COT), the mixed-dataset SFT approach demon-
strates significantly superior performance across
all four datasets. This suggests that a combined
SFT strategy incorporating both subtask and in-
tegrated reasoning training is more beneficial for
complex reasoning tasks.

This enhancement observed after introducing
the CoT dataset likely arises from the model’s abil-
ity to emulate human-provided reasoning patterns.
The CoT framework, which combines step-by-step
reasoning with phonetic information, facilitates in-
tegrated learning of both knowledge types, result-
ing in superior performance compared to models
trained exclusively on basic phonetic knowledge.

However, the performance gap between syn-
thetic and authentic datasets remains significant
due to distributional discrepancies in (1) sentence
length and (2) linguistic properties of target words,
including their target/original words’ frequency
and POS distributions. This explains why the sub-
stantial improvements observed on synthetic data
do not fully generalize to authentic datasets. For
the distribution of target/original words’ frequency
and sentence length, refer to Figure 7; for POS

forward combination of the previously constructed subtask
composite dataset with the reasoning training dataset at a fixed
ratio of 3615:2615:3615:2994 without further balancing.

distribution, see Appendix B.

4.2.2 Results of Reinforcement Learning
GRPO training significantly stabilizes the model’s
reasoning process by providing step-wise rewards,
enabling finer-grained optimization. As evidenced
in Table 1, PhonoThink-Qwen-RL demonstrates
superior performance compared to PhonoThink-
Qwen-SFT-MIX across four datasets.

Notably, PhonoThink-Qwen-RL substantially
outperforms the base model and DeepSeek-R1-
Distill-Qwen-7B (a reasoning-capable model of
comparable parameter size), highlighting that our
multi-stage approach is empirically effective. Re-
markably, our method enables the base model
(Qwen2.5-7B-Instruct) to approach the perfor-
mance of a much larger-scale model (Qwen2.5-
72B-Instruct), effectively overcoming the param-
eter efficiency barrier for the restoration of Chi-
nese phonological ambiguities. At last, particially
due to that we only incorporated a small amount
of real-world data during reinforcement learning,
PhonoThink-Qwen-RL demonstrates marginal im-
provements across all three authentic datasets, and
its overall performance remains relatively low.

5 Conclusion

This study proposes a multi-stage pipeline that
activates language models to leverage both pho-
netic and semantic information. Using Qwen2-
7B-Instruct as our base model, we demonstrate the
effectiveness of this approach through our synthetic
dataset and three authentic datasets.

Our evaluation shows SFT with subtask datasets
enhances the model’s ability to use phonological
information for basic phonetic tasks. By integrat-
ing SFT with CoT and subtasks datasets, enabling
explicit learning of reasoning patterns, the model
achieves performance comparable to larger LLMs
with the same architecture. GRPO further enhances
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output quality through fine-grained reward during
stepwise reasoning, achieving results comparable
to larger models with CoT prompting.

However, due to distinction in training data scale
and authentic task features, the performance in-
crease on the authentic tasks is more limited, which
will be a direction of work for future studies.

Limitations

Our proposed workflow validated only on Chinese;
cross-lingual adaptability remains unverified. Be-
sides, the scope of our validation does not extend
to other phonetically-intensive tasks (e.g., metered
poetry generation and prosodic pattern modeling)
that require deeper phonological reasoning.

Furthermore, the autoregressive LLMs are con-
strained by semantic conflicts caused by target
words, which disrupt the mapping from charac-
ters to words (Li et al., 2024a), amplifying seg-
mentation errors and leading to error accumulation,
ultimately resulting in entirely flawed reasoning.
Our method can not solve this problem. Addition-
ally, the capacity ceiling of Qwen2.5-72B-Instruct
restricts the quality of reasoning chains. Due to
computational limitations, we were unable to test
more powerful models. Larger architectures with
multilingual capabilities could potentially enhance
performance across different languages and tasks.

The final limitation lies in our synthetic dataset,
constructed using fuzzywuzzy and IPA-based pho-
netic distance metrics, which may deviate from
real-world error patterns and overlook phonologi-
cal phenomena such as elision and liaison. More-
over, with just over 5,000 data entries, the dataset
is relatively small compared to typical NLP tasks.
This limited size prevents the dataset from encom-
passing errors of various types, consequently cre-
ating a discrepancy between synthetic data and au-
thentic data.

Ethics Statement

We do not foresee any immediate negative ethical
consequences of our research.
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A Qwen-2.5-7b-Instruct and Ours

The given demonstration in the main text is used in
English. The actual output of the base model and
ours are given in Figure 8.

B Datasets Details

Four datasets are applied in our study for SFT,
GRPO, and test. The detailed information and uti-
lization are shown in Table 2. We split the synthetic
data into a 4:1 ratio for train and test sets. We par-
titioned the test set in a 3:1 ratio for SFT and RL,
respectively. As discussed in the main text, sys-
tematic distribution differences exist between the
synthetic and authentic data. One more POS tag
distribution is given in Figure 9.

C Phonetic Similarity Algorithm

Our experiment computes phonetic similarity using
both fuzzyWuzzy and Panphon, where fuzzyWuzzy
employs Levenshtein Distance to transform simi-
larity scores into the number of edits needed for
string matching, with a threshold set at 60 (below
60 considered phonetically dissimilar and above 60
as target words). The pseudocode in Table 4. Since
fuzzyWuzzy doesn’t consider articulatory features,
we further applied Panphon, demonstrating in Ta-
ble 5. This method converts pinyin to IPA using
the Dragonmapper package, then computes multi-
ple distance metrics. Since different articulatory
features contribute unevenly to phonetic percep-
tion, we adopt the weighted feature edit distance
to account for these variations. However, due to
the computational overhead of large-scale IPA con-
version and Panphon’s matrix operations on CPU,
we ultimately selected fuzzyWuzzy despite its lack
of phonological evidence, supplementing this with
manual validation where only terms unanimously
identified as targets by two native Chinese speakers
were retained.

D Authentic Datasets Annotation

• Please check the given word pair below and
determine whether they can be seen as homo-
phones or paronyms. For instance, words like
"压力" (yā lì) and "鸭梨" (yā lí), which share
identical pinyin spellings but differ in tone,
can be classified as valid target words in the
given context based on sound(labeled as 1).
Similarly, pairs such as "什么" (shén me) and
"神马" (shén mǎ), though differing in both

pinyin spelling and tone, are considered valid
if their pronunciation in standard Mandarin
is sufficiently similar to allow accurate con-
textual reconstruction based on phonetic cues
alone. Conversely, word pairs like "压力" and
"森马" (sēn mǎ), which differ in both pinyin
spelling and tone, or "压力" and "森骂" (sēn
mà), which share the same tone but differ in
pinyin spelling, are deemed invalid (labeled as
0) if the word follows phonetic cues to restore,
resulting in the semantic conflict.

• In general, when an erroneous word can be
successfully restored to its original form us-
ing phonological information within an ap-
propriate context, it should be annotated as
’1’. Conversely, if the phonological restora-
tion results in semantic inconsistency within
the given context, the annotation should be
’0’.

In the following, independent annotation by
three native Chinese speakers who were blinded
to each other’s selections, with only those words
unanimously identified as valid homophones or
paronyms by all annotators being ultimately des-
ignated as target words. Annotators received a
compensation of $5 USD for every 100 data entries
labeled. The inner-annotation agreement(IAA) and
consistency (with Fleiss’s kappa as the metric) of
Subtask 3 Dataset, ASR, and CTC Datasets are
96.09% (Fleiss’κ = 0.8568), 82.5% (Fleiss’κ =
0.7557) and 97.3% (Fleiss’κ = 0.9309), respec-
tively. For ASR and CTC Datasets, 387 and 163
cases with the “Inapplicable” label were removed .

E Cruxes Analysis of LLMs’ Impairment
of Restoration

In the Introduction, we demonstrate our observa-
tion that the impairment in the restoration proce-
dures for LLMs lies in three key issues: (1) failure
to identify the target error word; (2) insufficient
ability to map words to pinyin; and (3) repetition
of phonetically similar candidates. In what follows,
we provide quantitative evidence to highlight the
significance of selecting these issues as inner steps
for optimization in Table 3.

F Prompts

Our study employed prompts at multiple stages. In
the three subtasks SFT, we applied the prompt as
shown in Figure X. Using Qwen2.5-72B-Instruct
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Step1: 句子中“冰阔落”明显是错误的表达。通过分析上下文，“冰阔落”与“喝起来真爽”不符。
Step2: “冰阔落”的拼音是 bīng kò luò。
Step3:根据拼音bīng kuò luò，发音相近的候选词有：冰可乐、冰可乐、冰可乐、冰可乐、冰可乐。
Step4:在这些候选词中，“冰可乐”是最符合语境且常见的饮品名称，因此选择“冰可乐”。

Input : 冰阔落喝起来真爽！

Qwen2.5-7B

PhonoThink-Qwen-RL (Ours)

Step 1: Lexical Analysis
1. 词汇结构分析：
   - “冰”、“喝起来”、“真”、“爽”这些词在构词法上都是正确的。
   - “阔落”这个词在构词法上存在问题，因为“阔落”并不是一个标准的中文词汇，也没有明确的语义。
2. 语义关联检测：
   - 句子中其他词语的搭配和语境是合适的，描述了喝某种冰镇饮料的爽快感。
   - “阔落”一词的出现使得整个句子的语义变得不连贯，无法理解其具体含义。
3. 错误定位：
   - 任务要求抽取语义异常的直接诱因，“阔落”确实是导致语义异常的主因。
4. 精确剥离错误片段：
   - “阔落”是一个由两个字组成的词语，且不属于三字或三个字以上的复合词，因此抽取出词语“阔落”的最小单位
“阔落”。
Step 2: Pinyin Conversion “阔落”的中文拼音是两个字组成的词语，两个字分别是“阔”和“落”，对应的拼音分别为
kuò和luò，这个词语的拼音为kuò luò
Step 3: Candidate Generation
1. 阶段1：首先替换谐音词为空格：句子变为“冰____喝起来真爽！” 然后推测空格词的性质或类别：名词，表示一种
饮料（如可乐、雪碧等）。最后生成5个最可能符合语境的词：可乐（kě lè），阔乐（kuò lè），快落（kuài luò），酷乐
（kù lè），科罗（kē luó）。
2. 阶段2：根据谐音词“阔落”（kuò luò）的发音，联想10个最接近且可能适合语境的近音词：可乐（kě lè），阔乐
（kuò lè），快落（kuài luò），酷乐（kù lè），科罗（kē luó），阔佬（kuò lǎo），扩罗（kuò luó），括落（kuò luò），
廓落（kuò luò），阔洛（kuò luò）。
3. 阶段3：去重合并生成候选词列表：可乐（kě lè），阔乐（kuò lè），快落（kuài luò），酷乐（kù lè），科罗（kē 
luó），阔佬（kuò lǎo），扩罗（kuò luó），括落（kuò luò），廓落（kuò luò），阔洛（kuò luò）。
Step 4: Optimal Selection
基于给出的候选词表：可乐（kě lè），阔乐（kuò lè），快落（kuài luò），酷乐（kù lè），科罗（kē luó），阔佬（kuò 
lǎo），扩罗（kuò luó），括落（kuò luò），廓落（kuò luò），阔洛（kuò luò）
推理过程：句子描述的是喝一种冰镇饮料的爽快感，“可乐”是一种常见的冰镇饮料，符合语境。其他选项如“阔
乐”“快落”等虽然发音相近，但不是常见的饮料名称。“可乐”是最符合语境的词汇。

Figure 8: Comparison between reasoning chains of Qwen2.5-7B-Instruct and the model reinforced with our
PhonoThink strategy (Chinese version).

to generate CoT data step-by-step, which is shown
in Figure 11. During baseline model evaluation,
we found the base model’s capability insufficient
to produce correct outputs with CoT alone, neces-
sitating a CoT+one-shot prompt approach, which
is shown in Figure 12, to ensure proper formatting
and processing. For subsequent SFT, GRPO, and
testing phases, we exclusively used CoT prompts
to prevent the smaller model from being adversely
affected by repetitive examples during fine-tuning,
which could otherwise lead to output errors.

G Detailed Settings and Construction
Procedures of Subtask and Synthetic
Datasets

G.1 Subtask Dataset

For subtask 1, we split the words in the Modern
Chinese Common Lexicon into train and test sets
with a 4:1 ratio, converting each word to pinyin
by Python’s pypinyin library. For subtask 2, we
constructed a dataset of 5,000 randomly sampled
disyllabic Chinese words from subtask 1’s training
set. Each word’s pinyin was systematically eval-
uated for phonetic similarity against all entries in
the Modern Chinese Common Lexicon using the
fuzz.ratio algorithm from the fuzzywuzzy Python li-
brary. Candidate words were stratified into five sim-
ilarity tiers: exact matches [100], near-identical (90,
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Figure 9: This figure compares POS tag distributions between the synthetic dataset and three real-world datasets,
showing the percentage of each Jieba-annotated tag (y-axis) across different word categories (x-axis). While verbs
and nouns dominate all datasets—and some special terms remain unidentifiable by Jieba—substantial variations
in the distribution of both major and minor tags across datasets are observed. Additionally, some tag types are
distributed in extremely small proportions, so we have filtered them out.

Dataset Name Size Purpose Example

Subtask 1 Dataset 56008 SFT, test word, pinyin
Subtask 2 Dataset 4519 SFT, test original word, target word, ten words
Subtask 3 Dataset 5596 SFT, test word, POS tag, word frequency, sentence
Synthetic Dataset 5596 SFT, GRPO, test target word, pinyin, sentence, original word
CTC Dataset 836 GRPO, test target word, pinyin, sentence, original word
ASR Dataset 387 GRPO, test target word, pinyin, sentence, original word
CHIP Dataset 352 GRPO, test target word, pinyin, sentence, original word

Table 2: This table details all the datasets in our study, specifying their sizes, purposes, and structural formats.

Crux Qwen2.5-7B PhonoThink-
Qwen-SFT-MIX

Crux 1 with modifier:
0.1125
without modifier:
0.9375

with modifier:
0.4251
without modifier:
0.9250

Crux 2 0.6400 0.8425

Crux 3 0.6317 0.0498

Table 3: This table presents the results of key issues
identified in the homophone/paronym restoration pro-
cess for both the base model and the model after initial
mixed SFT. The metrics for Crux 1 to 3 are accuracy,
accuracy, and repetition rate, respectively. The signifi-
cant performance differences between the base model
and the trained model demonstrate the effectiveness of
incorporating domain-specific knowledge from three
mixed basic tasks into the base model.

100), high-similarity (80, 90], moderate-similarity
(70, 80], and partial-similarity (60, 70]. From
each tier, we initially selected 10, 4, 2, 2, and
2 candidates respectively12, which were then rig-
orously evaluated through an International Pho-
netic Alphabet (IPA) based phonetic alignment
method (Mortensen et al., 2016). The final dataset
comprised the top 5, 2, 1, 1, and 1 highest-ranking
candidates from each tier.

Subtask 3 is designed to enable LLMs to acquire
the capability of predicting masked words through
contextual inference. We utilized the annotated
Modern Chinese Part-of-Speech (POS) Frequency
List, applying sequential filters to: (1) extract the
top 8,000 highest-frequency words, (2) retain only
disyllabic, trisyllabic, and quadrisyllabic words

12The 5:2:1:1 sampling ratio was empirically determined
through analysis of the Chinese Internet Homophones and
Paronyms Restoration dataset in our authentic dataset, where
the distribution of fuzzywuzzy similarity scores between tar-
get word-original word pairs across the five intervals [100],
(90,100), (80,90], (70,80], and (60,70] approximately followed
this proportion. The fuzzywuzzy algorithm was employed for
initial screening due to its computational efficiency, followed
by more precise IPA-based realignment.
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Subtasks Prompt 

Subtask 1: 
【Task Instructions】
Given a Chinese word, you need to generate its standard Hanyu Pinyin (in accordance with the *Hanyu 
Pinyin Scheme*). Specific requirements are as follows: 
1.Use spaces to separate multi-character words (e.g., "你好" → nǐ hǎo). 
2. Mark tone symbols (e.g., ā á ǎ à). 
3. Do not mark tones for neutral tones (e.g., "妈妈" → mā ma).
4. For polysemous characters, select the correct pronunciation based on the word's context (e.g., "银⾏" → 
yín háng, not yín xíng). 
【Example】
Input word: 智能
Pinyin: zhì néng
【Input】
Input word: {item} 
Pinyin:

Subtask 2: 
【Task Instructions】
Based on the Chinese word provided by the user, linking10 standard Chinese Mandarin Homophones or 
Paronyms. Requirements are as follows: 
1. Arrange in descending order of pronunciation similarity, and only output 10 words; 
2. All words must conform to modern Chinese word-formation rules and be common vocabulary; 
3. Ensure no repetition among the 10 words; 
4. Provide no explanations or additional information; 
5. Attach pinyin notation to each word, indicating its pronunciation. 

【Example】
Input word: '楚升(chu3 sheng1)' Output: 出⽣(chū shēng), 畜⽣(chù shēng), 出声(chū shēng), 初审(chū
shěn), 出⾝(chū shēn), 出神(chū shén), 处⾝(chǔ shēn), 获胜(huò shèng), 初中(chū zhōng), ⽃争(dòu
zhēng) 
【Input】
Input word: '{item}’ 
Output:

Subtask 3: 
【Task Instructions】
Based on the underlined sentence provided by the user, infer the 3 most likely Chinese words that could 
appear in the underlined part. Requirements: 
1. Only output three possible reasonable words, with no explanations or extra information. 
2. The words must: fully conform to the contextual semantics, maintain grammatical correctness, and 
naturally collocate with the preceding and following words. 
【Example】
Input sentence: 周末，我们全家⼀起去博物馆_____，了解了许多历史知识。
Candidate words: 参观
【Input】
Input sentence: {item} 
Candidate words :

Figure 10: This figure showcases the designed prompt in the three subtasks.
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【Task Instructions】
You will receive a sentence with Chinese vocabulary usage errors. Please perform 
the following steps: 
1. Analyze whether the word-formation method of each word in the sentence is 
correct. 
2. Evaluate whether all words are appropriate for the current context. 
3. Identify the key erroneous vocabulary causing semantic anomalies. 
4. Precisely isolate the erroneous segment when there is a partial error in a 
compound word. 
【Output Specifications】
1. Strictly follow the format of presenting the complete reasoning process first, 
then the conclusion. 
2. Erroneous words must meet the following criteria: 
- Consist of ≥2 consecutive characters in length. 
- Be the primary cause of semantic anomalies.
- Satisfy the principle of the smallest complete error unit. 

- Prioritize splitting the erroneous part of compound words.
【One Shot】
…

【Task Instructions】
You need to complete a reasoning chain modification task with the following 
requirements: 
1. Input includes: a sentence containing a homophone; the homophone itself; a 
reasoning process for inferring candidate words; a list of candidate words; and the 
correct original word of the homophone. 
2. You need to modify the reasoning process based on the correct original word of 
the homophone and re-output the candidate word list, which must include the 
correct original word. 
3. The modified reasoning process should be similar in logic and writing style to 
the original reasoning process. 
4. Only output the modified reasoning process and the revised candidate word list.
【One Shot】
…

【Task Instructions】
You need to complete a homophone restoration task with the following requirements:
1. Input includes: a sentence containing a homophone; the homophone itself; the 
pinyin of the word; and a list of candidate words.
2. Your task: Select the correct original word that best fits the sentence context from 
the candidate words and output a simple reasoning process for your choice.
3. Selection criteria: semantic rationality (best matching the context), usage 
frequency (prioritizing more common vocabulary), and grammatical correctness 
(complying with Chinese grammatical rules).
4. Only output the most appropriate word and the simple reasoning process, without 
other redundant content.
【One Shot】
…

Generation Prompt 1

Generation Prompt 3 Generation Prompt 4

Figure 11: This figure presents the prompt structure used for Qwen2.5-72B-Instruct as a three-step reasoning
generator, where each prompt follows a CoT + One-Shot format. Due to space constraints, the full content is
omitted, but the detailed One-Shot examples can be found in Figure 12, where each prompt corresponds to each
step. For clarity, the prompt is displayed in English, though the actual implementation used Chinese templates.

【Task Requirements】
You need to identify homophonic words in sentences and restore 
them to correct vocabulary, with the following requirements:
(1) Step-by-step analysis
Processing steps:
First step: Determine errors in word usage in the sentence
Analyze the context of the sentence to locate parts with 
incoherent semantics
•Identify and isolate incorrect segments to determine the exact 
position of homophonic words
Second step: Pinyin conversion
•Convert the identified homophonic words into pinyin form
Third step: Candidate word generation
•Linking 5 candidates with same or similar sounds based on the 
pinyin
•Candidate words must consider common vocabulary and 
contextual suitability
Fourth step: Optimal selection
•Combine sentence semantics and grammatical rules
•Select the correct word that best fits the context from the 
candidate words
(2) Only output the final determined correct vocabulary and 
reasoning process, with no other additional information

【Output Template】
<Answer> <step1_reasoning>...</step1_reasoning> 
<step1_answer>...</step1_answer> 
<step2_answer>...</step2_answer> 
<step3_reasoning>...</step3_reasoning> 
<step3_answer>...</step3_answer> 
<step4_reasoning>...</step4_reasoning> 
<step4_answer>...</step4_answer> </Answer>

CoT Prompt

<Answer> 
<step1_reasoning>"1. Lexical structure analysis: - Words like '他们 (they)', '会 (will)', '一起 (together)', '去 (go)', '公园 (park)', '散步
(take a walk)', '享受 (enjoy)', '彼此 (each other)', '的 (possessive particle)', '陪伴 (company)' are all grammatically correct in word 
formation. - The term '视肠 (shì cháng)' has a problem in word formation because it is not a standard Chinese vocabulary and has no 
clear semantic meaning. 2. Semantic relevance detection: - The collocation and context of other words in the sentence are appropriate, 
describing a group of people planning to go for a walk in the park together and enjoy each other's company. - The occurrence of '视肠
(shì cháng)' makes the semantic of the whole sentence incoherent, and its specific meaning cannot be understood. 3. Error location: -
The task requires extracting the direct诱因 (cause) of semantic abnormality, and '视肠 (shì cháng)' is indeed the main cause leading to 
semantic abnormality. 4. Accurate stripping of error fragments: - '视肠 (shì cháng)' is a two-character word and does not belong to 
compound words with three or more characters, so the minimum unit '视肠 (shì cháng)' of the word is extracted."</step1_reasoning>
<step1_answer>视肠</step1_answer> 

<step2_answer>shì cháng</step2_answer> 

<step3_reasoning>1. Stage 1: First, replace the homophonic word with a space: the sentence becomes "他们____会一起去公园散
步，享受彼此的陪伴。" Then infer the nature or category of the space word: a noun, representing a group of people (such as friends, 
family, etc.) or a time concept (such as often, frequently, etc.). Finally, generate 5 words most likely to fit the context: 时常 (shí cháng, 
often), 经常 (jīng cháng, frequently), 食堂 (shí táng, canteen), 世昌 (shì chāng, a proper name), 试尝 (shì cháng, taste). 2. Stage 2: 
Based on the pronunciation of the homophonic word '视肠 (shì cháng)', associate 10 closest and possibly suitable near-homophonic 
words in the context: 市场 (shì chǎng, market), 市长 (shì zhǎng, mayor), 时长 (shí cháng, duration), 石场 (shí chǎng, stone yard), 试
唱 (shì chàng, audition), 诗长 (shī cháng, senior poet), 事常 (shì cháng, common things), 誓常 (shì cháng, constant oath), 适常 (shì
cháng, appropriate and constant), 饰长 (shì cháng, head of decoration). 3. Stage 3: Deduplicate and merge to generate a list of 
candidate words.</step3_reasoning>
<step3_answer>时常(shí cháng), 经常(jīng cháng), 食堂(shí táng), 世昌(shì chāng), 试尝(shì cháng), 市场(shì chǎng), 市长(shì

zhǎng), 时长(shí cháng), 石场(shí chǎng), 试唱(shì chàng), 诗长(shī cháng), 事常(shì cháng), 誓常(shì cháng), 适常(shì cháng), 饰长
(shì cháng)</step3_answer>

<step4_reasoning>The sentence describes the habitual behavior of "going for a walk in the park together". '时常 (shí cháng)' means 
often happening, which highly matches the context of "together" and "enjoying company". Other candidate words such as '食堂
(canteen)', '市场 (market)', '市长 (mayor)' are all concrete nouns, which cannot be collocated with the verb phrase "一起去散步 (go 
for a walk together)" and have inconsistent semantics. Although '经常 (frequently)' is semantically similar, its pinyin does not fully 
match that of '视肠 (shì cháng)'.</step4_reasoning> 
<step4_answer>时常</step4_answer>
</Answer>

One-Shot

Figure 12: This figure shows the prompts of CoT used for our training and testing. Additionally, we provide a
reasoning example (within the pink box) to assist the base model in understanding the task. The original prompt and
example are Chinese, the given English version is for readers’ understanding-friendly.
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(2-4 characters), and (3) select words with POS
tags a (adjective), d (adverb), n (noun), p (preposi-
tion), or v (verb). This pipeline yielded a curated
dataset of 5,596 lexical entries. Finally, we em-
ployed Qwen2.5-72B-Instruct (Qwen et al., 2025)
to generate contextual sentences containing each
target word through prompt-based synthesis. The
sentences were manually verified and corrected by
three native speakers.

G.2 Synthetic Dataset
The synthetic dataset was specifically constructed
for SFT and RL training purposes. The existing re-
lated Chinese datasets predominantly focus on ho-
mophones with identical syllable structures, while
lacking coverage of paronyms (similar but non-
identical syllables). So we systematically gener-
ated synthetic data by modifying the 5,596 sen-
tences from subtask 3, replacing original words
with homophones or paronyms across varying de-
grees of phonetic similarity.

This process involved four steps: (1) Calculated
fuzzywuzzy similarity between each word and all
entries in the Modern Chinese Common Lexicon;
(2) Followed our 5:2:1:1:1 ratio, we divided all
words in the dataset into five segments. Words
from each segment were then matched with ten
candidate words from five distinct similarity tiers13.
Then we employed the same IPA-based method
as in the subtask 2 dataset to re-rank the candi-
dates and selected the word with the closest pho-
netic resemblance to the original - this word will be
the final target word; (3) We replaced the optimal
words with non-existent but phonetically identical
pseudo-words in Chinese; (4) In the contextual sen-
tence, we replaced original words with their revised
target words, generating the final triplet structure
(target word, original word, contextual sentence)
as specified in Section 3.1’s dataset schema.

1350%:[100], 20%:[90-100), 10% each:[80-90)/[70-80)/[60-
70).

Pseudo-code for Fuzzy pinyin Similarity

Input:

{
Original Text T

Target Database H

Output: Ranked words and similarity scores
Procedure:
1. Phonetic Conversion:
(pyT , tT )← TOPY(T )
(pyH , tH)← TOPY(H)

2. Fuzzy Matching:
SimS← FUZZY_RATIO(pyT , pyH)

3. Variant Classification:

V





Homo if SimS = 100 ∧ tT = tH

PAR if 60 ≤ SimS
Others otherwise

4. Variant Filtering:
V1 ← {v ∈ H | Homo, exact pinyin match}
V2 ← {v ∈ H | PAR, tonal variations}
V3 ← {v ∈ H | Others, low similarity}

5. Return:
Rank V by SimS in descending order

Table 4: Fuzzywuzzy similarity calculation based on
pinyin using thresholds to figure out target words in
given data.

Pseudo-code for Panphon-based Phonetic Dis-
tance

Input:

{
Pinyin1 p_t1
Pinyin2 p_t2

Output: Normalized Similarity S ∈ [0, 1]

Procedure:
1. Phoneme Alignment:

Align p_t1 and p_t2 using IPA segmentation
2. Panphon Distance:
D ← panphon.distance(p_t1, p_t2)

(Weighted feature edit distance)
3. Similarity Conversion:
S ← 1 − D−min(D)

max(D)−min(D) (Normalized to
[0,1])

Table 5: Phonetic similarity computation using Pan-
phon’s distance method. Pinyin was directly input with
the spelling like ō and transferred into IPA to capture
the articulation of sounds.
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