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Abstract

Speculative decoding is a prominent technique
for accelerating LLM inference by leveraging
an auxiliary draft model, but its effectiveness
is limited by the autoregressive nature of draft
generation, where acceptance rates depend on
the draft model’s size. Scaling the draft model
improves acceptance but also increases spec-
ulation latency, limiting overall speedup. Fur-
thermore, fine-tuning both the draft and target
models is often necessary to achieve high accep-
tance rates, adding complexity to inference sys-
tems as the number of downstream tasks grows.
Single-model approaches like Medusa gener-
ate speculative tokens non-autoregressively but
lack token dependencies, limiting effectiveness.
Alternatives like Hydra and Eagle incorporate
token dependencies but rely on dedicated heads,
making speculation independent of the base
model and limiting the extent to which stronger
base models can improve speculation.

We introduce a novel speculative decoding
method that integrates speculative draft gen-
eration directly within the target model us-
ing multi-stream attention. This improves ac-
ceptance rates by introducing interdependen-
cies between speculative tokens while ensur-
ing non-autoregressive draft generation with
minimal overhead. As target models scale
in size and quality, speculative generation
improves naturally with our method, unlike
prior approaches. Furthermore, our approach
is parameter-efficient, requiring over 1000×
fewer additional parameters than Medusa, mak-
ing it highly suitable for resource-constrained
devices. We design our method to operate in
two modes: (1) Lossless mode, a plug-and-play
method that preserves the output of any pre-
trained model; and (2) Shared mode, optimiz-
ing both speedup and downstream output qual-
ity. We demonstrate a 2–3.5× speedup across
diverse tasks, including summarization, transla-
tion, question answering, mathematical reason-
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Figure 1: (a) Speculative Decoding requires a well-
aligned draft model that generates speculation autore-
gressively. (b) Speculative Streaming significantly sim-
plifies the system by performing speculation and verifi-
cation concurrently, within a single stream-fused model.

ing, SQL generation, and retrieval-augmented
generation (RAG).

1 Introduction

Large transformers have become the cornerstone of
modern language modeling. The quality of these
models improves as they scale (Kaplan et al., 2020),
leading to the introduction of the state-of-the-art
multi-billion parameter models (Brown et al., 2020;
Thoppilan et al., 2022; Chowdhery et al., 2023;
Touvron et al., 2023a). While these models are
effective for token generation, they incur a high
inference cost as the model and its transient states
need to be loaded into computing memory for each
newly generated token. This poses a challenge to
the deployment of large autoregressive transform-
ers, particularly for user-facing applications with
stringent latency requirements.

Given the memory-bound nature of large
language model (LLM) inference, recent
work (Leviathan et al., 2023; Chen et al., 2023)
has proposed Speculative Decoding as an effective
technique to accelerate decoding based on concepts
borrowed from speculative computation (Burton,
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1985). The core idea is to speculate multiple
candidate future tokens first and then verify them
in parallel using a two-model paradigm as shown
in Figure 1a: a small auxiliary “draft” model for
candidate speculation and a large “target” model
for verification (Leviathan et al., 2023; Chen et al.,
2023). However, the effectiveness of speculative
decoding is constrained by the autoregressive
nature of draft generation, where the draft model’s
size directly impacts acceptance rates; scaling the
draft model improves quality but also increases
speculation latency, limiting the overall speedup. It
is also resource-inefficient, requiring both models
to be hosted in memory during token prediction.

In this paper, we propose Speculative Stream-
ing, a single-model speculative decoding approach
that unifies speculation and verification, obviating
the need for a separate draft model as shown in
Figure 1b. This is accomplished by incorporat-
ing multi-stream attention into the target model to
perform n-gram prediction, which serves as future
candidate speculation. As a result, a forward pass
can verify the previously generated tokens while
simultaneously speculating on the future tokens.
Speculative Streaming (SS) improves acceptance
rates by introducing interdependencies among spec-
ulative tokens while ensuring non-autoregressive
draft generation with minimal overhead. Unlike
previous approaches, where the quality of spec-
ulative draft is independent of target model size,
multi-stream attention in our method ensures that
speculative generation quality improves naturally
as the target model scales in size and quality. The
key advantages of Speculative Streaming are as
follows:
– Achieves substantial decoding speedups through

a unified fine-tuning process that integrates multi-
stream attention, preserving exact output in loss-
less mode while enhancing output quality in
shared mode.

– Improves speculative generation quality as model
size scales, leveraging the richer representations
of larger pre-trained models to enhance both spec-
ulation accuracy and verification efficiency.

– Minimizes resource overhead, requiring fewer
additional parameters and FLOPs compared to
state-of-the-art speculative decoding methods,
while still outperforming them in speedup gains.

– Simplifies deployment by eliminating the need
for an auxiliary draft model, avoiding the com-
plexity of model alignment and switching.

2 Method

Our goal is to develop an end-to-end trainable,
single-model framework that integrates speculative
residual streams, aligning residual transformations
with future tokens to enable high-acceptance, non-
autoregressive speculation. We also aim to address
greedy decoding limitations by incorporating plau-
sible future residual states, enabling more informed
token selection through future token planning. To
achieve these objectives, we introduce the follow-
ing key components: (a) Speculative stream design
and initialization as described in Section 2.1 (b)
Parallel speculation and verification as described
in Section 2.2 (c) Parallel tree draft pruning, de-
scribed in Section 2.3 and (d) Training objective as
described in Section 2.4.

2.1 Streams Design and Initialization
Parameter efficient supervised fine-tuning (Hu
et al., 2022) of decoder-only pre-trained language
models involves training low-rank adapters to pre-
dict next target token yt given context tokens
(x1....xm) and previous target tokens (y1..y<t) on
downstream applications. At the heart of this pro-
cess lies the multi-head attention (MHA) mecha-
nism (Vaswani et al., 2017) operating on the resid-
ual stream, which can be formally described as:

Mk+1
t = MHA(Mk

t ,M
k
≤t,M

k
≤t) (1)

where Mk
t denotes base residual stream at time

step t and layer k and MHA(H,H,H) denotes
attention between query HWQ, key HWK and
value HW V as described in (Vaswani et al., 2017).
Building upon this framework, we introduce spec-
ulative residual streams, which attend to the base
(main) residual stream via a novel multi-stream at-
tention (MSA) mechanism. Each speculative stream
is designed to generate future tokens with minimal
latency overhead in memory-bound decoding sce-
narios. Specifically, the added speculative streams
predict p(yt+j | y<t, x) for 1 ≤ j ≤ γ, where γ
denotes the number of speculative steps, while the
base stream continues to predict p(yt | y<t, x).

To seamlessly integrate speculative streams into
pre-trained models, we propose a lossless mode for
scenarios that require keeping the original output
distribution of the target model untouched (see Fig-
ure 2a). In this mode, the attention mechanism of
the base residual stream adheres to the standard
MHA formulation (Vaswani et al., 2017). However,
each speculative stream j at time step t attends to
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Figure 2: Shared and Lossless Modes of Speculative Streaming. In the lossless mode (a), speculative streams attend
to the main stream, whereas in the shared mode (b), attention is bidirectional. In the lossless mode, the base model
remains frozen while stream embeddings and stream adapters in the MSA decoder layers are trained to predict
speculative tokens. In the shared mode, we insert adapters into the base model decoder layers and train them on an
n-gram prediction objective. Notably, the adapter parameters in MSA layers are shared to influence the residual
transformation of both main and speculative streams.

the prior hidden states of both the base and specu-
lative residual streams:

Sk+1
tj = MHA(Sk

tj ,M
k
≤t⊕Sk

t(≤j),M
k
≤t⊕Sk

t(≤j)),
(2)

where Sk
tj denotes the speculative stream j at layer

k and time t, Mk
≤t represents the base residual

stream up to t and ⊕ represents concatenation.
At the final transformer layer N , the hidden state
MN

t is used to predict yt, while each speculative
stream’s terminal state SN

tj predicts yt+j . We refer
to decoder layers implementing the standard MHA
as MHA layers, whereas those incorporating the
formulation above as MSA layers.

While effective in accelerating decoding, MSA
in lossless mode does not modify the base model’s
objective of greedily generating the next token. To
enable proactive token planning and reduce overfit-
ting to local correlations during token generation
(Yang et al., 2019; Qi et al., 2020), we propose a
shared mode (see Figure 2b). In this mode, the
training objective is extended from next-token pre-
diction to n-gram prediction. This is achieved by
allowing the base stream to attend to speculative
streams, thereby enabling it to refine its residual
transformation using anticipated future states:

Mk+1
t = MHA(Mk

t ,M
k
≤t⊕Sk

t(1...γ),M
k
≤t⊕Sk

t(1...γ)).
(3)

Here, Sk
t(1...γ) represents all speculative streams at

layer k and time t. By integrating future residual
states during training, this shared mode aligns the
base stream with speculative planning, promoting
both efficiency and robustness in token generation.

The attention mechanism of speculative streams
remains consistent across both shared and lossless
modes (see Equation (2)). Key/value projections
of the main stream’s residual states are cached dur-
ing inference to avoid re-computation, whereas we
design speculative stream attention specifically to
avoid storing additional key/value projections as-
sociated with individual streams. This is because
speculative streams are trained to learn contextual
features using the main stream’s key/value context
allowing us to not introduce additional caching
overhead and operate within memory bounds of
resource-constrained devices.

In lossless mode, main stream passes through
frozen base MLP layer and speculative streams
pass through the parallel stream adapters as shown
in Figure 2a. In contrast, shared mode fine-
tunes the base model for n-gram prediction via
shared adapters. Within MHA decoder layers, these
adapters modulate the residual transformation of
the main stream, whereas in MSA layers, they influ-
ence the residual transformation of both the main
and speculative streams, as illustrated in Figure 2b.

We initialize hidden states of speculative streams
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at layer N −Ns instead of initializing them from
the embedding layer, where Ns denotes the number
of MSA layers. Specifically, stream j at time t is
initialized at layer N −Ns as

SN−Ns
tj = fη(M

N−Ns
t ) + PN−Ns

j (4)

where Pj is a stream identifier embedding that em-
beds a sense of relative position into streams and
distinguishes the computation from main stream.
fη is a linear transformation of rank η to transform
main stream hidden states into speculative stream
hidden states. This initialization helps to reduce
computation per forward pass by decreasing the
speculative FLOPs contribution by (N −Ns)/N .
In terms of forward pass latency, FLOPs do not
contribute significantly when the model is memory
bound, however, as we describe in Section 2.2, we
sample additional tokens to shift the model into a
compute-bound regime, therefore FLOPs reduction
becomes crucial.

2.2 Parallel Speculation and Verification
In standard draft-target speculative decod-
ing (Leviathan et al., 2023), speculation and
verification processes happen sequentially. Specu-
lative Streaming makes this process efficient by
parallelizing speculation and verification. In each
forward pass, the draft from the previous step is
verified and a new draft is generated as shown in
Figure 3. For instance, in step s, if draft tokens
(ỹ1 . . . ỹδ) are accepted where 0 < δ ≤ γ, main
stream Mδ is used to issue a correction token, and
logits from speculative streams Sδ(1...γ) are used to
generate draft for step s+ 1.

Instead of using a linear sequence of speculated
tokens for verification, we sample a tree of tokens
from main and speculative streams, where each
path in the tree represents one possible verifica-
tion candidate. Tree drafting enables accepting the
longest matching candidate sequence and more to-
kens can be advanced during each forward pass.
To create a tree draft, instead of sampling 1 token
from logits of speculative streams, (z1 . . . zγ), we
sample top k tokens and form a tree of sampled
tokens as shown in Figure 3, such that tokens
sampled from stream n are predecessors of tokens
sampled from stream n + 1. We process a tree
draft of speculative tokens in one forward pass by
creating an additive attention mask (Vaswani et al.,
2017), such that each node in the tree attends to
its predecessor. Attention mask between kth to-
ken sampled from logits of stream j, ỹjk and the

mth token sampled from logits of stream n, ỹnm is
defined as:

aỹjkỹnm =

{
0 if j = n+1,

−∞ otherwise
(5)

Refer to Figure 14 for more details.

2.3 Parallel Tree Pruning

A key challenge in constructing speculative tree
drafts is the combinatorial explosion of candidate
paths: sampling k tokens from each of γ streams
yields a tree draft of size 1 +

∑γ
g=1 k

g. To en-
able parallel draft generation in a single forward
pass, each draft token is batched with γ speculative
streams in MSA layers, resulting in a total batch
size of (1+γ)(1+

∑γ
g=1 k

g). As batch size grows,
target model inference becomes compute-bound,
diminishing the latency gains from wider sampling.

To address this, we introduce a parallel tree draft
pruning layer that eliminates low-probability to-
kens based on transition likelihoods between par-
ent and immediate child tokens. While prior meth-
ods prune speculative trees based on draft model
confidence (Anonymous, 2024), they suffer from
overconfidence, where high-confidence paths may
ultimately be rejected by the target model, and un-
derconfidence, where low-confidence paths are pre-
maturely pruned despite being acceptable. In con-
trast, we prune using early-exit confidence from the
target model itself. Specifically, hidden states M l

at layer l are projected via a low-rank transforma-
tion oθ, and passed through the language modeling
head H to yield early-exit logits z̃ = H(oθ(M

l)).
The transition score z̃pc approximates the probabil-
ity of a child token c given its parent p. These early
acceptances align closely with final verification out-
comes, as residual change tends to decrease across
deeper layers (Bhendawade et al., 2025), making
early-layer agreement a reliable proxy.

The pruning layer can be flexibly inserted at any
depth, balancing pruning accuracy and latency: ear-
lier layers reduce compute but risk false rejections;
deeper layers improve precision at higher cost. In
all experiments in Section 3, we insert the pruning
layer immediately before speculative stream inser-
tion. Please refer to Appendix F.1 for additional
implementation details.

2.4 Training

In the shared mode (see Figure 2b), our instruction
tuning procedure entails training the adapters and
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Figure 3: Top level architecture: We replace top Ns multi-head attention (MHA) layers of the base model with
multi-stream attention (MSA) layers as described in (2). Speculative streams are initialized using hidden states of
layer N −Ns and stream identifier embeddings (SE), as described in (4) and used to generate speculative draft in
the form of a tree. The speculative tree draft from the previous iteration is batched for verification and pruned using
early exit based confidence before stream insertion as discussed in Section 2.3. During each forward pass previous
pruned tree draft is verified and a new tree draft is issued using speculative streams as described in Section 2.2.

stream embeddings on both the prediction loss of
the next token and γ future tokens. The overall loss
function is defined as follows:

Lss = −α0

(
T∑

t=1

log pθ(yt|y<t, x)

)

−
γ∑

j=1

αj

(
T−j∑

t=1

log pθ(yt+j |y<t, x)

)
(6)

where α0 and αj are set empirically to normalize
losses of the next token and speculative token pre-
diction. In lossless mode, only the stream adapters
and embeddings are trained for speculative token
prediction, while the base model remains frozen,
with α0 set to 0 (see Figure 2a).

Although training with Speculative Streaming is
relatively cheap (see Appendix H), naive training
increases batch dimension along sequence length
axis by γ in MSA layers, causing attention com-
putation to hit peak memory with larger batches.
We employ a segment-based attention method that
helps reduce peak memory consumption and in-
creases training throughput significantly by divid-
ing training sample into prompt and multiple com-
pletion segments. More details on segment atten-
tion can be found in Appendix G. Finally, the tree
pruning adapter described in Section 2.3 is trained
on next token prediction loss.

3 Experiments

We evaluate our method on diverse tasks from open
speculative decoding benchmarks, as well as on a
set of applications vital to on-device AI assistants.

Datasets. To evaluate the effectiveness of Spec-
ulative Streaming in multi-turn interactive conver-
sations and tasks such as reasoning and coding,
we train both shared and lossless variants on the
ShareGPT dataset and measure decoding speedup
using MT-Bench (Zheng et al., 2023).

To ensure broader generalizability, we inte-
grate the lossless variant of our approach with
SpecBench (Xia et al., 2024), a benchmark de-
signed to assess the effectiveness of speculative
decoding methods in lossless settings. Addition-
ally, we compare our supervised fine-tuning objec-
tive described in Section 2.4 against traditional
next-token prediction based fine-tuning across key
applications for on-device AI assistants, includ-
ing Text Summarization using DialogSum dataset
(Chen et al., 2021), Structured Query Generation
using SqlCreateContext dataset constructed from
WikiSQL (Zhong et al., 2017) and SPIDER (Yu
et al., 2018), and Meaning Representation using
E2E-NLG dataset (Dušek et al., 2020).

Model Configurations and Baselines. We eval-
uate our method on open-source models of varying
scales, including Llama-2-Chat (7B, 13B) (Tou-
vron et al., 2023b) and Vicuna (7B, 13B, 33B) (Chi-
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Table 1: Comparison of wall-time speedup and gener-
ation quality scores across Llama and Vicuna models
of varying scales on MT-Bench. Results for Medusa,
Medusa-2, Hydra, Eagle and LookAhead decoding are
taken from their respective papers, with Hydra results
corresponding to the best-performing variant, Hydra++.
Notably, methods like Eagle and 2-Model SD generate
speculative tokens autoregressively, whereas Specula-
tive Streaming produces them in a non-autoregressive
(NAR) manner. As a result, even though the mean num-
ber of accepted tokens of Speculative Streaming on
smaller models are slightly lower than Eagle, wall-time
speedup is higher due to the absence of autoregressive
speculation generation overhead.

Model Method Speedup (↑) Score (↑)

Vicuna-7B

Baseline 1x 6.17
2-Model SD 1.42x 6.17

Medusa 2.18x 6.17
Hydra 2.70x 6.17

Medusa-2 2.83x 6.18
Eagle 2.90x 6.17

SS-Lossless (Ours) 3.08x 6.17
SS-Shared (Ours) 3.22x 6.21

Vicuna-13B

Baseline 1x 6.39
2-Model SD 1.55x 6.39

Medusa 2.33x 6.39
Hydra 2.50x 6.39

Medusa-2 2.83x 6.43
Eagle 3.07x 6.39

SS-Lossless (Ours) 3.21x 6.39
SS-Shared (Ours) 3.29x 6.48

Vicuna-33B

Baseline 1x 7.12
2-Model SD 1.59x 7.12

Medusa 1.98x 7.12
Hydra 2.53x 7.12

Medusa-2 2.35x 7.18
Eagle 2.95x 7.12

SS-Lossless (Ours) 3.24x 7.12
SS-Shared (Ours) 3.35x 7.22

Llama-2-Chat-7B

Baseline 1x 6.27
2-Model SD 1.39x 6.27
LookAhead 1.64x 6.27

Eagle 2.78x 6.27
SS-Lossless (Ours) 2.93x 6.27
SS-Shared (Ours) 3.05x 6.29

Llama-2-Chat-13B

Baseline 1x 6.65
2-Model SD 1.47x 6.65
LookAhead 1.51x 6.65

Eagle 3.03x 6.65
SS-Lossless (Ours) 3.23x 6.65
SS-Shared (Ours) 3.30x 6.71

ang et al., 2023) to demonstrate the scalability of
our approach. For application-specific settings, we
test our approach on Phi-3-mini-4k-instruct (3.8B)
(Abdin et al., 2024), Mistral (7B) (Jiang et al.,
2023), and OPT (1.3B, 6.7B) (Zhang et al., 2022).

We compare our approach against draft-target
speculative decoding methods (Leviathan et al.,
2023; Zhou et al., 2023) as well as single-
model speculative decoding frameworks, including
Medusa (Cai et al., 2023), LookAhead Decoding
(Fu et al., 2023), Hydra (Ankner et al., 2024), Ea-

gle (Li et al., 2024), Prompt Lookup Decoding
(PLD) (Saxena, 2023) , REST (He et al., 2024),
and SPACE (Yi et al., 2024). For the standard
draft-target approach, we use OPT-125M as the
draft model for OPT-1.3B and OPT-6.7B target
models. For Vicuna and Llama models, we adopt
JackFram/llama-68M (Miao et al., 2023) as the
draft model. All draft models are fine-tuned on the
ShareGPT dataset to ensure evaluation fairness.

Metrics. On MT-Bench, we evaluate response
quality using GPT-4-graded scores that assess co-
herence, correctness, and engagement. We con-
duct our experiments using FastChat (Zheng et al.,
2023), which incorporates GPT-4 evaluation. Since
SpecBench is primarily designed for lossless spec-
ulative decoding methods, we integrate the lossless
version of our technique and report the wall-time
speedup. In application-specific settings, we evalu-
ate both wall-time speedups and generation quality
metrics. For the structured query task, we use Ex-
act Match (EM) accuracy, while for Dialog Sum-
marization and Meaning Representation tasks, we
report ROUGE-1 and ROUGE-LSum scores. Fi-
nally, to demonstrate the deployment benefits of
our approach, we report the parameter and FLOP
overhead associated with our method.

Inference. Inference is performed using a batch
size of 1 on a single Nvidia A100-80G GPU in
float16 using greedy sampling and T = 0, reflect-
ing the typical deployment setting for on-device as-
sistants. Please refer to Appendix D.3 for ablations
on top-k sampling with T = 1 and Appendix K.1
for more experimental details. We set Ns = 4,
γ = 4 and k = 3. Please refer to Appendix D for
hyperparameter ablations.

3.1 Results
Effectiveness on MT Bench Table 1 presents
a comparative evaluation of our method on MT-
Bench in terms of speedup and MT-Bench scores.
Our experimental results demonstrate that both
variants of Speculative Streaming—Lossless and
Shared—achieve substantial acceleration across
model scales. The Lossless variant yields speedup
factors of 2.93–3.24× while preserving the base
model’s output. The Shared variant achieves
slightly higher speedups of 3.05 – 3.35×, with
comparable or superior MT-Bench scores, indi-
cating that the adapter parameter sharing strategy
further reduces latency while maintaining or im-
proving the generation quality. Both variants con-
sistently outperform all baselines in terms of wall-
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Table 2: Wall-time speedup of lossless Speculative Streaming (SS) across various tasks, evaluated using the
comprehensive SpecBench framework. SS consistently outperforms other baselines, with speedups increasing as
model size grows, highlighting the scalability of our approach.

Model Task EAGLE Hydra Medusa PLD SPACE REST Lookahead SS-Lossless

Vicuna-7B

Translation 1.99x 1.94x 1.73x 1.04x 1.13x 1.31x 1.14x 2.32x

Summarization 2.23x 1.79x 1.57x 2.43x 1.62x 1.36x 1.19x 2.51x

Question Answering 2.12x 2.03x 1.75x 1.14x 1.49x 1.66x 1.24x 2.11x

Mathematical Reasoning 2.67x 2.49x 2.05x 1.61x 1.47x 1.21x 1.55x 2.89x

Retrieval Augmented Generation 2.04x 1.77x 1.51x 1.71x 1.55x 1.73x 1.09x 2.53x

Vicuna-13B

Translation 1.96x 1.90x 1.66x 1.02x 1.13x 1.17x 1.06x 2.38x

Summarization 2.44x 1.93x 1.63x 2.19x 1.68x 1.37x 1.20x 2.62x

Question Answering 2.04x 1.96x 1.63x 1.03x 1.39x 1.53x 1.12x 2.16x

Mathematical Reasoning 2.70x 2.48x 2.00x 1.57x 1.53x 1.19x 1.48x 3.37x

Retrieval Augmented Generation 2.23x 1.92x 1.58x 1.71x 1.67x 1.55x 1.12x 2.78x

Vicuna-33B

Translation 2.05x 2.01x 1.73x 1.06x 1.28x 1.27x 1.08x 2.41x

Summarization 2.51x 2.04x 1.64x 2.00x 1.76x 1.45x 1.20x 2.77x

Question Answering 2.17x 2.11x 1.66x 1.07x 1.53x 1.61x 1.16x 2.23x

Mathematical Reasoning 2.99x 2.71x 2.07x 1.55x 1.69x 1.30x 1.54x 3.45x

Retrieval Augmented Generation 2.27x 2.06x 1.62x 1.45x 1.68x 1.61x 1.15x 2.83x

time speedups. Notably, unlike the baselines such
as Eagle, Hydra, and 2-Model SD, our method gen-
erates tokens in a non-autoregressive (NAR) man-
ner, avoiding the additional overhead associated
with autoregressive (AR) speculative token genera-
tion, leading to higher speedups. In Appendix K,
we conduct a comprehensive analysis comparing
AR-based speculation with a draft model to NAR-
based speculation using our SS framework. In Sec-
tion 4.1, we provide empirical insights into the
superior speedups and generation metrics achieved
by our approach. Finally, our method incurs sig-
nificantly lower memory access overhead (see Fig-
ure 8), underscoring its efficiency, scalability, and
deployment advantages.

Generalizability on SpecBench We integrate
lossless speculative streaming with SpecBench
to assess generalizability across diverse language
tasks. Our evaluation focuses on the lossless vari-
ant, as SpecBench is specifically designed for
benchmarking lossless speculative decoding meth-
ods. As shown in Table 2, results demonstrate
consistent acceleration across all evaluated tasks
and model scales. Notably, Mathematical Reason-
ing task shows the highest speedup factors, reach-
ing 3.45x for Vicuna-33B, followed by Retrieval
Augmented Generation task at 2.83x. These im-
provements consistently surpass existing methods
across all task categories. The performance scales

Figure 4: Generation quality of the Phi-3 model when
trained to attend to γ ground truth tokens beyond the
immediate next token during prediction. Incorporating
future ground truth tokens into the attention mechanism
leads to substantial improvements in generation quality.

effectively with model size, as evidenced by the
progression from Vicuna-7B to Vicuna-33B, where
larger models demonstrate enhanced speedups.

4 Application Specific Evaluation

On-device AI assistants require models that can ef-
ficiently generalize across downstream applications
while operating under strict latency constraints.
A common deployment paradigm involves fine-
tuning base models for specific applications using
parameter-efficient adaptation techniques such as

19542



Table 3: Comparison of wall-time speedup, mean accepted tokens, and parameter overhead across models of varying
scales fine-tuned on downstream tasks. The mean accepted tokens metric serves as an accelerator-agnostic measure
of speedup. The baseline corresponds to standard next-token prediction-based fine-tuning with LoRa adapters,
whereas SS-Shared denotes speculative fine-tuning with shared adapters and embeddings, as detailed in Section 2.4
and Figure 2b.

Dataset Model Method SpeedUp (↑) Mean Accepted Tokens (↑) Metric (↑) # Extra Parameters (↓)

SqlCreateContext

Mistral-Instruct-7B

Baseline 1.00 1.00 84.16 −
Medusa 2.74 3.16 84.16 5.9E8
Eagle 2.75 3.58 84.16 2.4E8

SS-Shared 2.93 3.67 84.50 8.2E4

PHI-3-Instruct-3.8B

Baseline 1.00 1.00 80.92 −
Medusa 2.51 2.79 80.92 4.3E8
Eagle 2.62 3.37 80.92 1.3E8

SS-Shared 2.92 3.65 84.10 6.1E4

Llama2-7b

Baseline 1.00 1.00 85.37 −
Medusa 2.46 2.97 85.37 5.9E8
Eagle 2.59 3.31 85.37 2.4E8

SS-Shared 2.81 3.57 85.93 8.2E4

DialogSum

Mistral-Instruct-7B

Baseline 1.00 1.00 44.74/36.76 −
Medusa 1.84 2.06 44.74/36.76 5.9E8
Eagle 1.95 2.56 44.74/36.76 2.4E8

SS-Shared 2.04 2.96 44.89/37.09 8.2E4

PHI-3-Instruct-3.8B

Baseline 1.00 1.00 46.08/38.28 −
Medusa 2.14 2.18 46.08/38.28 4.3E8
Eagle 2.05 2.31 46.08/38.28 1.3E8

SS-Shared 2.32 2.85 46.30/38.32 6.1E4

Llama2-7b

Baseline 1.00 1.00 44.90/37.0 −
Medusa 1.80 2.03 44.90/37.0 5.9E8
Eagle 1.86 2.57 44.90/37.0 2.4E8

SS-Shared 1.90 3.05 45.0/37.85 8.2E4

E2E-NLG

Mistral-Instruct-7B

Baseline 1.00 1.00 67.82/49.0 −
Medusa 2.74 3.16 67.82/49.0 5.9E8
Eagle 2.85 3.52 67.82/49.0 2.4E8

SS-Shared 2.93 3.67 68.37/49.09 8.2E4

PHI-3-Instruct-3.8B

Baseline 1.00 1.00 68.72/49.31 −
Medusa 2.35 2.61 68.72/49.31 4.3E8
Eagle 2.42 2.76 68.72/49.31 1.3E8

SS-Shared 2.36 2.72 69.38/50.22 6.1E4

Llama2-7b

Baseline 1.00 1.00 69.47/49.54 −
Medusa 2.80 3.18 69.47/49.54 5.9E8
Eagle 2.79 3.26 69.47/49.54 2.4E8

SS-Shared 2.89 3.38 69.52/49.93 8.2E4

LoRA (Hu et al., 2022; Tay et al., 2022). In con-
trast to conventional next-token prediction-based
fine-tuning, we introduce a speculative fine-tuning
objective for n-gram prediction, as detailed in Sec-
tion 2.4, and fine-tune the shared adapters and
stream embeddings for each downstream applica-
tion (see Figure 2b).

Table 3 demonstrates the performance of Shared
Speculative Streaming in comparison to existing
methods. Our baselines include standard next-
token prediction fine-tuning with LoRa adapters
and inference with autoregressive decoding, as
well as fine-tuned models paired with fine-tuned
Medusa and Eagle speculative decoding heads on
each application. Our evaluation metrics include
wall-time speedup, mean accepted tokens, gener-
ation quality and additional parameter overhead.
The results show that SS consistently achieves bet-
ter acceptance rates and speedups while maintain-
ing significantly lower parameter overhead com-
pared to alternative approaches. Our method also

demonstrates better wall-time latencies than tradi-
tional draft-target speculative decoding approach
deployed on each downstream application as shown
in Table 5. Notably, SS not only accelerates in-
ference but also enhances generation quality com-
pared to conventional next-token prediction fine-
tuning. This positions our method as a compelling
alternative to existing LoRA-based fine-tuning ap-
proaches employing a dedicated draft model or
trained heads per application, offering both im-
proved performance and reduced parameter over-
head in speculative decoding settings. For detailed
analysis of the draft-model based speculative de-
coding, we refer readers to Appendix K.

Although the parameter overhead of methods
like Medusa may seem minimal relative to the base
model size, it becomes increasingly significant as
the number of downstream applications scales, es-
pecially in resource-constrained settings. We fur-
ther discuss the importance of parameter efficiency
in Appendix B.
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Figure 5: Cosine similarity between speculative resid-
ual states and residual state of ground truth tokens with
Speculative Streaming and Medusa. As the streams
propagate through the model, their representations be-
come increasingly aligned with the ground-truth tokens
in contrast to Medusa.

4.1 Why Does It Work?
To deconstruct the empirical effectiveness of
Shared Speculative Streaming (SS), we analyze
how its architectural design influences both genera-
tion quality and decoding efficiency. We begin by
isolating the effect of speculative access to future
context on next-token prediction.

Generation Metrics: We designed an experi-
ment where the base model predicts the next token
while attending to a set of future γ ground truth
tokens beyond the next token. Our hypothesis was
that by granting the model access to these future
tokens, the attention mechanism would enhance
its ability to anticipate and plan for the next token,
thus improving generation quality. Specifically, we
postulated that:

p(yt = gt|y<t, yt+1..t+γ , x) > p(yt = gt|y<t, x)
(7)

Here, gt represents the ideal ground truth to-
ken that maximizes the generation quality metrics.
To validate this hypothesis, we modified the atten-
tion mask, allowing the model’s residual states to
"peek" into future residuals. As shown in Figure 4,
this modification led to significant improvements
in generation metrics.

While such access to future tokens is not feasi-
ble during inference, where future states are un-
available, our approach enables the model to ap-
proximate future residual states using speculative
streams. As demonstrated in Figure 5, these spec-
ulative streams, Stj , progressively align with the

true residual states of the next tokens as they prop-
agate through the model layers. Since the shared
version of our method allows the primary stream,
Mt, to attend not only to the current context up to
token yt but also to the speculative streams Stj , this
multi-stream attention mechanism refines the trans-
formations within Mt, aligning them more closely
with the context of the upcoming γ tokens. As a re-
sult, the model effectively "plans" for future tokens,
leading to improvements in generation quality.

Speedup: Approaches such as Medusa generate
the hidden states of speculative tokens y(t+1...t+γ)

by applying a simple context independent transfor-
mation to the last hidden state of the current token
yt. However, this method has significant limita-
tions. The absence of attention mechanisms results
in lower similarity metrics between the speculative
hidden states generated by Medusa and the true
hidden states, which are obtained by feeding the
actual next token into the model (see Figure 5). In
contrast, our proposed technique leverages multi-
stream attention, wherein speculative streams are
allowed to attend to each other as well as to the
main stream. As these streams propagate through
the model layers, they more closely approximate
the true hidden states of the actual next tokens, re-
sulting in higher similarity, thereby increasing the
acceptance rate of the speculated tokens.

For a detailed analysis of the training dynam-
ics underlying these effects, including backward
gradient propagation through speculative paths and
implicit self-distillation enabled by multi-stream
attention, we refer the reader to the extended dis-
cussion in Appendix A.

5 Conclusion

We present Speculative Streaming, a novel specu-
lative decoding method leveraging multi-stream
attention to approximate future residual states.
Through rigorous evaluation across diverse bench-
marks, we show that Speculative Streaming consis-
tently delivers 2–3.5× speedup while retaining flex-
ibility to operate in both lossless and shared modes.
Moreover, it is highly parameter-efficient, reduc-
ing memory access overhead by orders of magni-
tude relative to prior methods while maintaining or
surpassing downstream task performance. Its ar-
chitectural simplicity, scalability, and effectiveness
make it well-suited for deployment in resource-
constrained environments, advancing the frontier
of speculative decoding techniques.
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6 Limitations

Speculative streaming is primarily designed to ac-
celerate decoding on resource-constrained devices
with high arithmetic intensity. Although most
mainstream neural accelerators (on both edge and
servers) follow this trend of having orders of mag-
nitude more compute available relative to their
memory bandwidth, in rare cases where available
FLOPs/memory bandwidth ratio is significantly
low, speculative streaming may not be optimal and
optimizations that reduce compute such as early ex-
iting (Schuster et al., 2022), skip decoding (Corro
et al., 2023), Mixture of Depths (Raposo et al.,
2024) could be a better choice.

Although speculative streaming is considerably
more parameter-efficient than other approaches, it
does introduce a small number of additional pa-
rameters, as detailed in Table 3. To mitigate this
overhead, we explored an alternative approach that
leverages rotating value projections to differentiate
stream computation (see Appendix D.4). However,
this method led to some degradation in fine-tuning
performance compared to using dedicated stream
embeddings, as shown in Figure 11a. Further in-
vestigation is needed to refine this technique or
develop alternative solutions that completely elimi-
nate the parameter overhead while preserving per-
formance.
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A Learning Dynamics

In this section, we provide additional insights to
complement the analysis in Section 4.1 and further
elucidate why shared speculative streaming leads
to improvements in both generation quality and
decoding efficiency.

Gradient Flow Across Time. During training,
speculative streams form a differentiable path
through future residual approximations. This en-
ables gradients from future tokens to influence ear-
lier computations, which is not possible in standard
autoregressive training. As the model learns to
align speculative states with true future residuals,
it benefits from temporally richer learning signals.
This backward flow from speculative futures helps
optimize the transformations in earlier layers to be
more consistent with likely trajectories, improving
token acceptance during inference. As shown in
Figure 6, speculative supervision introduces gradi-
ent signals across early and mid-level layers sug-
gesting that future-token losses influence earlier
computations through the speculative paths.

Self-Distillation via Multi-Stream Attention.
The multi-stream attention pattern in speculative
streaming can be viewed as a form of internal self-
distillation. Rather than relying solely on the cur-
rent token’s hidden state, the model integrates infor-
mation across speculative futures through attention.
This process resembles ensembling over short fu-
ture rollouts, effectively consolidating predictive
signals from multiple plausible paths. It leads to
more stable and informed token decisions, espe-
cially under uncertain contexts. Figure 7 illustrates
how multi-stream attention in speculative stream-
ing resolves ambiguity in selecting a paralleliza-
tion strategy by integrating contextual signals from
near-future tokens.

Temporal Redundancy and Predictive Consis-
tency. Natural language exhibits temporal re-
dundancy: future tokens often confirm or disam-
biguate earlier ones. Speculative streaming lever-
ages this redundancy by learning a residual trans-
formation space where future tokens can be antici-
pated and approximated. This structure allows the
model to reduce the mismatch between training and
inference-time dynamics, improving the predictive
consistency of the decoding trajectory.
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(a) Start of training (Step 0).
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(b) Mid-training (Step 5000).

Figure 6: We visualize gradient norms across MLP
layers due to speculative stream losses at the start of
training and at step 5000. Early in training, speculative
supervision injects strong gradients not only in later
layers but also in early and mid-level MLP blocks, in-
dicating that future-token predictions influence earlier
computations via differentiable speculative paths. As
training progresses, gradients become more structured
and selective.

B Importance of Parameter Efficiency

In production AI systems, such as Apple Intelli-
gence (Gunter et al., 2024), BloombergGPT (Wu
et al., 2023), ChatLaw (Cui et al., 2023), LoRA
adapters are employed to fine-tune a shared base
model across multiple downstream applications. In
such systems, a dedicated draft model or Medusa
heads are typically required for each downstream
application to obtain high acceptance rates, result-
ing in substantial cumulative memory overhead.
For instance, using Medusa heads with a Llama-2-
7B model, which requires approximately 7.2 GB in
8-bit precision, introduces an overhead of 5.9×108

parameters per application, as shown in Table 3,
amounting to 1.2 GB in 16-bit precision. When
scaled to 10 applications, the cumulative overhead
reaches 11.8 GB since each application requires in-
dependent heads. This surpasses the base model’s
footprint, making deployment extremely difficult
in resource-constrained environments. Notably, the
number of downstream applications can far exceed
10; for example, Apple Intelligence encompasses
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def main():

    directory = input("Enter the directory path: ")

    files = get_files_in_directory(directory)

    word_counts = Counter()

    with Pool() as pool:

        results = pool.map(process_file, files)

    for result in results:

        word_counts += result

    top_5_words = word_counts.most_common(5)

    print("Top 5 words with the most number of occurrences:")

    for word, count in top_5_words:

        print(f"{word}: {count}")


(a) Output from the auto-regressive (AR) model.

def main():

    directory = input("Enter the directory path: ")

    files = get_files_in_directory(directory)

    word_counts = Counter()

    with ThreadPoolExecutor() as executor: 

        future_word_counts = {executor.submit(process_file, file): file for file in files}

        for future in concurrent.futures.as_completed(future_word_counts):

            word_counts += future.result()

    top_5_words = word_counts.most_common(5)

    print("Top 5 words with the most number of occurrences:")

    for word, count in top_5_words:

        print(f"{word}: {count}")


(b) Output from the speculative streaming (SS) model.

Figure 7: Speculative Streaming enables improved pre-
diction through access to future context. Illustrated is a
divergence point in decoding where both the AR and SS
models initially generate identical code. At the point of
selecting a parallelization strategy, the AR model pre-
dicts Pool, while the SS model, conditioned on upcom-
ing context related to thread-based execution, predicts
ThreadPoolExecutor. This example highlights how
speculative streaming can guide the model towards more
appropriate continuations by leveraging early glimpses
of future context.

a suite of writing tools (Apple, n.d.), each necessi-
tating dedicated adapters. In contrast, Speculative
Streaming significantly reduces this overhead to
just 8.2× 104 parameters per application, enabling
scalable and efficient multi-application deployment
on consumer devices.

C Related Works

The inference speed of large language models
(LLMs) is often constrained by the sequential na-
ture of auto-regressive decoding, which requires
a complete forward pass of the network for each
token generated. To mitigate the high inference
latency, various strategies have been proposed to
reduce the memory footprint of LLMs. Techniques
such as model quantization (Frantar et al., 2022;
Yao et al., 2022; Dettmers et al., 2023), knowledge
distillation to smaller models (Gu et al., 2023; Agar-
wal et al., 2023), and pruning (Frantar and Alistarh,
2023; Sun et al., 2023a) have emerged as effective
solutions. More recently, Confident Adaptive Lan-
guage Modeling (CALM) (Schuster et al., 2022)
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Figure 8: Parameter/Memory access overhead of dif-
ferent lossless speculative decoding architectures with
Llama-13B.

has introduced a method to dynamically adjust com-
putational resources per token through early exiting
in decoder layers. While CALM shows promise, it
is hindered by issues related to key-value (KV) mis-
match (Corro et al., 2023). To address the KV mis-
match problem, skip decoding (Corro et al., 2023)
allows for the bypassing of an increasing number
of layers based on the position in the decoded se-
quence. While this approach eliminates KV mis-
match, the predefined restrictions on the number
of layers bypassed lead to suboptimal generation
quality (Bhendawade et al., 2025). In contrast,
speculative decoding methods provide a significant
advantage over dynamic computing approaches, as
they maintain generation quality while enhancing
inference efficiency.

The original speculative decoding ap-
proach (Chen et al., 2023; Leviathan et al.,
2023) utilizes a smaller draft model to generate
a candidate sequence of tokens to be verified by
the target model. Recent speculative decoding
variants propose parallel computation along the
batch axis (Sun et al., 2023b), and tree-structured
batches (Miao et al., 2023; Spector and Re, 2023)
to improve the acceptance rates of the guessed
tokens by the target model and to further boost the
performance. However, these methods encounter
a common limitation: the necessity of developing
an accurate and independent draft model for each
downstream application. First, training such a
draft model aligned with the main model is not
trivial (Zhou et al., 2023). Second, hosting two
different models increases the system complexity,
and is more computationally and operationally ex-
pensive to maintain as the number of applications
increases.

Recently, single-model speculative decoding
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has gained attention. Inspired by (Qi et al.,
2020; Stern et al., 2018), Medusa (Cai et al.,
2023) extends the main model by training multi-
ple output heads to predict future tokens in par-
allel. While Medusa eliminates the need for a
separate draft model, each additional head intro-
duces significant parameter overhead, making de-
ployment challenging on resource-constrained de-
vices. Furthermore, since speculated tokens are
generated non-autoregressively, dependencies be-
tween them are not guaranteed, limiting practical
speedups (Ankner et al., 2024). Hydra (Ankner
et al., 2024) improves upon Medusa by incorporat-
ing an autoregressive draft head to enforce token
dependencies. However, the small draft head size
often leads to suboptimal speculation, and increas-
ing its size results in similar autoregressive latency
and parameter overhead issues similar to those ob-
served in (Leviathan et al., 2023; Zhou et al., 2023).
Eagle (Li et al., 2024) refines these approaches by
integrating a dedicated speculation layer within the
target model. While this eliminates the need for an
external draft model, its reliance on an autoregres-
sive draft generation constrains speedup gains, and
the additional speculation layer increases parame-
ter overhead. Lookahead decoding (Fu et al., 2023)
proposes a parallel decoding strategy without intro-
ducing new learnable parameters. While parameter
efficiency is a key advantage, the non-learnable na-
ture of the speculation process results in limited
speedups. Prompt Lookup Decoding is another
non-learnable strategy that circumvents additional
model modifications by caching and retrieving to-
ken sequences from precomputed prompt-based
lookups. While computationally lightweight, it
struggles with generalization beyond cached se-
quences and suffers from increased retrieval latency
when applied to long-tail distributions. SPACE (Yi
et al., 2024) introduces structured speculative de-
coding by dynamically pruning infeasible predic-
tions using syntactic constraints. However, its re-
liance on pre-specified constraints reduces flexibil-
ity across diverse decoding tasks. REST (He et al.,
2024) employs reinforcement learning to optimize
token speculation, but the additional training com-
plexity and stability challenges hinder its practical
adoption.
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Figure 9: As more tokens (k) are sampled for tree draft-
ing, speedup initially increases. This trend reverses
as k continues to increase as the model transits to the
compute-bound phase. Pruning less probable paths
helps reduce compute, offering more speedup.
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Figure 10: As the number of multi-stream attention
layers increases, metrics on downstream tasks improves.
Typically Ns = 2 to 8 yields a good trade-off between
generation metrics and FLOPs overhead.

D Ablation:

D.1 Speculative Draft Size.

To improve the acceptance rate of the tree draft, we
try various settings of γ, the number of speculative
positions, and k, the number of sampled tokens per
speculative position. Figure 9 shows wall-time
speedup for γ = 3. As we sample more tokens
from each speculative position, advancement per
forward pass, β increases since more candidates are
available for verification, leading to more speedup.
However, as we continue to increase k, forward
pass latency overhead becomes more prevalent as
the model transitions into compute-bound phase,
ultimately reversing the speedup trend. This occurs
because naively forming a tree draft leads to an ex-
ponential increase in batch size with k as described
in 2.3. We insert a tree pruning layer to remove
less probable paths and reduce the size of the tree
draft. Pruning the tree draft reduces forward pass
latency, and a well calibrated threshold ensures that
only noisy paths in the tree get pruned. Tree prun-
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ing helps with wall-time speedup as k continues to
increase as shown in Figure 9.

D.2 Number of MSA Layers
The number of MSA layers plays a crucial role
in balancing generation quality and computational
cost. Figure 10 presents the OPT-1.3B model’s
performance on Structured Query and Summariza-
tion tasks with increasing number of MSA layers.
While more MSA layers improves performance, the
additional FLOPs may outweigh the gains. Empiri-
cally, applying MSA to the top 2–8 layers achieves
an optimal trade-off. We use 4 MSA layers for all
experiments in Section 3.

D.3 Sampling
In the main paper, we reported speedup results us-
ing greedy sampling and T = 0. To further analyze
speedups in the Top-k sampling regime, we evalu-
ate various values of k and sampling temperatures
T for both Medusa and Speculative Streaming ap-
proaches.

Figure 11 (b) shows the effect of increasing k
on the wall-time speedups and call reduction ra-
tios.1 Although increasing k leads to lower wall-
time speedups for both baseline and target methods
due to stochastic rejection of tokens, our approach
retains its lead by achieving better call reduction ra-
tios and wall-time speedups across different values
of k.

We further extend our analysis by evaluating
the model’s performance under a broader range of
sampling configurations, incorporating temperature
scaling (T = 0.7, 1.0) and top-p sampling (p =
0.9). Table 4 summarizes the wall-time speedups
of SS-Lossless on Vicuna-7B across these settings
for representative downstream tasks.

Table 4: Wall-time speedup of SS-Lossless on Vicuna-
7B across diverse sampling settings. SS-Lossless con-
sistently achieves strong speedups, demonstrating ro-
bustness beyond greedy decoding.

Task T = 0 (Argmax) T = 0.7, k = 10 T = 0.7, p = 0.9 T = 1.0, p = 0.9

Translation 2.32× 2.21× 2.18× 2.07×
Summarization 2.51× 2.35× 2.29× 2.21×
Question Answering 2.11× 2.02× 2.05× 1.85×
Mathematical Reasoning 2.89× 2.70× 2.68× 2.44×
Retrieval Augmented Generation 2.53× 2.38× 2.35× 2.18×

While speedups slightly decrease under more
stochastic sampling due to increased target model

1The call reduction ratio represents the ratio of the num-
ber of model.forward() calls required for autoregressive
decoding to those required for speculative streaming. It is
equivalent to the average number of tokens generated per
model.forward() call during target speculative streaming.

corrections, SS-Lossless maintains consistent
speedups above 2× on average across all settings,
illustrating its generalizability and robustness in
diverse decoding regimes.

D.4 Value Rotation

We analyzed more ways of differing computation
of main stream from speculative streams. Apart
from using dedicated stream embeddings, one way
to differentiate the computation while incorporat-
ing a sense of relative position is simply rotating
streams relative to each other. In this ablation, we
initialize each stream with the main stream’s hidden
state and rotate the value projection during atten-
tion computation in the proportion of the relative
distance from main stream as :

V k
tn = V k

t e
iϵn (8)

Where 1 <= n <= γ is stream index, V k
t de-

notes value projection of main stream at time step
t and layer k, while V k

tn denotes value projection
of stream n, 0 ≤ ϵ ≤ π

2N denotes an arbitrary rota-
tion step and N denotes the sum of maximum se-
quence length and number of streams. Figure 11 (a)
shows the effect of using value rotation on ROUGE
scores on the Dialog Summarization task with the
OPT-1.3B model. Downstream metric for value
rotation-based approach tends to be lower than us-
ing dedicated stream embeddings across different
settings of MSA layers, however, the trend of in-
creasing metric with added MSA layers remains
the same. It is worth noting that for Ns = 16,
simply rotating value projections achieves better
metrics than using Ns = 4 with dedicated stream
embeddings.

D.5 Breakdown of Speedup

Figure 12 presents an ablation of the primary
mechanisms contributing to the efficiency of Spec-
ulative Streaming (SS). The base chain configu-
ration leverages multi-stream attention between
speculative and base streams, yielding substantial
gains through linear speculative execution. Extend-
ing this to tree-mode amortizes target verification
across multiple divergent hypotheses in the batch,
enabling more aggressive parallelism and improv-
ing speedup. Finally, pruning introduces a low-cost
early elimination of unlikely branches via early
exiting, improving efficiency by reducing unneces-
sary compute.
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(a)

(b)

Figure 11: (a) We analyze the effect of value projection
rotation on ROUGELSum scores of the Dialog sum-
marization task using OPT-1.3B as the base model for
different numbers of MSA layers. Each stream is ro-
tated in proportion to the distance from the main stream.
(b) We study the effect of top-k sampling on wall-time
speedups and call reduction ratios (mean tokens gen-
earted per step) for Speculative Streaming (SS) and
Medusa-style approaches using OPT-1.3B as a base
model on the Meaning Representation task.
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Figure 12: Ablation of effectiveness of Speculative
Streaming components across Vicuna model scales.
Chain denotes linear speculation via multi-stream atten-
tion as detailed in Section 2.1. Tree decoding enables
parallel verification across batch trajectories as detailed
in Section 2.2, while Tree pruning reduces redundant
target verifications as detailed in Section 2.3. Together,
these mechanisms compound to yield scalable speedup.

E Acceptance Criteria

We adopt the rejection sampling-based acceptance
criterion proposed by (Chen et al., 2023) to miti-
gate distributional shift between the draft and tar-
get models. Specifically, we apply rejection sam-
pling to select tokens from each path in the pruned
tree (see Section 2.3), and the longest accepted
path is used to advance decoding.To adhere to the
principles of rejection sampling, we replace the
draft model’s output distribution by introducing
a virtual distribution, which leverages speculative
streams. More concretely, we replace the draft dis-
tribution p(x | x1, . . . , xn+t−1) in Algorithm 2 of
(Chen et al., 2023) with an augmented distribution
q(x | x1, . . . , xn, sn0, . . . , sn(t−1)), where s repre-
sents the state from the prophet streams. Thus, our
acceptance criterion is formulated as follows:

r < min

(
1,

q(x | x1, . . . , xn+t−1)

q(x | x1, . . . , xn, sn0, . . . , sn(t−1))

)

(9)

where p and q represent the draft and target dis-
tributions from (Chen et al., 2023), r ∼ U [0, 1],
and 1 ≤ t ≤ γ.

F Implementation Details

F.1 Tree Draft Management
In this section, we go into more detail of tree draft
sampling, flattening, and pruning. As shown in
the main paper, when processing prompt (x1...xt),
we insert speculative streams along with the last
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Figure 13: Parallel tree draft speculation and verification: Tree draft from the previous iteration is flattened for
verification. After N − Ns MHA layers, the tree pruning procedure obviates less probable tokens based on
transition probability between parent and child tokens. In this illustration, “Zi” denotes normalized early exit logits
corresponding to main stream at index i, mi, while “Zij” denotes transition probability between token at index
i and j in flattened tree draft. The verification procedure is subsequently run on the pruned tree and speculative
tokens are sampled from streams corresponding to the latest accepted token. In the above illustration, “speculative”,
“fine, decoding” and “looking, tuning” are sampled from streams m1, s10 and s11.

token to generate logits, zt corresponding to main
stream and (zt1...ztγ) corresponding to speculative
streams. Tree draft is sampled following the proce-
dure described in Section 2.2. The sampled draft is
then flattened along the sequence length dimension
and the attention mask is composed such that child
nodes attend to their predecessors starting with
root as shown in Figure 13 and Figure 14. The
root token of the tree draft is the correction issued
by main stream. Each iteration after prompt pro-
cessing involves verifying the previous tree draft
and sampling a new one. After passing the tree
draft through N − Ns layers, we use contextual
features learned by middle layers to approximate
transition probability between parent and child to-
kens. As shown in Figure 13, since the transi-
tion probability between token “parameter” and
“compare” is less than a set threshold, we prune
the sub-tree starting from “compare” in the fea-
ture domain , and m2,m5,m6 are pruned. Notably,
the key value cache of layers before the pruning
layer is not trimmed at this point to keep pruning

latency overhead minimal. Key value cache back-
tracking is done lazily after each generation step.
Speculative streams are inserted alongside each
node in the pruned draft. Layers (N −Ns..N) use
multi-stream attention as described in Equation (3)
and Equation (2). The verification procedure finds
the longest matching path in the pruned tree that
main stream can accept. As shown in Figure 13,
path (“parameter”, “efficient”, “speculative”) is ac-
cepted. Correction token sampled from logits of
main stream corresponding to last accepted token,
m1 becomes new root while tokens sampled from
logits of streams (s10, s11) form the sub-tree.

G Segment Attention

Naive training with Speculative Streaming in-
creases the batch dimension along the sequence
length axis by a factor of γ, resulting in attention
computation reaching peak memory usage with
larger batches. To address this issue, we propose a
segment-based attention method that significantly
reduces peak memory consumption while enhanc-
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Table 5: Mean walltime latency per sample and generation metrics comparison with standard draft-target (Two-
model) speculative decoding approach using OPT-125m as the draft model. Draft model is fine-tuned on each
application.

Dataset Target Method Target calls Draft Calls Walltime Latency (ms ↓) Metric (↑)

SqlContext
OPT-1.3b Two-model SD 6.59 22.35 269.24 84.98

SS-Shared 7.79 0 133.48 87.40

OPT-6.7b Two-model SD 6.60 22.41 301.10 89.13
SS-Shared 6.88 0 157.04 89.34

Dialogsum
OPT-1.3b Two-model SD 11.65 42.59 493.59 43.40/35.60

SS-Shared 13.41 0 248.26 44.07/35.99

OPT-6.7b Two-model SD 12.15 35.76 555.99 44.40/36.60
SS-Shared 14.45 0 444.67 44.42/36.81

E2E-NLG
OPT-1.3b Two-model SD 8.86 31.47 345.72 69.48/50.17

SS-Shared 9.80 0 164.23 69.32/50.51

OPT-6.7b Two-model SD 8.90 31.58 412.02 69.34/49.88
SS-Shared 10.31 0 244.80 69.45/49.78
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Figure 14: The attention mask for the tree draft is com-
posed in such a way that child tokens can attend to all
predecessors starting from the root, with the root being
the correction issued by the main stream. In this illus-
tration, “early” attends to “parameter” and “efficient”
and itself, as “parameter - efficient - early” forms one
path in the tree. “early” is also replicated to form an-
other path, “parameter - compare - early”. This attention
mask allows batching multiple paths and increases the
acceptance rate as the number of candidates increases.

ing training throughput. We divide each training
sample into a prompt and multiple segments of
completion. Since each stream corresponding to
each token must attend to the previous streams of
the same token as well as to the prompt and previ-
ous completion tokens, we can eliminate the need
for prompt streams in our design. Furthermore,
by segmenting the completion, we retain only the
streams associated with the required segments in
memory, as illustrated in Figure 15. This design
significantly reduces peak memory consumption
and ensures the scalability of our approach when
training with larger batch sizes, ultimately yielding
improved throughput.

H Training cost

Since Speculative Streaming is parameter-efficient,
training involves fine-tuning only the LoRA param-
eters of stream adapters and embeddings. The train-
ing time is comparable to that of training Medusa
heads. We fine-tuned the Vicuna-7B model on
the ShareGPT dataset in approximately 4 hours
using segment attention, which is comparable to
the 3–4 hours required for training Medusa heads.
Additionally, we successfully trained Vicuna-33B
models on a single 80-GB GPU for one epoch by
loading the base model in NF4 precision and keep-
ing only the adapters of 4 MSA layers in full preci-
sion, completing training in approximately 7 hours.
Fine-tuning for application-specific tasks (see Ta-
ble 3) is relatively faster, requiring approximately
1-3 hours per application based on dataset size.

I Compute and Memory Profiling

The draft overhead associated with the standard
draft-target speculative decoding approach tends
to be non-trivial especially when the latency ratio
between target and draft models ctarget/cdraft <=
10. This is because speculation and verification
procedures are run in a serial manner. Figure 16
shows the kernel utilization timeline when OPT-
125m is used as a draft while OPT-1.3b model is
used as the target. Auto-regressive draft generation
decreases overall kernel utilization in draft-target
approach, while additional computation involved
in MSA layers increases kernel utilization in case
of Speculative Streaming (see Figure 17) thereby
efficiently utilizing the accelerator and speeding up
the decoding process. Negligible-cost draft models
may offer a better choice to keep kernel utilization
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Figure 15: Streams corresponding to prompt are not required while training. Completion is divided into multiple
segments and streams of each segment only attend to previous streams from same segment and main stream of
previous segments. Uncolored portion indicates those tokens/streams are not required to be kept in memory.

at higher levels in case of draft-target approach,
however, acceptance rates tend to drop as draft
model size decreases.

J Recommended Hyperparameters

Our experiments indicate that the following setup
yields robust performance, achieving substantial
speedups across different tasks and model sizes:

• Number of streams: 4
• Number of MSA layers: 4
• Stream adapter rank: 8
• Tree Factor: 3
• α0 = 1, α1 = 0.1 for shared mode
• α0 = 0, α1 = 1 for lossless mode

K Analysis of 2-model speculative
decoding

Speculative Streaming consistently achieves signif-
icantly lower walltime latency than standard draft-
target speculative decoding as depicted in Table 5.
It is worth noting that, target model calls of draft-
target speculative decoding are slightly lower than
Speculative Streaming, however, it comes at the
cost of auto-regressively running draft model γ
times to generate speculative draft. On the other
hand, draft generation with Speculative Streaming
incurs almost no additional latency overhead, as
target model decoding tends to be memory-bound
even with increased tree draft size. This translates
to increased kernel utilization and arithmetic inten-
sity as shown in Figure 17.

An argument could be made that a smaller draft
model may perform better since drafting should
cost less, but acceptance rates may drop as well
as the draft model size is decreased. To formalize
the comparison with standard draft-target specula-
tive decoding, we do the following analysis, sup-
pose, Cdraft is the latency cost associated with for-
ward pass through the draft model, Ctarget is the

cost associated with forward pass through target
model, while Css is cost associated with specula-
tive streaming forward pass. ζ is the number of
decoding tokens advanced during the verification
step for the draft-target approach while β is the
number of tokens advanced in Speculative Stream-
ing. We equate latency cost associated with single
token advancement to compare both approaches.

(γ ∗ Cdraft + Ctarget)/ζ = Css/β (10)

(γ+Ctarget/Cdraft)/ζ = (Css/Cdraft)/β

Assuming γ = 4, Ctarget/Cdraft = 10, and
Css ≈ Ctarget, ζ = 1.4β, meaning that advance-
ments per verification step in standard draft-target
approach have to be 1.4X of Speculative Streaming
to achieve wall time latency parity. Note that, this
analysis ignores cache adjustment overhead and
prompt processing overhead, but provides valuable
intuition to guide the choice between draft-target
vs Speculative Streaming approaches. We also an-
alyze under which settings speculative streaming
is likely to offer more benefits as compared to the
standard draft-target approach. Fig. 18 shows the-
oretical speedups of Speculative Streaming over
draft-target based approach for different Target to
draft latency ratios. As the latency ratio increases,
the draft-target approach is likely to offer more
speedup benefits when ζ/β > 1, meaning that
when the draft model is accurate enough to achieve
more token advancements per target model verifica-
tion step than Speculative Streaming and also small
enough to yield higher latency ratios, it is likely
to benefit more. Creating such a model usually
requires significant engineering effort. In down-
stream application settings, finding ideal draft mod-
els becomes even more challenging since ζ tends
to vary based on application. If applications share
the draft model and only train adapters, the draft
model may not remain small enough to meet target-
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MSA Layers MSA LayersMHA Layers MHA Layers

Target call k Target call k+1

Target call k Target call k+1Draft call 0 Draft call 1 Draft call 2 Draft call 3

(a) Speculative Streaming

(b) Two Stage Speculative Decoding

Figure 16: Kernel utilization timeline for speculative streaming and the standard draft-target speculative decoding.
Draft-target approach runs speculation and verification in serial manner while it is parallelized in Speculative
Streaming. Auto-regressive draft generation often has low GPU utilization leading to decreased overall kernel
utilization while MSA layers in Speculative Streaming increase kernel utilization by generating a non-autoregressive
draft and speeding up decoding significantly.

0% 20% 40% 60% 80% 100%

2-stage SD

Medusa SD

Speculative
Streaming

Kernel Memory

Figure 17: Kernel and Memory utilization compari-
son on Nvidia A100.

to-draft latency ratios, making it challenging to
achieve better speedups.

K.1 Experimental Setup Details

For experiments described in Section 3, our recipe
involves training stream adapters and embeddings
in BFloat16, using the AdamQ optimizer, a learn-
ing rate of 5e-4, and a linear scheduler. For tree
pruning (see Section 2.3), we use a low-rank lin-
ear transformation of rank 8 to keep parameter
overhead minimal. We experimented with lin-
ear transformations of different ranks to initialize
speculative streams from main stream as described
in Equation (4), however we find that simply us-
ing identity transformation achieves similar perfor-
mance with much less parameter overhead. We
use identity transformation for all the experiments
described in Section 3. We compare MT bench
and SpecBench speedups of our approach with best
baseline configurations from corresponding papers.
In Application specific settings (see Table 3), we
report best results for Medusa and our approach
over different γ and k values. We pass 32 nodes
as a tree draft for speculative streaming after the
pruning layer while in case of Medusa we pass 64
nodes, as these configurations yield the best wall-
time speedups for respective approaches. We use
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Figure 18: Speedup: Speculative Streaming speedups
over draft model based speculative decoding for differ-
ent ζ/β and target/draft latency ratios, where ζ denotes
the number of advancements per verification step for
draft model based speculative decoding while β denotes
the same for Speculative Streaming.

‘hard’ matching criteria for verification of specula-
tive draft. Relaxing this criterion to ‘soft’ match-
ing may yield higher speedups (Cai et al., 2023)
but may compromise generation quality. We defer
this exploration to future work. In application spe-
cific settings, both Medusa heads and the number
of maximum streams are fixed to 4 and the resid-
ual blocks per head used in Medusa are set to 1.
Since Eagle requires autoregressive drafting, we
report the speedups in Table 3 considering opti-
mal autoregressive steps that balance speculation
and verification latencies and achieve best speedup.
For comparison with standard draft-target specu-
lative decoding (Leviathan et al., 2023), we use
OPT models since they come with different con-
figurations and sizes. OPT-125m is deployed as
a draft model while OPT-1.3b and OPT-6.7b are
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used as target models since a ratio of 10-100X is
typically considered to be optimal. We compare
our approach with LookAhead decoding using best
configuration reported in (Fu et al., 2023).

L Qualitative Examples

In this section, we present qualitative examples to
illustrate the effectiveness of Speculative Stream-
ing. By examining specific instances, we aim to
highlight how this approach enhances the overall
performance of the decoding process. An exam-
ple of the SQL query generation task is shown in
Figure 19, while a dialog summarization exam-
ple is shown in Figure 20. Each row indicates
the previous sequence of accepted draft tokens (in
black) and the new sequence of generated tokens in
green/red. We use γ = 4 and k = 1 to illustrate the
decoding process. Green tokens in each row indi-
cate tokens accepted in the forward pass, while red
tokens indicate tokens rejected in the forward pass.
Speculative Streaming generates meaningful drafts
with high acceptance rates by capturing dependen-
cies between tokens quite effectively, despite gen-
erating them in a non-auto-regressive manner.
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SELECT  in _ count y 

SELECT  in _ count y _ tu ition _ per 

SELECT  in _ count y _ tu ition _ per_ credit _ credit _ 

SELECT  in _ count y _ tu ition _ per_ credit _ hour __ fall _ _ 

SELECT  in _ count y _ tu ition _ per_ credit _ hour __ fall _ 2009 _  FROM  table _ 

SELECT  in _ count y _ tu ition _ per_ credit _ hour __ fall _ 2009 _  FROM  table _ 22 30 88 81 _ 

SELECT  in _ count y _ tu ition _ per_ credit _ hour __ fall _ 2009 _  FROM  table _ 22 30 88 81 _ 2  WHERE  college  = " 

SELECT  in _ count y _ tu ition _ per_ credit _ hour __ fall _ 2009 _  FROM  table _ 22 30 88 81 _ 2  WHERE  college  = " Mer Er " College <\s>  

SELECT  in _ count y _ tu ition _ per_ credit _ hour __ fall _ 2009 _  FROM  table _ 22 30 88 81 _ 2  WHERE  college  = " Mer Cer " <\s>

Figure 19: Speculative streaming on SQL generation task for γ = 4 and k = 1, each pass verifies the previous draft
and generates a maximum of 5 tokens. For instance in pass 4, “credit” and “_” (shown in red) are rejected and
“hour”, “_”, “fall”, “_”, “_” are speculated.

# Person 2 #  and 

# Person 2 #  thinks  Lincoln is a  character 

# Person 2 # thinks  Lincoln was  a  character  and  he 

# Person 2 # thinks  Lincoln  was  a man  of  character and  he 

# Person 2 # thinks  Lincoln  was  a  man of sound character and # person 

# Person 2 # thinks  Lincoln  was  a  man of sound character and # person 1 #  adm ires  him 

# Person 2 # thinks  Lincoln  was  a  man of sound character and # person 1 #  adm ires  him for his courage and and 

# Person 2 # thinks  Lincoln  was  a  man of sound character and # person 1 #  adm ires  him for his courage and rights and humility . </s>

Figure 20: Speculative streaming on Dialog Summarization task for γ = 4 and k = 1, each pass verifies the
previous draft and generates a maximum of 5 tokens. For instance, in pass 3, “is”, “a”, “character” are rejected
and “was”, “a”, “character”, “and”, “he” are speculated.
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