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Abstract
This paper presents a novel framework for
stylistic evaluation in conversational recom-
mendation systems (CRS), focusing on the
prosodic and expressive qualities of generated
responses. While prior work has predomi-
nantly emphasized semantic relevance and rec-
ommendation accuracy, the stylistic fidelity
of model outputs remains underexplored. We
introduce the prosodic richness score (PRS),
a composite metric that quantifies expressive
variation through structural pauses, emphatic
lexical usage, and rhythmic variability. Us-
ing PRS, we conduct both sentence-level and
turn-level analyses across six contemporary
large language models (LLMs) on two bench-
mark CRS datasets: ReDial, representing goal-
oriented dialogue, and INSPIRED, which incor-
porates stylized social interaction. Empirical re-
sults reveal statistically significant differences
(p < 0.01) in PRS between human and model-
generated responses, highlighting the limita-
tions of current LLMs in reproducing natural
prosodic variation. Our findings advocate for
broader evaluation of stylistic attributes in dia-
logue generation, offering a scalable approach
to enhance expressive language modeling in
CRS.

1 Introduction

Conversational Recommendation Systems (CRS)
aim to provide personalized recommendations
through natural language dialogue (Jannach et al.,
2021). With the emergence of large language mod-
els (LLMs), such as LLaMA, Mistral, and Gem-
ini, the quality of generated dialogue has signifi-
cantly improved in terms of coherence, informa-
tiveness, and contextual relevance (Thoppilan et al.,
2022; Li et al., 2018; Numaya et al., 2025). How-
ever, most existing CRS evaluation methods empha-
size automatic metrics—such as BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), recommenda-
tion accuracy, and human evaluation (Liu et al.,

2020)—while neglecting stylistic features, particu-
larly prosodic aspects like rhythm, expressiveness,
and tone.

Prosody—referring to rhythm, emphasis, and
structural variation in language—is a key com-
ponent of natural human communication (Ladd
and Arvaniti, 2023). In text-based dialogue sys-
tems, prosodic features manifest through punctua-
tion (e.g., pauses via commas or periods), lexical
emphasis (e.g., adjectives, adverbs, interjections),
sentence rhythm (e.g., variance in sentence length),
and expressive markers (e.g., questions and excla-
mations). These cues contribute to the emotional
resonance and naturalness of responses, making
them especially important for CRS applications
aiming to simulate engaging human-like dialogue
or support voice interfaces.

Despite recent advances, current LLM-based
systems often generate stylistically flat responses
lacking variation in tone, structure, or empha-
sis—limiting engagement and diminishing per-
ceived human-likeness. Existing evaluation frame-
works fail to capture these nuanced yet important
dimensions of expressiveness (Li et al., 2024; Park
et al., 2024). To address this gap, we propose a
novel method for analyzing the prosodic quality of
LLM-generated responses in CRS. Specifically, we
quantify expressiveness using three interpretable
features: (i) structural pauses (e.g., punctuation
frequency), (ii) lexical emphasis (e.g., adjectives,
adverbs, interjections), and (iii) rhythm variation
(variance in sentence lengths). PRS provides a
normalized score that captures the richness of a re-
sponse’s structure and delivery style. To the best of
our knowledge, this is the first systematic attempt
to assess textual prosody in CRS responses.

We investigate the stylistic expressiveness of di-
alogue responses generated by six recent LLMs
within a standard CRS framework. Our evalua-
tion focuses on models such as LLaMA, Gemma,
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Gemini, Qwen, and Mistral, assessing their ability
to produce responses with natural prosodic qual-
ities. The CRS model is trained and evaluated
on the standard splits of two benchmark datasets:
ReDial (Li et al., 2018), which is goal-oriented
and centers on movie recommendations, and IN-
SPIRED (Hayati et al., 2020), which emphasizes
emotionally rich conversations. We analyze the
LLM-generated responses using both sentence-
level and turn-level PRS distributions, compare
them with human-authored ground-truths, and ex-
amine stylistic variation across dialogue turns.

This enables a more holistic evaluation of LLMs
in CRS by capturing stylistic expressiveness of-
ten overlooked by standard automatic and human
evaluation methods.

Our key contributions are as follows:

• We introduce the Prosodic Richness Score
(PRS), a novel metric designed to quantify
stylistic and prosodic expressiveness in dia-
logue responses.

• We evaluate PRS on responses generated by
six state-of-the-art LLMs, using a standard
CRS framework applied to two benchmark
datasets: ReDial and INSPIRED.

• Our analysis uncovers consistent prosodic
gaps between LLM-generated and human-
authored responses, highlighting the limita-
tions of current models in producing naturally
expressive dialogue.

This work offers a new lens for evaluating con-
versational agents, emphasizing not only what is
generated but how it is said. Our findings under-
score the need for more prosody-aware generation
techniques to bridge the gap between human and
machine dialogue.

2 Related Work

While LLMs have enhanced CRSs in terms of rel-
evance and coherence, prior work has largely em-
phasized task-oriented metrics like recommenda-
tion accuracy. In contrast, stylistic and prosodic
factors—crucial for naturalness and user engage-
ment—remain underexplored. This section reviews
related research on CRS evaluation, stylistic and af-
fective language generation, and the role of prosody
in natural language processing.

2.1 Evaluation of Conversational
Recommender Systems

CRSs aim to provide personalized suggestions
through dialogue (Christakopoulou et al., 2016; Li
et al., 2018; Jannach et al., 2021). Traditional eval-
uation relies on task-specific metrics like BLEU,
ROUGE, or Recall@K, which overlook stylistic
richness and perceived naturalness. While hu-
man evaluations and learned reward models offer
deeper insights (See et al., 2019; Ghazarian et al.,
2022), they are costly and less interpretable. Re-
cent reference-free evaluators, such as FACE (Chen
et al., 2025), show strong alignment with human
judgments, and others demonstrate robustness un-
der adversarial settings (Vasselli et al., 2025). In
contrast, our PRS provides a lightweight and inter-
pretable measure of stylistic expressiveness.

2.2 Stylistic and Affective Generation in
Dialogue

Stylistic elements such as tone, emotion, and per-
sonality play a vital role in enhancing conversa-
tional engagement(Qian et al., 2023; Ma et al.,
2024). Dataset like Empathetic Dialogues (Rashkin
et al., 2019) has highlighted the importance of gen-
erating affective and stylistically rich responses,
particularly in CRS. Prior approaches to stylistic
control in text generation have leveraged lexical
constraints (Iso, 2024), persona-based latent at-
tribute control (Lu et al., 2023), and decoding-time
mechanisms via dynamic attribute graphs (Liang
et al., 2024). However, evaluation metrics for stylis-
tic expressiveness remain limited. We address this
gap by introducing PRS, which facilitates cross-
LLM comparisons of stylistic variation in CRS
outputs, with a focus on the ReDial and INSPIRED
dataset.

2.3 Prosody in Text and Speech Systems

Prosody—encompassing rhythm, emphasis, and
structural variation—plays a crucial role in human
communication and is extensively studied in speech
synthesis(Li et al., 2025; Raitio et al., 2022). While
TTS models incorporate prosodic control(Liu et al.,
2024; Que and Ragni, 2025), textual dialogue eval-
uation rarely considers prosodic features. Some
studies utilize prosodic cues for emotion recogni-
tion or discourse segmentation(Wei et al., 2023;
Prévot and Wang, 2024), but these often rely on
acoustic inputs. Our work is distinct in applying
prosody-based analysis directly to text, enabling
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stylistic evaluation of LLM-generated responses in
CRS.

While previous work has made strides in af-
fective dialogue generation and prosody model-
ing—particularly in speech applications—there re-
mains a lack of principled, text-based analysis for
quantifying prosodic expressiveness in generated
responses. Our work bridges this gap by introduc-
ing a simple yet effective measure, the PRS, en-
abling scalable, interpretable evaluation of stylistic
quality in LLM-generated responses across diverse
CRS datasets.

3 Methodology

This section outlines our approach to evaluating the
stylistic and prosodic expressiveness of responses
generated by LLMs in conversational recommenda-
tion systems. We introduce a lightweight linguistic
framework that extracts text-based prosodic fea-
tures and computes a unified PRS to assess varia-
tion and naturalness across both human-authored
ground-truths and model-generated responses.

3.1 Datasets

We use two publicly available CRS datasets. Re-
Dial (Li et al., 2018) contains over 10,000 goal-
driven movie recommendation dialogues with an-
notated movie mentions, emphasizing task perfor-
mance. In contrast, INSPIRED (Hayati et al., 2020)
includes 1,001 open-domain dialogues enriched
with tone annotations (e.g., empathetic, humorous),
supporting evaluation of affective and stylistic ex-
pressiveness. Together, these datasets enable both
functional and stylistic analysis.

3.2 LLM-Generated Response Collection

To analyze stylistic variation in generated dia-
logue, we evaluate responses from six large lan-
guage models: llama-3.1-8b-instant (Touvron et al.,
2023), llama-3.2-3b-preview (Touvron et al., 2023),
gemma2-9b-it (Anil et al., 2024), gemini-1.5-flash-
8b (Google DeepMind, 2024), qwen-2.5-32b (Inc.,
2024), and mistral-saba-24b (Jiang et al., 2024).
The selected models span a broad spectrum of
capacities, ranging from 3B to 32B parameters,
and include both decoder-only and multimodal ar-
chitectures. This range ensures coverage of both
lightweight and high-capacity LLMs, allowing us
to examine whether expressive richness in gener-
ated responses is consistently maintained across
models of varying size and complexity. Each

model is prompted to produce a single-turn re-
sponse given a user utterance from either the Re-
Dial or INSPIRED dataset. Each generated output
is aligned with its corresponding human-authored
ground-truth response, enabling direct comparison
of prosodic and stylistic characteristics. For trans-
parency and reproducibility, we include the exact
prompts used during LLM-based response genera-
tion in Appendix A.

3.3 Text-Based Prosody Feature Extraction

To quantify the stylistic expressiveness, we com-
pare responses generated by LLMs against human-
written ground-truth responses from established
CRS datasets. We extract a set of interpretable
textual features that serve as proxies for prosodic
expressiveness in dialogues generated via various
LLMs. Specifically, we compute:

• Pause count: The number of punctuation-
based structural markers (e.g., periods, com-
mas, semicolons, question marks, and excla-
mation marks), which simulate natural pauses
in spoken language.

• Emphasis count: The number of expressive
lexical items—identified via part-of-speech
tags such as adjectives, adverbs, and inter-
jections—that often signal emotional tone or
subjective emphasis.

• Rhythm variance: The variance in sentence
length (in tokens), reflecting diversity in syn-
tactic structure and rhythmic flow.

• Question and exclamation counts: The num-
ber of interrogative and exclamatory sen-
tences, capturing tone variability and conver-
sational dynamism.

• Sentence count: The number of distinct sen-
tences in a response, offering a basic structural
measure of length and complexity.

While PRS captures stylistic variation through
pause, emphasis, and rhythm features, we acknowl-
edge that overuse of these markers could artificially
inflate scores. All features are extracted using a
spaCy-based linguistic preprocessing pipeline, in-
cluding sentence segmentation and part-of-speech
tagging, which ensures consistent and linguistically
informed analysis across both model-generated and
human-authored responses.
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3.3.1 Defining the Prosodic Richness Score

We define the PRS as a composite metric to capture
the stylistic richness of a LLM generated response:

PRS =
1

10
(0.4 · pause + 0.3 · emph + 0.3 · var)

(1)
The score is normalized between 0 and 1 to sup-

port direct comparisons across models and datasets.
A higher score reflects greater stylistic diversity
and perceived naturalness in generated responses.
The weights in Equation 1 are assigned based on
empirical observations of the contribution of each
feature to stylistic expressiveness, with pause count
receiving slightly greater weight due to its consis-
tent role in conveying natural rhythm.

3.4 Prosody-Aware Evaluation Method

We propose a multi-level evaluation framework
based on the PRS to assess the stylistic quality of
LLM-generated dialogue. At the sentence level,
PRS captures local prosodic expressiveness by
comparing model outputs to human references. At
the turn level, we analyze PRS evolution across
dialogue turns to identify stylistic consistency or
degradation over time. For model-wise comparison,
we compute the average PRS for each LLM and
benchmark it against human-authored baselines.
To evaluate the statistical significance of stylistic
differences, we conduct paired t-tests on the PRS
distributions of model and human responses.

The final PRS is computed as defined in Equa-
tion 1. This score is calculated for both model-
generated utterances (model PRS) and the human-
written ground truth responses (gt PRS) at the sen-
tence level. Although the reference sentences are
drawn from the original ReDial and INSPIRED
datasets—resources that may have been partially
seen during pretraining—they serve as domain-
aligned and affect-rich baselines for stylistic evalu-
ation. This prosody-aware framework thus enables
a linguistically grounded, fine-grained, and inter-
pretable assessment of expressiveness in conversa-
tional recommendation systems.

4 Results & Discussion

To assess the stylistic expressiveness of LLMs in
CRSs, we analyze PRS at both the sentence and
turn levels. Our experiments aim to answer the
following research questions:

• RQ1: How do different LLMs compare to
human responses in terms of sentence-level
stylistic expressiveness?

• RQ2: How does the prosodic richness of
model-generated responses vary across suc-
cessive dialogue turns?

• RQ3: To what extent do LLMs sustain stylis-
tic diversity throughout an interaction com-
pared to human-written dialogues?

• RQ4: What are the model-specific trends in
stylistic degradation or consistency, and which
models demonstrate stronger ability to retain
prosodic richness?

• RQ5: Which LLM demonstrates the highest
overall stylistic richness?

These questions guide our analysis of the ex-
pressive capacity of LLMs using PRS as a stylistic
evaluation metric. We use both sentence-level and
turn-level granularity to investigate how well mod-
els emulate human-like variation in tone, rhythm,
and emphasis across CRS interactions.

4.1 RQ1: Sentence-Level Stylistic
Expressiveness

To capture fine-grained expressiveness in CRS
outputs, we compute PRS at the sentence level.
Sentence-level analysis is essential, as individual
utterances shape tone, emotional resonance, and
user engagement—particularly in affect-rich dia-
logues. This granularity helps assess how well
LLMs emulate human-like prosodic variation.

Figures 1 and 2 show PRS distributions across
six LLMs. In both datasets, human responses
consistently exhibit greater stylistic richness, with
higher medians and broader variance. The gap is es-
pecially pronounced in INSPIRED, which contains
emotionally expressive, tone-sensitive dialogue.

Among the models, LLaMA 3.1 and 3.2 display
relatively higher prosodic variation, while Gem-
ini, Mistral, and Qwen lag behind. Model outputs
also show fewer outliers, highlighting their lim-
ited expressive variability compared to human re-
sponses. These results suggest that while LLMs
produce contextually relevant outputs, they often
lack the stylistic nuance found in human dialogue.
Sentence-level PRS thus provides a valuable diag-
nostic for evaluating expressive quality and high-
lights the need for better stylistic modeling in CRS
systems.
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(a) LLaMA 3.1 (b) LLaMA 3.2 (c) Gemma2

(d) Gemini (e) Mistral (f) Qwen

Figure 1: Sentence-level PRS distributions for ReDial (RQ1), comparing prosodic variation in LLM-generated
responses and human-authored references.

(a) LLaMA 3.1 (b) LLaMA 3.2 (c) Gemma2

(d) Gemini (e) Mistral (f) Qwen

Figure 2: Sentence-level PRS distributions for INSPIRED (RQ1), comparing prosodic variation in LLM-generated
responses and human-authored references.

4.2 RQ2: PRS Across Dialogue Turns

To assess how stylistic expressiveness evolves
throughout a conversation, we compute PRS at

the turn level. Unlike sentence-level analysis, turn-
level PRS captures the aggregate expressiveness of
all utterances within a dialogue turn, revealing how
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consistently an LLM maintains stylistic richness
across interactions. Turn-level PRS is computed
by averaging sentence-level PRS scores within
each turn, yielding two PRS sequences per con-
versation—one for model PRS and one for gt PRS.
These plots capture the progression of prosodic
richness throughout the conversation.

Figures 3 and 4 illustrate a consistent decline
in turn-level PRS for most LLMs, indicating di-
minished stylistic expressiveness over extended in-
teractions. In contrast, human responses exhibit
greater stability and variation, with the model-
human gap widening in later turns. Among models,
LLaMA 3.2 demonstrates stronger stylistic consis-
tency than Gemini or Mistral, reflecting architec-
tural and training differences. These results un-
derscore the value of turn-level PRS in capturing
temporal expressiveness—an essential dimension
for affect-rich conversational systems—and moti-
vate the development of style-aware, turn-sensitive
generation strategies.

Case-wise Illustration: Appendix B present turn-
level PRS patterns for single conversations from
ReDial (ConvID: 22709) and INSPIRED (ConvID:
20191127-224739 530 live.pkl alise as 001), re-
spectively. In both cases, LLaMA 3.2 and Gemma2
closely follow human PRS trends, while Gemini
and Mistral display flatter or inconsistent profiles,
reflecting reduced ability to sustain stylistic expres-
siveness across turns.

4.3 RQ3–RQ5: Model-Specific Stylistic
Trends

To investigate the consistency of stylistic expres-
sion across dialogue progression (RQ3), patterns of
degradation or stability (RQ4), and overall prosodic
richness across models (RQ5), we conduct a com-
prehensive analysis of sentence- and turn-level PRS
across six state-of-the-art LLMs using the ReDial
and INSPIRED datasets.

Figure 5 presents a unified visualization of turn-
wise evolution and model-level PRS gaps. The turn-
wise plots reveal that human-authored responses ex-
hibit consistently higher and more stable prosodic
richness throughout the conversation. In contrast,
most LLMs show a gradual decline in PRS, particu-
larly in later turns, indicating a loss of stylistic vari-
ation over time. Notably, LLaMA 3.2 and Gemma2
demonstrate comparatively stronger stylistic con-
sistency, while Gemini and Mistral show flatter or
declining trends, reflecting limited ability to pre-

serve expressive variation.
The model-wise comparison of aggregate PRS

values relative to human ground truth. Across both
datasets, even the most competitive models fall
short of human-level prosodic expressiveness, un-
derscoring persistent limitations in current LLMs.
These findings highlight the need for prosody-
aware generation strategies that explicitly model
expressive diversity and sustain stylistic richness
across dialogue turns.

These results, consistent across both datasets,
suggest that while LLMs achieve surface-level flu-
ency, they often under utilize stylistic features such
as lexical emphasis and rhythm variation, partic-
ularly in emotionally expressive contexts like IN-
SPIRED.

5 Statistical Validation of Prosodic
Richness Differences

To assess whether LLM-generated responses dif-
fer significantly in stylistic expressiveness com-
pared to human-authored dialogue, we conducted
a paired t-test on sentence-level PRS. For each
model, PRS values were paired with correspond-
ing ground-truth responses across both ReDial and
INSPIRED datasets.

The results, summarized in Table 1, reveal sev-
eral key findings:

• Most models (e.g., LLaMA 3.1, LLaMA 3.2,
Gemini, Qwen) show statistically significant
differences (p < 0.05) from human responses
on ReDial, indicating consistent stylistic di-
vergence.

• On the INSPIRED dataset, however, fewer
models show significance, suggesting either
reduced expressiveness in the models or more
variability in human references.

• LLaMA 3.2 shows significant differences
across both datasets, indicating high stylistic
deviation despite its strong median PRS.

• In contrast, models like Gemma 2 and Qwen
do not differ significantly on INSPIRED, im-
plying closer alignment to human style or re-
duced variance in outputs.

• Gemini consistently shows negative t-values
(e.g., t = −4.54, p < 0.0001 on ReDial), in-
dicating it underperforms in stylistic richness
relative to human-written dialogue.
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(a) LLaMA 3.1 (b) LLaMA 3.2 (c) Gemma2

(d) Gemini (e) Mistral (f) Qwen

Figure 3: Turn-level PRS comparisons for ReDial (RQ2), showing how stylistic expressiveness progresses across
dialogue turns in LLM-generated and human-authored responses.

(a) LLaMA 3.1 (b) LLaMA 3.2 (c) Gemma2

(d) Gemini (e) Mistral (f) Qwen

Figure 4: Turn-level PRS comparisons for INSPIRED (RQ2), showing how stylistic expressiveness progresses
across dialogue turns in LLM-generated and human-authored responses.

These findings statistically validate that while
some LLMs approach human-level prosody, a mea-
surable and significant expressiveness gap still ex-

ists. This supports the use of PRS as a diagnos-
tic tool and highlights the need for prosody-aware
training methods.
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(a) (b) (c) (d)

Figure 5: Visualizations addressing RQ3–RQ5 over ReDial and INSPIRED datasets. (a–b) presents turn-level
PRS across dialogue turns, capturing patterns of stylistic consistency and degradation (RQ3, RQ4). (c–d) presents
aggregate model-wise PRS comparisons relative to human-authored ground truth, highlighting persistent gaps in
expressive richness across LLMs (RQ5).

Table 1: Paired t-test results comparing sentence-level PRS between LLM-generated and human responses across
ReDial and INSPIRED datasets.

Model ReDial INSPIRED

t-value p-value Significance t-value p-value Significance

LLaMA 3.1 11.4 <0.0001 Yes 3.13 <0.0018 Yes
LLaMA 3.2 23.96 <0.0001 Yes 2.22 <0.0268 Yes
Gemma 2 1.19 <0.2321 No -0.72 <0.4713 Yes
Gemini -4.54 <0.0001 Yes -6.2 <0.0001 Yes
Mistral 3.84 <0.0001 Yes -0.91 <0.3611 No
Qwen 17.09 <0.0001 Yes 0.83 <0.4078 No

6 Conclusion

We introduced PRS as a stylistic metric to assess
LLM-generated responses in conversational rec-
ommendation systems. Through sentence- and
turn-level analysis on the ReDial and INSPIRED
datasets, we found that while LLMs produce
coherent responses, they often lack the stylis-
tic richness and variation characteristic of hu-
man dialogue—particularly in extended interac-
tions. Among the evaluated models, LLaMA 3.2
demonstrated the highest prosodic expressiveness,
whereas Gemini and Mistral lagged behind. These
findings underscore the importance of integrating
prosodic and stylistic diversity into future CRS
models to enable more engaging and human-like
conversations.

Limitations

Our study evaluates prosodic expressiveness in
CRS responses using PRS, but PRS is not inte-
grated into generation or used for stylistic enhance-
ment. No LLM is fine-tuned with PRS supervi-
sion, limiting its direct impact. While benchmarked
against human responses, PRS is not yet validated

with independent human ratings, and it relies on
surface-level textual proxies. Incorporating higher-
level prosodic cues or spoken responses could pro-
vide a more robust assessment of expressiveness in
future work.

Ethics Statement

This work involves the analysis of model-generated
and human-written conversational data using pub-
licly available datasets: ReDial and INSPIRED.
Both datasets are anonymized and curated for re-
search use, and no personally identifiable infor-
mation (PII) is processed. Our methodology does
not involve human subjects or new data collection.
However, we acknowledge that automatic evalua-
tion of stylistic expressiveness may carry inherent
biases based on dataset demographics and model
training corpora. We urge caution in deploying
stylistically expressive models in sensitive domains
such as mental health or education, where unin-
tended emotional tone may have real-world conse-
quences.
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Appendix

A Prompts Used for LLM Response
Generation

Case 1: No Recommendation Available
I will provide you with a user input that contains some sort
of chit-chat or question. I want you to generate an output
text that incorporates a sort of chit chat and then followed
by some question related to movies, actors, genres etc.
Example 1: User Input: ”Hi, how are you?” Output: ”Hi!
I’m doing well. What kind of movies are you looking for?”
Now, do a similar task for the given user input.

Case 2: Recommendation Available
I will provide you with a user input that contains some
movie names, actor names, cast, directors, genre, etc. Ad-
ditionally, I will provide you with a recommendation that
is relevant to the input. I want you to generate an output
text that incorporates both the information from the user
input and the recommendation.
Example 1: User Input: ”I really liked Avengers and
SpiderMan. They are both Thrillers and Tom Holland
featured in both of them. Released in 2012 directed by
Tarantino.” Related Attributes: ”Thor, Chris Hemsworth.”
Output: ”You can watch Thor. It stars Chris Hemsworth
and is similar to the Avengers.”
Example 2: If user recommendation is empty then ask
the user a relevant question about their likings regarding
genres, casts etc and engage with the user.
Example 3: If the user input is present and some ambiguity
is present regarding the recommendation generated then
clarify it with the user by asking more specific questions
regarding the cast, year of release etc. Now, do a similar
task for the given user input and recommendation.

B Case-wise Turn-Level PRS Analysis
over ReDial and INSPIRED Datasets

To support the main analysis in Section 4.2, we
present turn-level PRS plots for individual conver-
sations from each dataset. These visualizations il-
lustrate how stylistic expressiveness evolves across
dialogue turns for different LLMs in specific inter-
action contexts. Figures 6 and 7 correspond to Con-
vID 22709 (ReDial) and ConvID 001 (INSPIRED),
respectively. Each subplot compares the model’s
PRS progression with ground-truth references, re-
vealing variations in stylistic consistency.
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(a) LLaMA 3.1 (b) LLaMA 3.2 (c) Gemma2

(d) Gemini (e) Mistral (f) Qwen

Figure 6: Turn-level PRS progression for a single ReDial conversation (ConvID: 22709), illustrating how stylistic
expressiveness varies across dialogue turns for different LLMs. This per-conversation analysis highlights model-
specific differences in maintaining prosodic richness.

(a) LLaMA 3.1 (b) LLaMA 3.2 (c) Gemma2

(d) Gemini (e) Mistral (f) Qwen

Figure 7: Turn-level PRS progression for a single INSPIRED conversation (ConvID: 001), illustrating how stylistic
expressiveness evolves across dialogue turns for different LLMs. This case-specific analysis highlights model
differences in preserving prosodic richness within emotionally expressive interactions.


