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Abstract

Improving the quality of cancer terminol-
ogy through Machine Translation (MT) in
non-English languages remains an under-
researched area despite its critical role in sup-
porting self-management and advancing mul-
tilingual patient education. Existing compu-
tational tools encounter significant limitations
in accurately translating cancer terminologies,
particularly for low-resource languages, pri-
marily due to data scarcity and morphologi-
cal complexity. To address the gap, we intro-
duce a dedicated terminology resource—Cor-
pus for Accurate Non-English Cancer-related
Educational Resources (C A N C E R), a man-
ually annotated dataset in Finnish (FI), Chi-
nese (ZH), and Urdu (UR), curated from pub-
licly available existing English (EN) data. We
also examine the impact of data quality ver-
sus quantity and compare the performance of
the Opus-mt-en-fi, Opus-mt-en-zh, and Opus-
mt-en-ur models with the SMaLL-100 mul-
tilingual MT model. We assess translation
quality using automatic and human evaluation.
Results demonstrated that high-quality paral-
lel data, though sparse, combined with fine-
tuning, substantially improved the translation
of cancer terminology across both high and
low-resource language pairs, positioning the C
A N C E R corpus as a foundational resource
for improving multilingual patient education.1

1 Introduction

Cancer remains a major global health challenge,
representing one of the leading causes of death
worldwide (Bray et al., 2021). Patient education
is critical for understanding the cancer diagnosis
and undergoing the intensive treatment (Cai et al.,
2023). There is a significant demand for simpli-
fying complex cancer terminology through Ma-
chine Translation (MT) in patient education ma-
terials to improve health literacy (Oniani et al.,

1Available at: C A N C E R Corpus

2023). The persistent research gap impedes effec-
tive cancer patient education and increases the risk
of misdiagnosis and adverse outcomes (Kasperė
et al., 2023). Moreover, the World Health Or-
ganization International Classification of Diseases
recommends the translation of medical terminol-
ogy into other languages to enhance accessibil-
ity, as codes and classifications containing the on-
tologies are primarily in English (EN) (Harrison
et al., 2021). Consequently, the accurate transla-
tion of medical terminology, particularly for dis-
eases such as cancer, is critical for advancing can-
cer patient education and self-management (Mc-
Corkle et al., 2011) in support of patients with lim-
ited proficiency in the native language where they
reside (Castilla et al., 2005; Lovis et al., 1998).

Despite the high proficiency of state-of-the-art
(SOTA) Neural Machine Translation (NMT) mod-
els (Dabre et al., 2020; Wang et al., 2023), MT of
medical terminology has fallen short (Nayak et al.,
2023). Even with various fine-tuning approaches,
NMT models still struggle to translate medical ter-
minology accurately (Nayak et al., 2020). One ap-
proach to mitigate the issue is to utilize a high-
quality parallel dataset for MT training (de Gib-
ert Bonet et al., 2022). However, annotated par-
allel medical data remain scarce— particularly in
the cancer domain (Ma et al., 2020). Furthermore,
the computational demands associated with imple-
menting MT on SOTA models are costly (Nayak
et al., 2023; Park et al., 2021; Zhang et al., 2023).

In this paper, we focus on fine-tuning three
NMT models (Opus-mt-en-fi, Opus-mt-en-zh, and
Opus-mt-en-ur) (Tiedemann and de Gibert, 2023)
and a multilingual MT model (SMaLL-100) (Mo-
hammadshahi et al., 2022) using manually anno-
tated training data derived from EN segments of
the public English-Chinese Cancer Parallel Cor-
pus (ECCParaCorp) (Ma et al., 2020) to construct
new EN-to-FI and EN-to-UR parallel corpora and
extend language coverage of the existing EN-to-

https://github.com/ashakeelee/C-A-N-C-E-R-Corpus/
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Annotated data # Pairs

In-domain
EN-to-FI 1,494
EN-to-ZH 1,494
EN-to-UR 1,494

Out-of-domain
EN-to-FI 291
EN-to-ZH 291
EN-to-UR 291

Total 5,355

Table 1: Annotated cancer terminology parallel data

ZH language pair. We assess translation qual-
ity using automatic evaluation metrics (Papineni
et al., 2002; Popović, 2015; Rei et al., 2020) and
human evaluation (Escribe, 2019). We also evalu-
ate generalization using human evaluation on three
manually annotated parallel datasets (EN–FI, EN–
ZH, and EN–UR) curated from the public glossary
on the Peter MacCallum Cancer Centre website
(MacCallum, 2024).

Our paper focuses on improving the trans-
lation quality of cancer terminologies in two
high-resource languages (FI and ZH) and a low-
resource language (UR) to advance cancer pa-
tient education and bridge language challenges to
support improved self-management (Lovis et al.,
1998).

Our contributions can be summarized as fol-
lows:

• Creation of C A N C E R, a manually an-
notated corpus, to advance cancer patient ed-
ucation and self-management in EN-to-FI,
EN-to-ZH, and EN-to-UR language pairs.

• Adaptation of the Opus-mt-en-fi, Opus-mt-
en-zh, Opus-mt-en-ur, and the SMaLL-100
multilingual MT model, through fine-tuning
to improve the translation quality of cancer
terminologies.

• In-depth analysis of automatic performance
metrics, including human evaluation by med-
ical practitioners and native FI, ZH, and UR
speakers provided insights into the transla-
tion quality of the cancer terminologies.

2 Data

In the first data acquisition step, we collected
EN data from Ma et al. (2020) cancer corpus,
which includes cancer terminologies (411 words
and 1,083 phrases) (Table 1) related to cancer pre-
vention, screening, diagnosis, and treatment. Us-

Figure 1: Categories of terminology data in cancer ad-
vocacy colors

ing the existing EN source data, we manually an-
notated the FI and UR references to create two
parallel datasets (EN-to-FI and EN-to-UR) while
extending language coverage with the EN-to-ZH
pair for the training, development, and test splits
(Ma et al., 2020). We excluded sentence-level data
to focus exclusively on terminology-level trans-
lation. The C A N C E R corpus includes data
in six categories: Breast Cancer, Colorectal Can-
cer, Esophageal Cancer, Liver Cancer, Lung Can-
cer, and Stomach Cancer (Figure 1). In the sec-
ond step, we compiled EN data from MacCal-
lum (2024) online glossary that covers commonly
used cancer-related terminologies (182 words and
109 phrases) (Table 1) from A-to-Z during diag-
nosis and treatment, and manually annotated FI,
ZH, and UR references to the source data to cre-
ate three out-of-domain datasets (EN-to-FI, EN-
to-ZH, and EN-to-UR) to assess generalization us-
ing human evaluation (Escribe, 2019). We anno-
tated our five parallel cancer terminology datasets,
leveraging the expertise of medical practitioners
and native FI, ZH, and UR speakers, effectively
addressing the data scarcity gap (Lovis et al.,
1998).

3 Related Work

Translating medical terminologies is a challeng-
ing task. The unique features of different lan-
guages, combined with the complexity of medical
jargon and data scarcity, have further hindered ef-
forts. (Ao and Acharya, 2021) Moreover, medical
institutions have limited specialized health educa-
tors to support self-healthcare in chronic diseases
such as cancer, particularly for non-native English
speakers (Ugas et al., 2024). Existing studies have
sought to improve translation quality across the
medical domain, including work to enhance med-
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ical terminology, without specific emphasis on the
cancer field (Alam et al., 2021). Prior research in-
cluded exploring the time frame required to trans-
late newly introduced or revised medical terminol-
ogy for evaluation by healthcare experts (Skianis
et al., 2020). The Castilla et al. (2005) study also
investigated automated evaluation of medical ter-
minologies using the Unified Medical Language
System to assess cross-lingual information clini-
cal data extracted from Portuguese-language tho-
racic radiology reports. During human evaluation,
the Kasperė et al. (2024) study, however, found
that the translation of medical terminology from
English to Lithuanian was of poor quality, con-
cluding that MT should serve as a supplementary
approach only. In contrast, the Herrera-Espejel
and Rach (2023) study highlighted MT as a po-
tential solution to bridge language barriers in pub-
lic health communication that restrict access to es-
sential information for culturally and linguistically
diverse groups.

In our experiment, we rely on manually an-
notated domain-specific data (Table 1) and fine-
tuning techniques to adapt the Opus-MT models
and the SMaLL-100 multilingual MT model to the
unique morphological characteristics of FI, ZH,
and UR cancer terminologies to advance health
education (Oniani et al., 2023), and support pa-
tients to overcome language barriers, particularly
when taking prescribed medication and navigating
digital platforms (Lorig and Holman, 2003; Mc-
Corkle et al., 2011).

4 Method

We denote, let X = {x1, x2, . . . , xN} as the
source language (EN) consisting of N medical ter-
minologies. Y = {y1, y2, . . . , yN} as its corre-
sponding target-language (FI, ZH and UR). Each
pair (xi, yi) constitutes a parallel medical termi-
nology. The probability of translating the entire
target sequence Y given the source sequence X
can be approximated as:

P (Y | X; θ) ≈
N∏
i=1

P (yi | xi; θ)

OPUS-MT In the first stage of the experiment,
we fine-tuned the Opus-MT models on annotated
parallel training data (EN-FI, EN-ZH, and EN-
UR). We utilized dynamic batching with the Hug-
ging Face DataCollatorForSeq2Seq (Solanki and

Khublani, 2024) and systematically optimized hy-
perparameters by experimenting with batch sizes
8, 16, and 32 (achieving the best performance with
a batch size of 8) and a learning rate grid search
(optimal rate: 6e-04) over three epochs (Ap-
pendix A). Label smoothing (probability = 0.1)
was applied to enhance precision. We evaluated
model performance using the bilingual evaluation
understudy (BLEU) (Vaswani, 2017), CHaRacter-
level F-score (CHRF) (Popović, 2015), and Cross-
lingual Optimized Metric for Evaluation of Trans-
lation (COMET) (Rei et al., 2020) metrics .
SMaLL-100 The second stage of the experi-
ment involved prepending the EN language to-
ken (_en_) to the encoder input in the SMaLL-
100 model to specify the source language explic-
itly. To prompt the decoder to generate trans-
lations in the correct target language, we added
a beginning-of-sequence (BOS) token via the
forced_bos_token_id parameter. We applied sim-
ilar hyperparameter settings (Appendix A) as in
the first experiment to ensure consistency across
model comparisons, using an optimal learning rate
of 7e-05 (achieving the best performance with a
batch size of 8) (Fuady et al., 2024). Native speak-
ers assessed the generated translations on the in-
domain test data from both experiments. To eval-
uate generalization, we selected the models with
the lowest validation loss and assessed transla-
tion quality on out-of-domain datasets using hu-
man evaluation (Escribe, 2019).

5 Results

OPUS-MT The models demonstrated varying lev-
els of translation effectiveness across the EN-
FI, EN-ZH, and EN-UR language pairs. The
Opus-mt-en-fi model achieved the highest BLEU
score (Table 2), suggesting robust translation qual-
ity. CHRF and COMET scores (Appendices B &
C) were also consistently high, indicating strong
alignment with reference translations at the char-
acter and semantic level. The stability highlighted
the capacity of the Opus-mt-en-fi model to adapt
to the intricate morphological structure of the FI
language, reinforcing its suitability for the MT
task. Similarly, the Opus-mt-en-zh model exhib-
ited satisfactory performance across various con-
figurations (Appendices B & C), highlighting the
ability to understand the language patterns. How-
ever, performance dipped with the Opus-mt-en-ur
model, as challenges persist in generalizing across
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EN-FI EN-ZH EN-UR

Batch
Size

Opus-mt-en-fi Opus-mt-en-zh Opus-mt-en-ur SMaLL-100 Multilingual MT Model

BLEU CHRF COMET BLEU CHRF COMET BLEU CHRF COMET BLEU CHRF COMET BLEU CHRF COMET BLEU CHRF COMET

Baseline
8 12.95 51.12 82.06 7.61 24.14 75.77 2.38 16.51 51.26 3.43 13.82 65.30 2.78 6.38 65.62 2.60 1.68 54.87
16 12.73 50.58 81.75 3.67 21.28 75.02 2.17 16.46 51.16 2.40 13.39 64.48 1.43 5.41 64.50 1.34 1.53 53.83
32 11.52 49.81 81.07 2.38 19.05 73.89 2.08 16.44 51.12 1.92 12.81 63.51 1.30 5.24 64.11 1.22 1.51 53.45

Fine-tuned
8 58.25 75.22 92.24 41.28 48.46 86.96 28.60 47.20 68.30 54.40 73.13 88.04 40.92 48.03 85.06 44.93 66.53 80.03
16 57.37 74.24 91.62 44.48 53.15 86.28 27.46 47.98 68.48 54.35 73.18 88.00 41.12 48.81 84.82 45.43 65.30 79.94
32 57.96 75.93 92.01 43.12 53.57 86.80 30.25 49.62 70.68 53.62 72.41 87.63 07.18 26.28 75.18 06.12 29.91 63.56

Table 2: Automatic evaluation metrics for the OPUS-MT models and the SMaLL-100 MT model

the unique linguistic structures of the UR lan-
guage. The reduced scores (Appendices B & C)
indicated the Opus-mt-en-ur model experienced
difficulties in capturing the complexity of the UR
language, likely due to distinct syntactic charac-
teristics.
SMaLL-100 In contrast, the SMaLL-100 model
demonstrated improved performance on the EN-
UR language pair, surpassing the Opus-mt-en-ur
at smaller batch sizes, suggesting better adaptabil-
ity to the unique linguistic structures of UR. How-
ever, performance declined significantly at a batch
size of 32, resulting in low scores. (Appendices B
& C) The model exhibited performance trends
similar to the OPUS-MT models across the EN-
FI and EN-ZH language pairs. On the EN-FI pair,
the model achieved competitive BLEU and CHRF
scores, though slightly lower than the Opus-mt-
en-fi model (Table 2). The SMaLL-100 model
demonstrated comparable performance to Opus-
mt-en-zh on smaller batch sizes, with only a slight
decline in BLEU and COMET scores. Translation
quality declined, however, on the EN-ZH pair at a
batch size of 32. (Appendices B & C)

Based on the results (Table 2, Appendices B
& C), we hypothesize that the Opus-MT mod-
els outperformed the SMaLL-100 model due to
language-specific training, which enabled opti-
mization and improved translation quality.

6 Analysis

Automatic Evaluation Overall, the Opus-mt-en-
fi model demonstrated robust performance on the
EN-FI language pair (Appendices B & D). The
Opus-mt-en-fi achieved the highest BLEU scores
(58.25, 57.37, and 57.97) on the MT task, closely
followed by the SMaLL-100 model. Both mod-
els maintained strong consistency on the EN-FI
language pair (Table 2). Similarly, the Opus-
mt-en-zh model demonstrated satisfactory transla-
tion quality across all batch sizes. The SMaLL-

Language Pair Correct (%) Partially Correct (%) Incorrect (%)

In-domain
EN - FI 67.34 25.17 07.50
EN - ZH 45.85 06.83 47.32
EN - UR 26.57 60.78 12.65

Out-of-domain
EN - FI 54.98 09.62 35.40
EN - ZH 20.27 06.19 73.54
EN - UR 06.19 21.99 71.82

Table 3: Percentage-based human evaluation across
language pairs

100 model matched the performance stability at
smaller batch sizes (8 and 16). However, perfor-
mance declined at batch size 32 on the EN-ZH
corpus, which showed a reduction in effectiveness
and translation quality (Appendix B). Notably, the
SMaLL-100 model demonstrated stronger perfor-
mance than the Opus-mt-en-ur model at smaller
batch sizes (8 and 16), which suggested the mul-
tilingual model was more effective in capturing
the unique language patterns of the UR language.
Performance declined significantly at batch size
32, mirroring patterns observed in the EN-ZH lan-
guage pair. (Appendix B)
Human Evaluation A qualitative analysis guided
the human evaluation to determine whether the
translations were correct, partially correct, or in-
correct (Table 3). The evaluators observed mul-
tiple gold-standard translations (Appendices D, E
& F) and some discrepancies (Appendix G) across
the EN-FI, EN-ZH, and EN-UR language pairs,
highlighting differences in generalization among
the models. In a few cases, the human evaluators
noticed that the models generated synonyms for
some cancer terminologies, skipped translations,
and produced grammatical errors (Appendix G).
Skipped Translations In some instances, no
translation occurred across the language pairs, in-
dicating limitations in the capacity of the Opus-
MT and SMaLL-100 models to convert source
references into the target language due to the
unique morphological structure of each language.
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For instance, the term Topotecan remained in its
EN form, not matching the ZH reference. (Ap-
pendix G)
Grammatical Errors Punctuation and spacing
errors occurred during the translation of some ter-
minologies. While the models translated the can-
cer terminologies accurately, the generated output
did not include the unique grammatical rule of the
specific target language. (Appendix G)
Ambiguous Terms Some translations featured in-
correct word order or introduced extraneous to-
kens, which distorted the intended meaning of the
target reference. Additionally, an extra token gen-
erated during translation distorted the ZH refer-
ence for the term Vancomycin-resistant Enterococ-
cus. Similarly, in the UR language pair, the term
advanced age did not align with the target refer-
ence, reflecting a syntactic and semantic mismatch
of the target language. (Appendix G)

7 Limitations

A significant limitation of the task was the size
of the annotated corpus. The C A N C E R cor-
pus included limited data in only three languages
out of more than 7,000 spoken worldwide, which
restricted the scope of the findings and applica-
bility to broader multilingual contexts. While
model performance was satisfactory overall, the
data constraint likely contributed to the instability
observed in the multilingual SMaLL-100 model at
higher batch sizes, where translation quality de-
graded. Additionally, the UR language presented
unique challenges due to its right-to-left script,
which may have complicated the tokenization pro-
cess. The limitations necessitate the need to ex-
pand the corpus and further experiment with opti-
mizing techniques and models to improve transla-
tion quality across languages.

8 Conclusion and Future Work

In this paper, we took the first step towards
advancing multilingual cancer patient education.
The C A N C E R corpus serves as a benchmark
resource for evaluating the translation of cancer
terminology across languages. The findings in-
form efforts to improve multilingual cancer patient
education, supporting non-native English speak-
ers in understanding critical health information.
We demonstrated that retraining on limited high-
quality parallel data (Shin et al., 2020) can im-
prove translation quality (Table 2). In future work,

we aim to expand the C A N C E R corpus by in-
corporating a broader spectrum of low and high-
resource languages and exploring varying tech-
niques and NMT models to optimize performance,
mainly in underrepresented languages.
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Appendix

A Hyperparameters

Model dropout rate learning rate grid weight decay batch size epochs optimizer

Opus-MT 0.1 1e-05, 3e-05, 5e-05, 7e-05, 1e-
04, 3e-04, 4e-04, 5e-04, 2e-04,
6e-04, 7e-04

0.01 8, 16, 32 3 adamw

SMaLL-100 0.1 1e-05, 3e-05, 5e-05, 7e-05, 1e-
04, 3e-04, 4e-04, 5e-04, 2e-04,
6e-04, 7e-04

0.01 8, 16, 32 3 adamw

Table 4: Fine-tuning hyperparameters, best in bold

B Model Performance

Figure 2: Evaluation metrics of the Opus-MT models and the SMaLL-100 model

Figure 3: Comparison performance of the Opus-MT models and the SMaLL-100 model
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C Automatic Evaluation

Figure 4: Performance metrics across language pairs
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D Gold-Standard EN–FI Translations

Source (EN) Reference (FI) Target (FI)

Abdominal pain vatsakipu vatsakipu
Adverse effect haitallinen vaikutus haitallinen vaikutus
AFP levels AFP-tasot AFP-tasot
Alternative therapy vaihtoehtohoito vaihtoehtohoito
Anastrozole anastrotsoli anastrotsoli
Anatomy anatomia anatomia
Barium enema bariumperäruiske bariumperäruiske
Beckwith-Wiedemann Beckwith-Wiedemann Beckwith-Wiedemann
Blood count verimäärä verimäärä
Breast reconstruction rinnan korjaus rinnan korjaus
Bronchioloalveolar carcinoma pienisoluinen keuhkosyöpä pienisoluinen keuhkosyöpä
Burkitt lymphoma Burkittin imukudossyöpä Burkittin imukudossyöpä
Cancer staging syövän vaiheistus syövän vaiheistus
Chemotherapy kemoterapia kemoterapia
CT Colonography paksusuolen CT-kuvantaminen paksusuolen CT-kuvantaminen
CT imaging CT-kuvantaminen CT-kuvantaminen
diagnostic imaging diagnostinen kuvantaminen diagnostinen kuvantaminen
Digestive system ruoansulatusjärjestelmä ruoansulatusjärjestelmä
Epithelioid Hemangioendothelioma solukudoskasvain solukudoskasvain
Estrogen-only therapy vain estrogeenihoito vain estrogeenihoito
Febrile neutropenia kuumeinen neutropenia kuumeinen neutropenia
Follow-up seuranta seuranta
General anaesthetic yleispuudutus yleispuudutus
Germ cells sukusolut sukusolut
Hodgkin’s lymphoma Hodgkin-lymfooma Hodgkin-lymfooma
High-grade dysplasia korkea-asteinen epänormaali solukasvu korkea-asteinen epänormaali solukasvu
Inflammatory carcinoma tulehdusperäinen syöpä tulehdusperäinen syöpä
Intestinal suolisto suolisto
key hole surgery avainaukkoleikkaus avainaukkoleikkaus
Kaposi sarcoma Kaposi-sarkooma Kaposi-sarkooma
Laparoscopic surgery laparoskooppinen leikkaus laparoskooppinen leikkaus
Lymph glands imusolmukkeet imusolmukkeet
Magnetic resonance imaging magneettikuvaus magneettikuvaus
Medical oncology lääketieteellinen onkologia lääketieteellinen onkologia
Neoadjuvant treatment uusi hoidon tehokkuutta parantava hoito uusi hoidon tehokkuutta parantava hoito
Nuclear medicine isotooppilääke isotooppilääke
Occult carcinoma selittämätön syöpä selittämätön syöpä
Oxaliplatin oksaliplatiini oksaliplatiini
Primary lymphoma ensisijainen imukudossyöpä ensisijainen imukudossyöpä
Palliative therapy palliatiivinen hoito palliatiivinen hoito
Radioactive tracer radioaktiivinen merkkiaine radioaktiivinen merkkiaine
Recurrent cancer uusiutuva syöpä uusiutuva syöpä
Sepsis pathway sepelvaltimointerventioreitti sepelvaltimointerventioreitti
Stage 4 vaihe 4 vaihe 4
Tissue biopsy kudoskoepalan otto kudoskoepalan otto
Tumor location kasvaimen sijainti kasvaimen sijainti
Unknown tuntematon tuntematon
use of statins statiinien käyttö statiinien käyttö
Vascular invasion verisuonen invaasio verisuonen invaasio
Variants muunnokse muunnokset
Weakness heikkous heikkous
Weight gain painonnousu painonnousu
X-ray röntgenkuvaus röntgenkuvaus

Table 5: A subset of accurately translated EN–FI cancer terminologies assessed with human evaluation
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E Gold-Standard EN–ZH Translations

Source (EN) Reference (ZH) Target (ZH)

Adenopathy 腺病 腺病
Anaemia 贫血 贫血
Antibody 抗体 抗体
Anus 肛门 肛门
Artery 动脉 动脉
Assess 评估 评估
Atrophy 萎缩 萎缩
Benign 良性 良性
Cells 细胞 细胞
Colon 结肠 结肠
Dialysis 透析 透析
Diarrhoea 腹泻 腹泻
Embolism 栓塞 栓塞
Excision 切除术 切除术
Faeces 粪便 粪便
Gynaecology 妇科 妇科
Hypertension 高血压 高血压
Hysterectomy 子宫切除术 子宫切除术
Incontinence 失禁 失禁
Isotope 同位素 同位素
Laparoscopy 腹腔镜 腹腔镜
Lymph 淋巴结 淋巴
Lymphoedema 淋巴水肿 淋巴水肿
Lymphoma 淋巴瘤 淋巴瘤
Mastectomy 乳房切除术 乳房切除术
Metastasis 转移 转移
Oedema 水肿 水肿
Oncology 肿瘤学 肿瘤学
Pathology 病理学 病理学
Rectum 直肠 直肠
Recurrence 复发 复发
Relapse 复发 复发
Risk 风险 风险
Sarcoma 肉瘤 肉瘤
Screening 筛查 筛查
Side-effect 副作用 副作用
Specimen 样本 标本
Staging 分期 分期
Surgery 手术 手术
Tissue 组织 组织
Tumour 肿瘤 肿瘤
Urethra 尿道 尿道
adjuvant chemotherapy 辅助化疗 辅助化疗
allergic reaction 过敏反应 过敏反应
carcinoma in situ 原位癌 原位癌
chronic pain 慢性疼痛 慢性疼痛
clinical trial 临床试验 临床试验
digestive system 消化系统 消化系统
germ cells 生殖细胞 生殖细胞
informed consent 知情同意 知情同意
local anaesthetic 局部麻醉 局部麻醉
neoadjuvant treatment 新辅助治疗 新辅助治疗
quality of life 生活质量 生活质量
sentinel node 前哨淋巴结 前哨淋巴结
small bowel 小肠 小肠
soft tissue 软组织 软组织

Table 6: A subset of accurately translated EN–ZH cancer terminologies assessed with human evaluation
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F Gold-Standard EN–UR Translations

Source (EN) Reference (UR) Target (UR)

Ablation Techniques 䩺⠪㈉䗂㬋 䩺⠪㈉䗂㬋
Acute hepatitis ᒭ ៹ ㅎ ␰زش ᒭ ៹ ㅎ ␰زش
alternative therapy ⥲ج 㪆دل ⥲ج 㪆دل
Anorexia ⾒ ㅎ ସک ⾒ ㅎ ସک
Better tolerability (⥲ج) ǖ

Ǖ
ٳداח ǌɟ ਑ (⥲ج) ǖ

Ǖ
ٳداח ǌɟ ਑

Breast Self-examination 䤂㷍 ⁏د ⵇ ᒖᲘ 䤂㷍 ⁏د ⵇ ᒖᲘ
cancer prevention ᏽم روک ㅎ ⇤⟷ن ᏽم روک ㅎ ⇤⟷ن
Chemotherapy risks ῗات ㈉ ⥲ج 䤈㇦ ῗات ㈉ ⥲ج 䤈㇦
chronic pain درد 䣦دا درد 䣦دا
Clinical trials ǌ˄ᄌٱت ⠗ ǌ˄ᄌٱت ⠗
Combination chemotherapy ⥲ج 䤈㇦ ⧏㭯 ⥲ج 䤈㇦ ⧏㭯
Contamination: None 䔽䤈〨 : 㐗د㥀آ 䔽 䤈〨 : 㐗د㥀آ
Contralateral Disease ౄری ⮻⠪ 㜝㰐 ౄری ⮻⠪ 㜝㰐
Diagnostic imaging ŀ

ǔ
ƶǌ ŧǎƷŬاᇘ ŀ

ǔ
ƶǌ ŧǎƷŬاᇘ

Discomfort ዠ ዠ
Dominant Geographical Areas ⵆ⥲ 䤈⮼اៜ ǌѬ⧱ ⵆ⥲ 䤈⮼اៜ ǌѬ⧱
Dose/Trial Drug دوا آز䢯㩕/⁏راک دوا آز䢯㩕/⁏راک
Early pregnancy ἒ 䤈ایا ἒ 䤈ایا
Environmental factors 㻬ا⧋ ᒖ㦈ἶ㩕 㻬ا⧋ ᒖ㦈ἶ㩕
Excessive alcohol use ا⃵ل ⵇ ▧اب ˄ǎٱدہ ز ╌ ➳ورت ا⃵ل ⵇ ▧اب ˄ǎٱدہ ز ╌ ➳ورت
Family history 䧥ٱر

ǖ
˄ 䕉ا䯀Ὗ 䧥ٱر

ǖ
˄ 䕉ا䯀Ὗ

Follow-up ရوی :䮪ᄍ ရوی :䮪ᄍ
General Information About Small Cell Lung Cancer 㩕㸈ت 䂬⦫ 䆀ٱرےǌ˄ ㈉ ⇤⟷ن ㈉ Ⓧ᛭ᵘྟوں 㩕㸈ت 䂬⦫ 䆀ٱرےǌ˄ ㈉ ⇤⟷ن ㈉ Ⓧ᛭ᵘྟوں
Genetic risk factors 㻬ا⧋ ㈉ ῗے ᒖᨤ 㻬ا⧋ ㈉ ῗے ᒖᨤ
Hepatitis B ஗ ␰زش ㅎ ៹ ஗ ␰زش ㅎ ៹
Hoarseness ٱ

ǔ
˄ᜯ ம ⵇ آواز ٱ

ǔ
˄ᜯ ம ⵇ آواز

Incidence and Mortality ا䁡ات اور واⲛت ا䁡ات اور واⲛت
Internal Validity : Fair 㷕ل :ᜠᏠ دا‒ 㷕ل :ᜠᏠ دا‒
International Comparisons 䔙از䁡 䂬اⴑ㑔ا ౉ 䔙از䁡 䂬اⴑ㑔ا ౉
Local radiation therapy ⥲ج 䨮ا ٶی

Ǘ ǎ̔ ر 䂬㹬 ⥲ج 䨮ا ٶی
Ǘ ǎ̔ ر 䂬㹬

Low-birth-weight infants 䔘زا䤘ہ ㈉ وزن 䢯اမ ⽃ 䔘زا䤘ہ ㈉ وزن 䢯اမ ⽃
Male breast cancer is rare 䞈ٱبǎ˄ ٱ

ǔ
˄ ⇤⟷ن ⵇ ᒖᲘ ㈉ 㱇دوں 䞈 ˄ǎٱب ٱ

ǔ
˄ ⇤⟷ن ⵇ ᒖᲘ ㈉ 㱇دوں

Occult NSCLC ⥲ج ⵇ ⑬ 䫡ا ⑬ 䧷ا 䭆ا ດ⚾ہ ⥲ج ⵇ ⑬ 䫡ا ⑬ 䧷ا 䭆ا ດ⚾ہ
Other risk factors 㻬ا⧋ ㈉ ῗے 䫑د 㻬ا⧋ ㈉ ῗے 䫑د

Overdiagnosis ŵǎ Ƹ
ǔ
ŧ
ǕƠ
ǖ
Ʋ
˄ǎٱدہ ز ╌ ➳ورت ŵǎ Ƹ

ǔ
ŧ
ǕƠ
ǖ
Ʋ
˄ǎٱدہ ز ╌ ➳ورت

Palliative therapy ⥲ج Ų
ǔ Ʒǎ ƹľƟ
ǖ
Ʋ ⥲ج Ų

ǔ Ʒǎ ƹľƟ
ǖ
Ʋ

Pathologic Classification ৠی ᣆدر ᒖ⟥㱇 ৠی ᣆدر ᒖ⟥㱇
Patient Evaluation ٳہ

ǔ ǘ
ɟᜯ ⵇ 䩀㱇 ٳہ

ǔ ǘ
ɟᜯ ⵇ 䩀㱇

Physical activity 䂬䯆⇤ 䕉ែ 䂬䯆⇤ 䕉ែ
Population-level interventions ῴا㱄 䯎 ∘ ㅎ آ˄ǌٱدی ῴا㱄 䯎 ∘ ㅎ آ˄ǌٱدی
Presurgical chemotherapy ⥲ج 䤈㇦ ㅎ ຝ╌ ٳی ǌؼ⇤ ⥲ج 䤈㇦ ㅎ ຝ╌ ٳی ǌؼ⇤
Prognosis–legacy ٱ)

ǔ
(䯎ا˄ 䤈㍉ ဲ ٱ)

ǔ
(䯎ا˄ 䤈㍉ ဲ

recurrent rectal cancer ⇤⟷ن ŲůǎƷƪ
ǖ
ƹƟŬ 㑔وا 䗂䜫 ˄ǌٱر ˄ǌٱر ⇤⟷ن ŲůǎƷƪ

ǖ
ƹƟŬ 㑔وا 䗂䜫 ˄ǌٱر ˄ǌٱر

Screening Intervention ῴا㱄䮚≩ا ῴا㱄䮚≩ا
Special Populations آ˄ǌٱدی 㰤ص آ˄ǌٱدی 㰤ص
Stage explanation–legacy ٱ)

ǔ
(䯎ا˄ ǖ̵ و➟ ㅎ ἅ㱇 ٱ)

ǔ
(䯎ا˄ ǖ̵ و➟ ㅎ ἅ㱇

Standard treatment ⥲ج 㸗ری ⥲ج 㸗ری
Study Design: Evidence obtained from large databases 䘧ا⚏ ❅ḝ ╌௤ 䦒ڈ Ǘٳے ǌɟ :䣩ٳا

ǔ
ǎɟڈ ⵇ 㛾㶩 䘧ا⚏ ❅ḝ ╌௤ 䦒ڈ Ǘٳے ǌɟ :䣩ٳا

ǔ
ǎɟڈ ⵇ 㛾㶩

The comparison group was not actively followed 㐔 ㅎ䔽 䕉ا䑨 ⬢ل ㅎ 䯆وپ 䔙از䁡 㐔 ㅎ䔽 䕉ا䑨 ⬢ل ㅎ 䯆وپ 䔙از䁡
The overall 5-year survival rate is 64% 䞈%64 ▧ح ㅎ ࢒ 㥁⁩ 5 ⺵ 䞈 %64 ▧ح ㅎ ࢒ 㥁⁩ 5 ⺵
To assess the efficacy of initial therapy 䲚 ٳہ

ǔ ǘ
ɟᜯ ⵇ 㐗ر⸗دⵇ ㅎ ⥲ج 䤈ایا 䲚 ٳہ

ǔ ǘ
ɟᜯ ⵇ 㐗ر⸗دⵇ ㅎ ⥲ج 䤈ایا

Tumor Characteristics ῄ➄ت ㅎ 㦇␰ر ῄ➄ت ㅎ 㦇␰ر
Weight gain ا➟⮫ 䆀 وزن ا➟⮫ 䆀 وزن
Who is at Risk 䞈 〨ن 䆀ےῗ 䞈 〨ن 䆀ےῗ

Table 7: A subset of accurately translated EN–UR cancer terminologies assessed with human evaluation
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G Translation Errors

Error Type Source Reference Target

Exemestane antineoplastinen lääke exemestane
Skipped Translations radiation therapist 放射治疗师

Deaths: 10,990 10,990 ا䁡ات: 10,99 ا䁡ات:

GP (general practitioner) GP（yleislääkäri） GP(yleinen lääkäri)
Grammatical Errors Consistency: Consistent 一致性：一致 一致性:一致

Ablation Techniques ablaatiotekniikat kudospoistotekniikat
Ambiguous Terms Vancomycin Resistant Enterococcus 万古霉素耐药肠球菌 the霉素抗性肠杆菌

Advanced age 㐗⒕ر ⦞ ⦞ دور

Table 8: Some translation errors observed with human evaluation


