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Abstract

Large language models (LLMs) have demon-
strated increasing proficiency in general-
purpose translation, yet their effectiveness in
creative domains such as game localization re-
mains underexplored. This study focuses on
the role of LLMs in game localization from
both linguistic quality and sociocultural ade-
quacy through a case study of the video game
Black Myth: Wukong.

Results indicate that LLMs demonstrate ad-
equate competence in accuracy and fluency,
achieving performance comparable to human
translators. However, limitations remain in the
literal translation of culture-specific terms and
offensive language. Human oversight is re-
quired to ensure nuanced cultural authenticity
and sensitivity. Insights from human evalua-
tions also suggest that current automatic met-
rics and the Multidimensional Quality Met-
rics framework may be inadequate for evalu-
ating creative translation. Finally, varying hu-
man preferences in localization pose a learn-
ing ambiguity for LLMs to perform optimal
translation strategies. The findings highlight
the potential and shortcomings of LLMs to
serve as collaborative tools in game localiza-
tion workflows. Data are available at https:

//github.com/zcocozz/wukong-localization.

1 Introduction

Recent advances in large language models (LLMs)
have significantly expanded the frontiers of ma-
chine translation (MT), achieving state-of-the-art
performance across technical and literary domains
(Hendy et al., 2023; Jiao et al., 2023; Wang et al.,
2023). Unlike conventional MT systems, which
struggle with idiomatic expressions and context-
dependent scenarios, LLMs demonstrate poten-
tial in handling complex linguistic phenomena, in-
cluding metaphor and idioms (Stowe et al., 2022;
Tang et al., 2024; Yue et al., 2024). Moreover,

Culture-Specific Text

And they send you and those knuckleheads...

Let you bring some shrimp soldiers and crab

generals to make a show of strength.

让你小子带些虾兵蟹将  xia bing xie jiang

(shrimp soldiers and crab generals) 过来虚张声势

Tone down

Neutral

Offensive Degree

Derogatory

Contemptuous

Figure 1: Human and LLM translations for cultural and
offensive language in Black Myth: Wukong.

recent studies suggest that LLMs can match the
performance of junior human translators, signaling
progress toward human parity in MT (Yan et al.,
2024).

Despite these advancements, LLMs’ potential
for video game localization remains underex-
plored. The massive AAA game industry requires
rapid translation of high-budget games from pub-
lishers into multiple languages for simultaneous
global releases. While game localization teams
face constraints including time and resources, the
multilingual capabilities of LLMs offer a promising
solution. Moreover, initiatives like Sony’s China
Hero Project aim to introduce more Chinese games
into the global market1, intensifying the need for
culture-adapted multilingual translations. These
games, rich in culture- and history-specific imagery,
present a unique challenge of balancing preserving
original cultural nuances with reshaping content to
resonate with Western audiences.

This situation underscores a core dilemma in
game localization—maintaining fidelity to the
source material while adapting it appropriately for
the target market. On one hand, successful localiza-
tion requires preserving the “look and feel” of the
original version by retaining key elements that de-
fine the game (O’Hagan and Mangiron, 2006). On
the other hand, it demands sociocultural adaptation

1https://www.playstation.com/en-us/
china-hero-project/

https://github.com/zcocozz/wukong-localization
https://github.com/zcocozz/wukong-localization
https://www.playstation.com/en-us/china-hero-project/
https://www.playstation.com/en-us/china-hero-project/
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to meet target market expectations and avoid cul-
tural sensitivities, with offensive language emerg-
ing as a prominent concern (Al-Batineh, 2021).
This tension makes ensuring authentic gaming ex-
periences across diverse cultural contexts inher-
ently challenging. As illustrated in Figure 1, game
localization needs to ensure sociocultural adequacy,
including culture-specific terms and offensive lan-
guage. Games embed cultural references, slang,
and humor that demand context-aware translation.
For instance, human translators adapt the mytho-
logical term “虾兵蟹将 xia bing xie jiang” into
a colloquial equivalent “knuckleheads”, whereas
LLMs produce literal translation like “shrimp sol-
diers and crab generals”, confusing audiences un-
familiar with the source culture. Such equivalents
may also diminish original offensiveness by strip-
ping culturally charged connotations.

To investigate the potential of LLMs for video
game localization, this work presents a system-
atic evaluation combining automatic metrics with
human assessments, using the recent Black Myth:
Wukong game as a case study. We examine both
the linguistic quality (accuracy, fluency) and socio-
cultural adequacy (cultural appropriateness, offen-
siveness rating) of LLM translations.

Our findings reveal mixed capabilities of LLMs
in game localization. LLMs excel in linguistic qual-
ity, delivering satisfactory accuracy and fluency,
yet they struggle with the cultural adaptation of
culture-specific terms and offensive language. Hu-
man evaluations further suggest that automatic met-
rics and Multidimensional Quality Metrics (MQM)
standards may not be appropriate for evaluating
creative translation, while diverse human prefer-
ences in localization also pose learning ambigu-
ity for LLMs to identify optimal translation strate-
gies. The evolving capabilities of LLMs suggest
their potential as collaborative partners in game
localization workflows, though human post-editing
remains essential for maintaining cultural authen-
ticity and addressing cultural sensitivity. To our
knowledge, this study represents the first system-
atic evaluation of LLMs in video game localization.

2 Related Work

2.1 LLMs for Translation

Recent studies demonstrate that LLMs can rival
or even surpass traditional MT systems, achieving
performance that nears human parity in basic tasks,
such as GPT-4 showing ability competitive with

commercial MT systems (Jiao et al., 2023). Fur-
thermore, evaluations across 102 languages reveal
steady improvements in high-resource languages,
although challenges still remain in low-resource
contexts (Hendy et al., 2023; Zhu et al., 2024).

Beyond general-purpose translation, LLMs have
achieved notable advances in specialized profes-
sional and literary domains where traditional MT
systems typically struggle. In legal translation,
GPT-4 produces contextually accurate outputs com-
parable to human performance (Briva-Iglesias et al.,
2024). This capability extends to culturally com-
plex tasks, with LLMs successfully navigating
context-dependent challenges including idiomatic
expressions and poetry translation (Chen et al.,
2024; Tang et al., 2024; Yao et al., 2024).

Building on this progress, LLMs present promis-
ing applications for video game localization. How-
ever, despite their great potential, research inves-
tigating LLM performance in video gaming local-
ization remains limited. While Moreno García and
Mangiron (2024) examined GPT-4’s translation of
Pokémon terminology and found that the model
could successfully implement creative translations,
the scope and scale need to be enlarged to encom-
pass a broader range of linguistic contexts. Mean-
while, human evaluation is essential to assess the
fine-grained quality of LLM translations.

2.2 Game Localization

The emergence of LLMs has unveiled novel op-
portunities in video game localization. Localiza-
tion projects typically operate under severe time
and budget constraints that can undermine creative
adaptation and player experience (O’Hagan and
Chandler, 2016). These limitations create a press-
ing need for cost-effective and efficient translation
solutions. The ongoing progress of LLMs’ contex-
tual reasoning and cultural adaptation capabilities
presents promising opportunities for improving ef-
ficiency and translation quality in localization.

The core of successful game localization is to
deliver authentic player experiences. It involves
adapting in-game texts, audio, and visual elements
to match the target language and cultural con-
text while preserving the narrative intent. Re-
search reveals a strong player preference for lo-
calization that preserves original cultural elements
rather than adapting them to local norms, as cul-
tural authenticity is essential to player engagement
and gaming experience (Costales, 2016; Ellefsen
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and Bernal-Merino, 2018; Khoshsaligheh et al.,
2020; Wu and Chen, 2020). However, retaining
culture- and history-specific elements, such as id-
ioms, metaphors, and slang, remains a persistent
challenge due to the limited translatability across
sociolinguistic contexts.

Game localization also faces significant chal-
lenges in delivering culturally sensitive content,
particularly in regions with stringent regulatory or
sociocultural norms. For instance, Arabic-localized
games frequently undergo systematic sanitization
of profanity, nudity, and alcohol through omission,
substitution, or euphemistic translation (Mahasneh
and Abu Kishek, 2018; Al-Batineh, 2021). While
these practices comply with censorship require-
ments and cultural expectations, they frequently
lead to a loss of semantic or pragmatic nuances.

3 Methodology

Data We select the blockbuster video game Black
Myth: Wukong as our data source due to its unique
cultural and linguistic representativeness. The
game is adapted from the 16th-century Chinese
classic Journey to the West, blending poetic allu-
sions, religious themes, and vernacular dialogue.
Its dual mission—promoting traditional Chinese
culture while advancing global gaming experi-
ence—creates salient localization challenges: pre-
serving culturally embedded idioms and folklore
while ensuring accessibility for international play-
ers. Given the limited familiarity of Western audi-
ences with ancient Chinese cultures, the localiza-
tion of such a product poses significant complexity.

Although this game supports official subtitles in
12 languages on the interfaces, its voice dialogues
are available only in Chinese and English. Accord-
ingly, we focus on Chinese-to-English translations.
We transcribe subtitles from official cutscenes and
publicly available videos, followed by manual
proofreading of all content. The resulting parallel
corpus comprises 2,259 sentence-pairs, capturing
diverse narrative elements: main and side request
dialogues, chapter-ending narratives rich in cultural
metaphors, and song lyrics. Although the corpus of
the in-game subtitles may be modest in size, Black
Myth: Wukong is still unique as a Chinese AAA
game with a special historical background, and its
stylistic spectrum, spanning from story-based in-
game banter to literary prose, makes it an ideal test
case for investigating the culture-aware translation
capabilities of LLMs.

Pipeline To benchmark LLM performance from
coarse-grained to fine-grained perspectives, we re-
gard the collected official human translations in En-
glish from the game developer as gold references.
By comparing LLM outputs with human references,
we conduct a two-stage evaluation on mainstream
LLMs: 1) first, we employ multiple automatic met-
rics to evaluate diverse LLMs across strategically
varied prompts using a randomly sampled subset
from our Black Myth: Wukong parallel corpus. The
top-performing LLM-prompt configurations identi-
fied in this phase serve as the basis for subsequent
human evaluation, where 2) we compare the trans-
lations generated by the optimally prompted LLM
against human gold references across multidimen-
sional linguistic quality (accuracy, fluency) and
sociocultural adequacy (audience appropriateness,
offensiveness handling) based on subsets of sam-
pled cases as well as manually extracted offensive
instances. Further details for each evaluation stage
are presented in the following.

3.1 Automatic Evaluation

At this stage, we generate trial translations for 101
randomly sampled sentences from the complete
corpus first using four open-source LLMs with four
zero-shot prompting strategies, and then evaluate
them with six automatic metrics, aiming to build a
global view of LLMs’ performance in localization
and identify the optimal model-prompt pairing for
subsequent human evaluation.

Models Our model selection comprises Llama3(-
8B) (Grattafiori et al., 2024), TowerBase(-7B)
(Alves et al., 2024), Qwen2(-7B) (Yang et al.,
2024), and DeepSeek-LLM(-7B) (Bi et al., 2024),
chosen for their known abilities in multilingual pro-
cessing tasks. We choose all LLMs with around 7/8
billion parameters to compare the performance of
different architectures at a similar parameter size.

Prompts Prior work in translation prompt en-
gineering demonstrated that direct and minimal-
ist prompts outperform complex formulations and
achieve competitive performance (Jiao et al., 2023;
Yan et al., 2024). In light of this, we develop four
tailored and straightforward prompts addressing
main localization requirements through different
strategies: concise, role-playing, adaptive, and au-
thentic, as detailed in Figure 2.

Metrics Using official English subtitles as gold-
standard references, we automatically evaluate
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Translate the following sentence from Chinese into English.

Chinese: {text}

English:

As a professional game localization expert for Black Myth: Wukong, 

translate the following sentence from Chinese into English.

Chinese: {text}

English:

Translate the following sentence from Chinese into English. Retain

the original mythological, Buddhist, and cultural elements.

Chinese: {text}

English:

Translate the following sentence from Chinese to natural, fluent

and engaging English. Adapt cultural references and idioms for 

international audiences while retaining the original essence.

Chinese: {text}

English:

Concise

Role-playing

Authentic

Adaptive

Figure 2: Different prompt types and specifications,
where {text} represents the input source sentence.

models with six metrics. BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), BERTScore
(Zhang et al., 2020), COMET (Rei et al., 2022),
XCOMET (Guerreiro et al., 2024), and XCOMET-
QE (Guerreiro et al., 2024). They capture dis-
tinct performance aspects based on different prin-
ciples: 1) string-overlap-based metrics (BLEU
and ROUGE) emphasize surface-level equiva-
lence; 2) among neural-network-based metrics
(BERTScore, COMET, XCOMET, and XCOMET-
QE), BERTScore uses the cosine similarity be-
tween token embeddings of candidate and refer-
ence texts, while the COMET-series metrics evalu-
ate both meaning and form, as they are fine-tuned
to predict human quality scores for translations.
Among them, XCOMET-QE is an exception, as
it assesses quality without any gold references by
cross-lingually comparing source and target texts.

3.2 Human Evaluation

To further explore LLMs’ culture-related capacity
in game localization, we then conduct a human
evaluation comparing the top-performing prompted
LLM with gold human translations from aspects of
linguistic quality in line with the MQM framework
and sociocultural adequacy in terms of offensive
language handling.

Multidimensional Translation Quality We eval-
uate translation quality using the MQM framework
(Lommel et al., 2014), a comprehensive error typol-
ogy enabling granular analysis of translation errors.
Adopting the MQM core typology, we prioritize
three key dimensions for localization: accuracy

(semantic completeness and faithfulness), fluency
(syntactic and grammatical correctness), and audi-
ence appropriateness (cross-cultural validity).

Offensive Language Annotation Beyond the
MQM framework, we specifically assess socio-
cultural adequacy through offensive language han-
dling. Offensive content was categorized along
eight dimensions, spanning from explicit insult to
culture-specific connotations. Two native Chinese
speakers (C1 English-proficient video game play-
ers) independently labeled offensive expressions,
achieving moderate agreement (Cohen’s κ = 0.48).
Discrepancies were resolved through consensus dis-
cussions with a third annotator, and 430 offensive
cases were identified in the whole corpus.

Evaluation Protocol For both human evaluation
tasks, ten postgraduate students specializing in
Translation Studies were recruited as raters. They
were paired into five groups, with each pair eval-
uating the same translations to ensure double an-
notation. Prior to the assessment, all these anno-
tators received comprehensive training covering
guidelines for the MQM translation error typol-
ogy and offensive language classification, as well
as gaining contextual familiarity with gameplay
narratives through story walkthrough videos and
detailed character biographies. Target human and
machine translations were assessed on:

• Translation Quality Scoring: A five-point
Likert scale for measuring accuracy, fluency,
and audience appropriateness (from 1 = Poor
to 5 = Excellent);

• Offensive Language Rating: A three-degree
classification comparing the target translations
to the source texts (less offensive, neutral, or
more offensive).

To avoid the preference for human translations
and biases to machine outputs, each rater conducted
blind evaluations on a balanced mix of human and
machine translations for sentences randomly se-
lected from our original corpus. The evaluation
yielded 1,972 ratings through a dual-rater process
where each translation received independent ratings
from two annotators. This included linguistic qual-
ity assessments of 900 translations across fluency,
accuracy, and audience appropriateness, alongside
offensiveness evaluations on 86 translations.

Although prior work has shown that MQM anno-
tations typically achieve low inter-annotator agree-
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Figure 3: Model performance across different prompts at the sentence level. Each value represents the average score
per LLM for the respective metric, with bold numbers highlighting the best performance within each prompt.

Task Linguistics Quality Sociocultural Adequacy

Metric MQM Framework Offensive Language

Group Accuracy Fluency
Audience

Appropriateness
Degree
Rating

1 0.31 0.25 0.34 0.69
2 0.24 0.20 0.22 0.66
3 0.16 0.19 0.25 0.55
4 0.23 0.25 0.28 0.60
5 0.26 0.16 0.22 0.65

Table 1: Cohen’s κ values for inter-rater agreement.

ment (Freitag et al., 2021), the framework remains
valuable for identifying translation errors. As Ta-
ble 1 shows, the Cohen’s κ metric indicates a fair
level of inter-annotator agreement overall for hu-
man evaluations in the present study. Notably, of-
fensiveness ratings achieved higher consensus than
translation quality assessment, as evaluating lin-
guistic offensiveness is more straightforward than
assessing holistic translation quality.

4 Results and Analysis

4.1 Automatic Evaluation
Results in Figure 3 show that LLMs achieve rela-
tively low scores on n-gram overlap metrics, such
as BLEU and ROUGE. In contrast, they achieve
high scores on embedding-based metrics such as
BERTScore and COMET-series, suggesting that
LLMs make different lexical choices from refer-
ence translations, but still preserve source meaning.

In general, Qwen comes out on top among the
four candidate models. When paired with role-
playing prompts, it consistently delivers the best
performance, only slightly trailing DeepSeek on

the ROUGE metric. Therefore, we adopt Qwen
with role-playing prompts as the exemplar LLM to
generate the remaining translations for subsequent
human evaluation.

4.2 Human Evaluation

This section presents human evaluation results from
the MQM and offensive language ratings. Results
indicate that while LLM translations achieve an
adequate level of competence in linguistic quality
comparable to human translations, they still fall
short of sociocultural adequacy.

4.2.1 Linguistic Quality

Accuracy As shown in Table 2, LLM translations
achieve scores comparable to human translations,
with only marginal differences in accuracy. How-
ever, a closer analysis reveals that these similar
scores hide different translation strategies. LLMs
generally adopt a literal translation approach that
prioritizes close alignment with the source text,
yielding high accuracy scores when evaluations fo-
cus on textual correspondence. In contrast, human
translations often incorporate creative adaptations
to more effectively convey the underlying intent,
which may result in deviations from the source
text. For instance, while LLM translates “正好
饿着 zheng hao e zhe” (happen to be hungry) as
“I’m hungry”, human translators render it as “Per-
fect timing”, capturing the implied meaning that
hunger coincides favorably with a meal opportunity.
As a result, although human translations convey the
communicative purposes, they may receive lower
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Dimension Group Annotator Human (M±SD) LLM (M±SD) t p Sig.

Accuracy

1 1 4.62±0.71 4.56±0.86 0.57 0.573
2 4.59±0.73 4.51±0.92 0.63 0.530

2 3 4.26±0.80 4.19±1.07 0.47 0.637
4 4.68±0.62 4.59±0.81 0.83 0.407

3 5 4.14±0.82 3.48±1.57 3.58 < 0.001 ***
6 4.32±0.78 4.62±0.88 -2.42 0.016 *

4 7 4.73±0.65 4.70±0.76 0.32 0.752
8 4.11±1.08 4.66±0.81 -3.84 < 0.001 ***

5 9 4.16±1.03 4.01±1.30 0.83 0.410
10 3.82±1.41 3.49±1.67 1.45 0.150

Table 2: Annotator’s average accuracy ratings (M) with standard deviations (SD). Statistically significant differences
(t, p, and Sig.) in scores between human and machine translations (Welch’s t-test) are highlighted in bold.

scores under accuracy metrics emphasizing fidelity.
This observation suggests a potential limitation

in applying MQM standards to creative texts. Un-
like conventional translation tasks that prioritize
accuracy in conveying propositional content, game
localization often requires deliberate departures
from the source text to achieve cultural adaptation,
emotional resonance, and player engagement. Con-
sequently, the emphasis on source-target fidelity
may inadvertently penalize the creative translation
that enhances quality in gaming contexts, indicat-
ing that specialized evaluation frameworks may be
needed for assessing game localization.

Fluency Table 3 illustrates the model’s capacity
to generate fluent translations. Overall, the model
performs strongly in terms of grammatical accu-
racy and punctuation. However, the lower fluency
scores primarily stem from register inconsistencies
and unnatural sentence flow, including awkward
phrasing and redundant constructions that disrupt
reading comprehension. These issues indicate per-
sistent challenges in achieving stylistic precision
for LLMs and directly affect player immersion in
narrative-driven games. For instance, the LLM gen-
erates, “The evil monk who incited Jinchi Elder to
set fire to burn down Tang Seng and his disciples
many years ago”. This translation suffers from
redundant phrasing (set fire to burn down), and a
passive, less engaging sentence structure caused by
the use of a relative clause (who). In contrast, the
human translation reads, “The evil monks abetted
Elder Jinchi to burn the Great Sage and Tang Monk
alive”. This version is more concise and provides
more vivid details (burn ... alive).

The difficulty of achieving natural fluency can be
attributed to LLM’s tendency toward literal transla-
tion, which results in rigid and lengthy sentences
that disrupt the natural flow of dialogue. In contrast,

human translators would restructure sentences to
enhance readability. This observation aligns with
previous findings that LLM outputs are generally
more unnatural-sounding (Yan et al., 2024; Li et al.,
2025). The linguistic complexity of our dataset also
complicates the task, as it encompasses modern,
classical, and vernacular Chinese variants. The di-
verse language styles require the model to balance
formal linguistic structures with colloquial expres-
sions, which creates a tension between maintaining
structural fidelity and ensuring contextual fluency.

4.2.2 Sociocultural Adequacy
Audience Appropriateness Table 4 reveals a sig-
nificant performance gap between LLM and human
translations in tackling culture-specific terms, with
LLM outputs consistently receiving statistically
lower ratings. These relatively low ratings indicate
that LLMs struggle with interpreting cultural nu-
ances and appropriately conveying culture-specific
terms, primarily due to their tendency toward cul-
tural generalization and simplification. Table 5
illustrates culture-specific terms that require so-
cioculturally aware translations. The Chinese ex-
pression “能耐 neng nai” (ability) carries nuanced
connotations from genuine capability to sarcastic
mockery, which require translators to interpret con-
textual cues to determine appropriate rendering.
While human translators adapt their word choice to
these varying contexts, LLM flattens this term to
the emotionally neutral “ability” across all contexts
and compromises the pragmatic information.

Beyond the issue of cultural neutralization that
diminishes semantic connotations, the complexity
of culturally appropriate translation is further com-
pounded by diverse human preferences for localiza-
tion strategies. The ratings for human translations
exhibit notable variance and reflect disagreements
about optimal cultural adaptation approaches. This
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Dimension Group Annotator Human (M±SD) LLM (M±SD) t p Sig.

Fluency

1 1 4.67±0.62 4.53±0.64 1.42 0.157
2 4.58±0.70 4.48±0.67 0.97 0.331

2 3 4.41±0.72 4.52±0.84 -0.96 0.341
4 4.84±0.47 4.74±0.73 1.09 0.276

3 5 4.78±0.68 3.23±1.79 7.64 < 0.001 ***
6 4.81±0.45 4.54±0.74 2.94 0.004 **

4 7 4.79±0.59 4.62±0.73 1.69 0.093
8 4.59±0.78 4.51±0.82 0.65 0.516

5 9 4.57±0.72 4.42±1.02 1.10 0.273
10 4.20±1.32 3.83±1.44 1.78 0.076

Table 3: Annotator’s average fluency ratings (M) with standard deviations (SD).

Dimension Group Annotator Human (M±SD) LLM (M±SD) t p Sig.

Audience
Appropriateness

1 1 4.78±0.54 4.39±0.98 3.30 0.001 **
2 4.60±0.73 4.31±0.99 2.23 0.027 *

2 3 4.41±0.73 4.36±1.01 0.42 0.673
4 4.82±0.41 4.48±0.85 2.46 0.015 *

3 5 4.39±0.83 4.20±1.30 1.16 0.247
6 4.94±0.23 4.71±0.71 2.98 0.004 **

4 7 4.61±0.86 4.08±1.25 3.34 < 0.001 ***
8 4.51±0.97 4.27±1.26 1.46 0.148

5 9 4.32±0.89 4.31±1.07 0.08 0.940
10 4.52±0.97 3.68±1.34 4.84 < 0.001 ***

Table 4: Annotator’s average audience appropriateness ratings (M) with standard deviations (SD).

Source 这般能耐. . . . . .正好正好
Human A strong foe... Just what I need.
LLM This kind of ability... just right, just right.

Source 有能耐，就在此间报仇罢！
Human Then if you can, avenge him here and now!
LLM If you have the ability, come and take revenge here!

Table 5: Contextual variations in translating the culture-
specific term “能耐”.

complexity is exemplified in the translation of “妖
怪 yaoguai” (monster), where annotators disagreed
on the optimal strategy. While some favor direct
transliteration as “yaoguai” to preserve cultural au-
thenticity and introduce players to Chinese mytho-
logical concepts, others advocate for the culturally
adapted equivalent “monster” to enhance immedi-
ate comprehension and gameplay accessibility.

The divergent perspectives highlight a funda-
mental tension in game localization: the competing
demands of cultural preservation versus target au-
dience accessibility in creating engaging player
experiences. As human translators show divided
preferences for translation strategies, LLMs face
an ambiguous learning environment that lacks clear
optimization targets. Consequently, game localiza-
tion may necessitate continued human oversight for
cultural appropriateness. A potential solution is to
adopt a perspectivist approach to dataset creation,

which involves capturing multiple preferences from
different annotators instead of enforcing a single
ground truth (Cabitza et al., 2023). This would
enable LLMs to generate a spectrum of choices to
better serve the nuanced demands of localization.

Offensiveness Handling Figure 4 illustrates the
shifts of offensive intensity in human and LLM
translations compared to the source texts. Human
translations exhibit a broader range of variation,
with more instances of increased and decreased of-
fensiveness, which reflects strategic adjustments
on a case-by-case basis. For mitigation, translators
often substitute or omit highly offensive language,
particularly expressions targeting religion or gen-
der, to avoid offending and alienating the target
audience. Occasionally, they amplify provocative
elements for better characterization, plot develop-
ment, and emotional resonance to strengthen narra-
tive engagement and player immersion.

In contrast, LLM translations consistently main-
tain a neutral stance due to their reliance on literal
translation that fails to account for cultural nuances.
Since offensive language is deeply embedded in
cultural context and often carries implicit meaning,
LLMs struggle to capture the subtleties required
for effective cross-cultural adaptation. This lim-
itation is more pronounced with culture-specific
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Figure 4: Distribution of offensive language intensity in
human and LLM translations relative to source text.

expressions, such as idioms that demand cultural
interpretation over direct linguistic conversion.

As exemplified in Figure 5, LLMs tend to pre-
serve the original tone through literal translation,
while human translators strategically adjust offen-
sive language intensity to enhance immersive game-
play or align with target cultural norms. Inter-
estingly, LLM’s literal preservation can occasion-
ally prove advantageous in gaming contexts where
maintaining authentic character voices is crucial
for narrative integrity, as such direct translation
effectively conveys character traits like arrogance
and rudeness. However, given localization require-
ments, human post-editing is needed to ensure cul-
tural sensitivity in a global context.

Why bet on the Sutra, when one oneself can be a

Buddha?

Believe in what dog shit Buddha, I’d rather do it

myself.

信 甚 么狗 屁 如来  gou pi ru lai (dogshit

Tathāgata)，不如我自己来

Religious 

Demeaning

Derogatory 

Insult

Gender 

Bias

That little fox. I will find out if it’s true after I

hunt her down.

I’m sure I’ll have to catch that little bitch again

and play with her properly.

少不得要再把那小贱人 xiao jian ren (little bitch)

抓回来，好好耍子一番

You sneaky rascal!

What a little monkey!

好个小猢狲 xiao hu sun (little monkey)

Dimension Example Offensiveness

Figure 5: Examples of offensive language handling.

5 Conclusion

In this paper, we evaluate the performance of
LLMs in game localization by examining linguistic
quality and sociocultural adequacy. Our findings
indicate that while LLMs demonstrate sufficient
competence in general accuracy and fluency, they
encounter challenges in contextual adaptation of

culture-specific terms and offensive language. Evi-
dence from human evaluations suggests that most
automatic metrics and MQM standards may not
be appropriate for evaluating creative translation.
In addition, diverse human preferences in localiza-
tion create learning ambiguity for LLMs to identify
optimal translation strategies.

We consider our study as the first step to deepen
our understanding of the strengths and limitations
of LLMs in the translation of creative textual do-
mains. As LLMs continue to evolve, our results
highlight their promising potential as collaborative
tools in the professional game localization work-
flow. Particularly in the context of the translation
from Chinese to Western languages, where the
biggest challenge is conveying meanings from an
ancient culture with which those audiences are not
familiar, we sincerely hope that LLMs can help Sun
Wukong and the other heroes from future Chinese
releases in their own Journey to the West.

Limitations

Our experiment exclusively employs open-source
LLMs for reproducibility, thereby excluding pro-
prietary systems such as the GPT series. Future
studies could incorporate these models with larger
sizes to enable comprehensive benchmarking, and
clarify whether the limitations described above can
be overcome through the use of larger-scale, more
powerful architecture or they are inherent of the
LLM paradigm. While our corpus provides creative
contexts, its single-game focus limits the exposure
to a wider range of linguistic patterns, potentially
constraining the generalizability of our conclusions.
This constraint highlights the pioneering and scarce
availability of such culturally dense corpora. Ad-
ditionally, although our Chinese-to-English focus
aligns with the commercial demand for localizing
Chinese games into global markets, game localiza-
tion pipelines should support a larger number of
languages and ensure fair treatment of all the cul-
tures. Finally, due to the high cost of human anno-
tation, we could evaluate only a randomly sampled
subset of data. Our future work will address this
limitation through more efficient annotation.
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