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Welcome to the LM4DH workshop

Digital Humanities has emerged as an interdisciplinary field of research, serving as an intersection
of computer science with many other fields such as linguistics, social sciences, history, psychology,
etc. With the development of Large Language Models (LLMs), state-of-the-art Natural Language
Processing (NLP) tasks such entity recognition, text summarisation, diachronic analysis, and sentiment
modelling have been significantly enhanced, offering powerful tools to analyse and interpret complex
historical and cultural data. These advancements provide powerful tools for analysing and interpreting
intricate historical, cultural, and social data, enabling researchers to identify patterns, extract meaningful
relationships, and generate interpretations at unprecedented scale and precision.
Language Models for Digital Humanities (LM4DH) 2025 convened a collaborative platform for
researchers, practitioners, and students to explore, critique, and advance AI-driven methodologies. We
aimed to share technical innovations while fostering a community dedicated to ethically grounded and
socially meaningful applications of LLMs.
We received 23 high-quality submissions for the LM4DH 2025 workshop, spanning a diverse range
of topics at the intersection of language models and Digital Humanities: including computational
linguistics, historical document processing, music augmentation, rhetorical analysis, sociolinguistic
forecasting, ancient language parsing, and mental health text classification. Following a rigorous peer-
review process, 18 papers were accepted for presentation and publication in the workshop proceedings.
The workshop featured two distinguished keynote speakers who offered valuable insights at the
intersection of computational linguistics and digital humanities. Dr. Alessio Miaschi from the ItaliaNLP
Lab at the Istituto di Linguistica Computazionale (CNR-ILC), Pisa, delivered a talk titled "From LLM
Evaluation to Digital Social Reading," in which he examined the interpretability and evolution of
neural language models and their growing relevance to linguistic research, outlining key scenarios
where NLP can enrich humanistic modes of reading and interpretation. Complementing this, Professor
Paul Rayson from Lancaster University showcased the practical applications of digital humanities in
geospatial narrative processing, demonstrating how computational tools can map and contextualise
historical testimonies across time and space. He further reflected on the future trajectory of the field,
underscoring the indispensable role of interdisciplinary collaboration in ensuring the methodological
rigour, innovation, and societal impact of digital humanities projects.
The success of LM4DH 2025 would not have been possible without the generous contributions of
many exceptional individuals who supported this initiative. First and foremost, we extend our deepest
gratitude to the authors who submitted their innovative work, helping to advance the vital intersection
of language models and Digital Humanities. We are equally indebted to the members of the Program
Committee, whose thoughtful engagement, timely reviews, and incisive feedback were instrumental
in shaping the workshop’s scholarly quality. Their dedication not only elevated the rigor of accepted
submissions but also ensured the program reflected the highest standards of academic excellence and
interdisciplinary innovation. Together, they have not only documented the state of the art but have
helped define its future.

Organisers of LM4DH 2025
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Abstract 

We present HamRaz, a culturally adapted 

Persian-language dataset for AI-assisted 

mental health support, grounded in Person-

Centered Therapy (PCT). To reflect real-

world therapeutic challenges, we combine 

script-based dialogue with adaptive large 

language models (LLM) role-playing, cap-

turing the ambiguity and emotional nuance 

of Persian-speaking clients. We introduce 

HamRazEval, a dual-framework for as-

sessing conversational and therapeutic 

quality using General Metrics and special-

ized psychological relationship measures. 

Human evaluations show HamRaz outper-

forms existing baselines in empathy, coher-

ence, and realism. This resource contributes 

to the Digital Humanities by bridging lan-

guage, culture, and mental health in un-

derrepresented communities. 

1 Introduction 

Recent advancements in Large Language Models 

have significantly expanded the potential of AI in 

supporting mental health, particularly through 

simulating therapeutic conversations. These mod-

els are capable of producing coherent, context-

sensitive, and emotionally resonant responses, 

making them increasingly useful in preliminary 

mental health screenings, emotional support sys-

tems, and AI-powered conversational agents 

(Hua et al., 2024; Stade et al., 2024). Despite 

these achievements, most research in this domain 

remains focused on English and East Asian con-

texts, overlooking the cultural and linguistic di-

versity required for truly inclusive mental health 

support. 

 
* Corresponding author. 

    In particular, Persian-speaking communities re-

main underserved in this space. Cultural norms, 

language structures, and societal values deeply in-

fluence the therapeutic process, affecting both 

how individuals express emotional distress and 

how they respond to interventions. Yet, no com-

prehensive efforts have been made to build cultur-

ally relevant, Persian-language datasets or thera-

peutic AI systems, leaving a significant gap in 

both research and application. 

    Moreover, while Cognitive Behavioral Therapy 

(CBT) (Beck, 1979) has commonly been adopted 

in AI-based simulations, its dependency on diag-

nostic precision and structured intervention 

frameworks poses a challenge for LLMs, which 

lack clinical reasoning capabilities. In contrast, 

Person-Centered Therapy (PCT) (Rogers, 

1951)—a humanistic approach that emphasizes 

empathy, non-directiveness, and the client’s own 

voice—aligns more naturally with the conversa-

tional and generative strengths of LLMs, making 

it a more suitable foundation for AI-driven thera-

peutic dialogues. 
    Existing approaches to generating psychother-

apy datasets, such as Two-Agent Mode (fully 

LLM-driven simulations) (Zhou et al., 2023) or 

Script-Based methods (predefined conversation 

templates), often fall short in realism and com-

plexity. These methods tend to produce unnatural 

or overly simplistic dialogues, failing to capture 

the ambiguity, emotional conflict, and indirect ex-

pression typical of real therapeutic settings. They 

also frequently portray therapy as overly effective 

within a single session, misrepresenting the grad-

ual and nonlinear nature of psychological healing. 

    To address these issues, we introduce HamRaz, 

the first Persian-language dataset designed for 

PCT-based AI therapy. Our approach combines 
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the structural clarity of scripted scenarios with the 

adaptability of LLM role-playing to generate 

more realistic and emotionally rich interactions. 

In addition, we propose HamRazEval, a two-tier 

evaluation framework that measures both general 

conversational quality and therapeutic depth using 

adapted Barrett-Lennard Relationship Inventory  

metrics (S. Chen, Liao, F., Murphy, D., & Jo-

seph, S. , 2023). This contribution aims to ad-

vance culturally sensitive mental health AI by 

providing a novel resource tailored to Persian-

speaking users, while offering generalizable in-

sights into human-aligned therapy simulations. 
    The overall architecture of the HamRaz simu-

lation framework is illustrated in Figure 1. 

2 Related Works 

2.1 Dataset for Simulated Counseling and 

Therapy 

Several studies have explored the use of large lan-

guage models to simulate counselor-client inter-

actions for generating training data in LLM-based 

therapy models. For instance, Psych8k (Liu et al., 

2023) includes 8,187 instruction pairs from 260 

counseling sessions. CPsyCounD (Zhang et al., 

2024) contains 3,134 multi-turn consultation dia-

logues generated based on real reports in Chinese 

contexts. PATIENT-Ψ (Wang et al., 2024) empha-

sizes LLM-generated patient interactions for men-

tal health training. Moreover, CACTUS (Lee et 

al., 2024) is a multi-turn dialogue dataset designed 

to emulate real-life counseling interactions using 

Cognitive Behavioral Therapy techniques.  

In spite of these developments, challenges re-

main regarding cultural and language adaptation 

and the integration of Person-Centered therapeutic 

approaches. 

 
2 ehyacenter.com 

2.2 LLMs for Mental Health Applications 

The application of large language models in psy-

chological counseling and mental health support is 

a growing area of research. several models have 

been developed with a focus on mental health in-

terventions. Psy-LLM (Lai et al., 2023) integrates 

pre-trained LLMs with professional psychological 

content to enhance counseling responses, while 

ChatCounselor (Liu et al., 2023) is a fine-tuned 

model based on the Psych8k dataset, designed to  

improve mental health support. Additionally, Soul-

Speak (Zhang & Luo, 2024) incorporates a dual-

memory system for long-term context retention, 

while a hybrid model explored in (Yu & 

McGuinness, 2024) combines DialoGPT and 

ChatGPT-3.5 for psychological support. PsyChat 

(Qiu et al., 2023) and SimPsyBot (Qiu & Lan, 

2024) simulate counselor-client interactions, en-

hancing the realism of therapeutic dialogues.  

    Despite these advancements, most models lack 

cultural adaptation for Persian-speaking users. Our 

work addresses this gap by integrating person-cen-

tered therapy principles into a Persian-language 

LLM-driven therapy framework, enhancing cul-

tural relevance and accessibility. 

3 Methodology 

3.1 Data Collection 

We developed a dataset for Persian person-cen-

tered therapy by crawling publicly accessible psy-

chological question-and-answer interactions. The 

data was sourced from Iranian psychology web-

sites and forums, including ehyacenter2, mo-

shaverfa , and simiaroom, where individuals from 

Iran openly post their mental health queries and 

psychologists provide answers. 

Figure 1: The architecture of the HamRaz simulation framework. 
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Given that all crawled content was already in the 

public domain and universally accessible, this ap-

proach ensures the dataset accurately captures real-

world psychological concerns and therapeutic dia-

logues prevalent in the Iranian cultural setting. 

   Through this process, we successfully collected 

4,000 user-submitted questions, covering a wide 

range of mental health issues. The dataset’s authen-

ticity and cultural relevance were maintained by se-

lecting platforms frequented by Persian-speaking 

users seeking psychological advice. These ques-

tions and problem statements inherently reflected 

cultural nuances, societal expectations, and region-

specific challenges, making them particularly val-

uable for developing a context-aware person-cen-

tered therapy model. You can find a Sample of 

questions in Appendix B. 

3.2 Ensuring Data Privacy 

To ensure the privacy and confidentiality of the 

dataset, we undertook a meticulous process of re-

viewing and preprocessing each text entry. This 

step was essential to mitigate the risk of exposing 

sensitive or personally identifiable information and 

to prepare the data for subsequent analysis in an 

ethical and responsible manner. We carefully anon-

ymized all data entries to remove or obscure any 

information that could directly or indirectly iden-

tify individuals. Specific measures included: 

• Personal names were replaced with ge-

neric labels such as “Person A” or “Partic-

ipant X.” 

• Specific geographic details were replaced 

with broader terms like “residential area” 

or “large city. 

• Exact dates were generalized to months or 

even years, depending on the context. 

• Any unique identifiers, such as phone 

numbers, email addresses, or social media 

handles, were completely removed. 

• Contextual Adjustments: Context-specific 

identifiers, such as job titles (“CEO of X 

Company”) or project names, were anony-

mized to generic terms like “senior man-

ager” or “project leader.” 

3.3 Topic Classification and Filtering 

To refine the dataset and ensure alignment with 

Person-Centered Therapy (PCT) principles, we 

employed GPT-4o (OpenAI, 2023) with a struc-

tured prompt to classify the 4,000 collected ques-

tions into 16 predefined mental health categories. 

These categories were selected based on their ther-

apeutic relevance to PCT, covering a wide range of 

psychological concerns such as anxiety disorders, 

depression, PTSD, self-esteem issues, relationship 

difficulties, grief and loss, stress management, life 

transitions, personal growth, eating disorders, sub-

stance abuse, behavioral issues in youth, identity 

and self-concept challenges, workplace stress,  

chronic illness adjustment, and existential con-

cerns. 

    GPT-4o was prompted to follow a binary classi-

fication process, assessing whether each question 

matched one or more of the predefined topics. Non-

relevant questions, such as those focused on medi-

cal or technical advice, were automatically ex-

cluded. The full prompt and topic definitions are 

provided in Appendix A. This process ensured that 

the dataset remained focused, culturally relevant, 

and suitable for person-centered therapy applica-

tions. The distribution of topics is shown in Figure 

2. 

3.4 Client Profiling 

Once the dataset was refined to include only thera-

peutically relevant questions, the next step in-

volved profiling each user submission to extract 

key psychological insights. This profiling process 

aimed to categorize emotional themes, psycholog-

ical issues, and contextual factors, enabling a 

deeper understanding of user concerns and facili-

tating more nuanced therapy simulations.  

To achieve this, we utilized GPT-4o to analyze 

each message and generate a structured profile cap-

turing: (1) Emotional Themes (e.g., fear, sadness, 

insecurity), (2) Key Psychological Issues (e.g., 

trust problems, abandonment, low self-esteem), (3) 

Past Experiences (e.g., childhood trauma, family 

Figure 2: Topic Distribution 
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conflict), (4) Patterns and Behaviors (e.g., 

overthinking, avoidance, reassurance seeking), (5) 

Desired Outcomes (e.g., coping strategies, emo-

tional relief, validation), and (6) Contextual Factors 

(e.g., age, family dynamics, workplace or societal 

stressors). 

The profiling process enriched the dataset by 

categorizing user concerns into key psychological 

themes, allowing the LLM-driven therapy model to 

generate more tailored and empathetic responses. 

Using a structured prompt-based approach (de-

tailed in Appendix A), the model analyzed, catego-

rized, and extracted relevant insights from user 

messages. This method ensured that each concern 

was not only thematically classified but also con-

textually understood, enhancing the dataset's psy-

chological depth and enabling more realistic ther-

apy simulations. An example of a generated client 

profile is in Figure 3. 

Across 3,400 profiled messages, multiple emo-

tional themes were typically present in each query. 

The most frequent themes were frustration (2,914), 

sadness (2,124), anxiety (1,306), fear (1,228), inse-

curity (1,224), and confusion (1,150). Less fre-

quent but notable emotions included concern (678), 

helplessness (415), disappointment (266), and guilt 

(216). This distribution highlights that relational 

strain, self-worth challenges, and anxiety-related 

struggles are among the most prominent concerns 

expressed by Persian-speaking clients in the da-

taset. 

3.5 Adding Complexity to Client Statements 

To improve the realism of client interactions, we 

introduced complexity in half of the user profiles 

by modifying their statements to reflect unclear, in-

direct, or conflicting expressions. This step aimed 

to simulate real-world therapy challenges, where 

clients may struggle with articulating emotions, ex-

pressing mixed feelings, or avoiding sensitive top-

ics. 

Using GPT-4o, we applied a structured com-

plexity-enhancement prompt (detailed in Appendix 

A) to analyze user profiles and assign relevant 

characteristics to each case. These characteristics 

were categorized into Unclear Statements, Indirect 

Statements, Conflicting Statements, Mixed Emo-

tions, Avoidant or Defensive Responses, Cultural 

Ambiguities.  Each user’s psychological profile and 

contextual factors were used to assign one or more 

complexity traits, ensuring that therapy dialogues 

remained nuanced and reflective of real client ex-

periences. 

3.6 Simulating Psychotherapy Session 

We structured the simulated therapy sessions using 

a five-stage framework based on Person-Centered 

Therapy (PCT) principles. These stages were de-

signed to mirror real-life therapy sessions, guiding 

the interaction between the client and psychologist 

in a natural, progressive manner. By systematically 

defining each stage, we ensured that LLM-driven 

therapy simulations maintained coherence, thera-

peutic effectiveness, and emotional realism. 

The simulated sessions followed five PCT-based 

stages: (1) building rapport and trust, (2) active em-

pathetic listening, (3) encouraging self-exploration, 

(4) supporting growth and change, and (5) review-

ing and closing . 

To ensure realism in AI-driven therapy simula-

tions, we used a structured prompt-based process 

that mapped each client profile onto five therapy 

stages. At each stage, the model selected emotions, 

expressions, and behaviors from predefined op-

tions, creating coherent and fluid dialogues that 

captured emotional ambiguity and nuanced strug-

gles, resulting in consistent and realistic therapeu-

tic interactions. The structured prompt design is de-

tailed in Appendix A, and an example is provided 

in Appendix B. 

Client Question: 

“Hello,   

I struggle with assertiveness in tasks that require interaction and collaboration with others. Sometimes, being too available, compromising too much, accepting others' mis-

takes, and constantly giving in make me feel exhausted and worthless. In response, I become stubborn as a way to make those around me realize how they've taken advantage 

of my flexibility.   

I want to understand the difference between stubbornness and assertiveness. Also, I need guidance on how to recognize when I should be assertive. I naturally tend to be soft 

and flexible, but I feel that it's not always the right approach.” 

 

Client Profile: 

{ 

  "emotional_themes": ["frustration", "insecurity", "exhaustion", "confusion", "desire for assertiveness"], 

  "key_psychological_issues": ["lack of assertiveness", "fear of being taken advantage of", "self-worth issues", "difficulty in setting boundaries"], 

  "past_experiences": ["experiences of being overly accommodating in relationships", "feelings of being undervalued or unappreciated"], 

  "patterns_and_behaviors": ["over-accommodating behavior", "difficulty in asserting needs", "oscillation between flexibility and stubbornness"], 

  "desired_outcome": "guidance on distinguishing between assertiveness and stubbornness, and strategies for being more assertive", 

  "contextual_factors": ["the user is likely in a collaborative work environment", "the user may have a tendency to prioritize others' needs over their own"] 

} 

 

Figure 3: Example of a client question and its generated profile. 
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3.7 Generating a Storyline 

We improved the clarity and authenticity of therapy 

dialogues by first generating a narrative storyline 

before converting it into dialogue. This intermedi-

ate step ensured that therapy interactions felt natu-

ral and human-like, rather than fragmented LLM-

generated responses. Using GPT-4o, we structured 

therapy sessions into a five-stage narrative, inte-

grating the client's emotional themes, psychologi-

cal issues, and past experiences. This approach pro-

vided a logical emotional progression, aligning cli-

ent interactions with realistic therapeutic dynamics. 

A storyline-first approach ensured a natural 

emotional arc, avoiding disjointed exchanges. It 

also allowed for richer context, incorporating body 

language, pauses, tone shifts, and facial expres-

sions—elements often missing in direct LLM-gen-

erated dialogue. Additionally, by shaping the ses-

sion as a narrative before dialogue conversion, we 

improved control over the conversation’s flow, 

leading to more lifelike therapy simulations in Per-

sian. The full prompt and an example of this pro-

cess are detailed in Appendix A and B. 

3.8 Converting the Storyline into Dialogue 

Format 

Our methodology aligns with findings from CAC-

TUS research (Lee et al., 2024). This study com-

pared two methods for generating psychotherapy 

dialogues: (1) Two-Agent Mode (Zhou et al., 

2023), where separate models assume the roles of 

the client and therapist, and (2) Script Mode, where 

dialogue is generated from a structured script with 

predefined client and counselor information. (see 

Appendix A and B) 

 

3.8.1 Generating Dialogue using Script Mode 

 

To generate structured therapy dialogues, we trans-

formed the narrative-based therapy sessions into a 

scripted dialogue format between a therapist and a 

client. This approach ensured that conversations 

maintained a natural flow and therapeutic coher-

ence, reflecting the dynamics of real-world psycho-

therapy sessions. 

Results in CACTUS research demonstrated that 

scripted dialogue generation produces more natural 

and well-constructed conversations compared to 

Two-Agent Mode. Inspired by these findings, we 

adopted a scripted approach, ensuring that the ther-

apist-client interactions were coherent, 

psychologically grounded, and contextually 

aligned with Person-Centered Therapy principles. 

To guide this transformation, we utilized a de-

tailed prompt-based methodology, incorporating 

client profiles, emotional themes, past experiences, 

and cognitive patterns into the dialogue generation 

process. This approach enabled us to create a high-

quality, culturally nuanced dataset of Persian ther-

apy conversations, allowing for more effective 

LLM-driven psychotherapy sessions simulations. 

3.8.2 Role-Playing LLM-to-LLM Interactions 

We introduce a novel hybrid approach to improve 

the dynamic quality, conversational depth, and psy-

chological validity of therapy dialogues. This ap-

proach integrates script mode with two-agent 

mode, combining the structural benefits of pre-

scripted dialogues with the flexibility of agent-

based interactions. It enables two LLM-based 

agents to simulate a therapist-client conversation, 

refining the dialogue dynamically while maintain-

ing adherence to Person-Centered Therapy (PCT) 

principles. 

In this framework, one agent assumes the role of 

the therapist, guided by a system prompt designed 

to enforce PCT techniques such as reflective listen-

ing, open-ended questioning, and non-directive en-

gagement. The second agent assumes the role of 

the client, ensuring responses align with a prede-

fined user profile, including emotional states, past 

experiences, and psychological patterns. Unlike 

conventional two-agent systems, where LLMs in-

teract freely and often generate inconsistencies, our 

approach structures these interactions around a pre-

scripted baseline dialogue, which is iteratively re-

fined at each conversational turn. 

3.8.3 A Hybrid Approach: Combining Script 

Mode and Two-Agent Mode 

While pre-scripted dialogues offer consistency, 

they often lack the spontaneity and adaptability es-

sential for realistic therapeutic interactions, fre-

quently failing to adjust to subtle shifts in client 

emotions and the natural flow of conversation. To 

overcome these limitations, we introduce a hybrid 

approach that synergizes script mode with two-

agent interactions. This method utilizes pre-

scripted dialogues as a foundational framework, 

which is then dynamically refined by LLM agents 

at each conversational turn, ensuring dialogues re-

main structured yet flexible and capable of 
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incorporating real-time adjustments without sacri-

ficing coherence. 

Our initial scripted dialogues, though consistent, 

tended to be mechanical and lacked the depth and 

natural conversational flow characteristic of genu-

ine therapy. Emotional transitions were often ab-

rupt or unclear, and some therapist responses, while 

aiming for PCT principles, inadvertently became 

overly directive. Furthermore, the absence of im-

plicit non-verbal cues, such as natural pauses or 

subtle tone shifts that LLM agents can emulate, di-

minished the realism of these simulations. 

   To address these challenges, we implemented a 

dynamic iterative refinement loop driven by the 

two agents: 

1. Foundation: Each conversational ex-

change begins with a segment from the 

pre-generated storyline/script. This pro-

vides a thematic guide and ensures overall 

narrative consistency. 

2. Therapist Agent’s Turn: The therapist 

agent receives the full conversation history 

up to the current point, along with the pre-

scripted response designated for its current 

turn. Crucially, it also considers the client’s 

actual previous utterance. Based on this 

immediate context, the therapist agent dy-

namically adapts and refines its pre-

scripted line. The goal is to ensure its re-

sponse is not only coherent with the 

script’s intention but also genuinely empa-

thetic, context-aware, and strictly adherent 

to Person-Centered Therapy (PCT) princi-

ples, such as reflective listening and emo-

tional validation, in direct response to the 

client’s latest statement. 

3. Client Agent’s Turn: The client agent re-

ceives the conversation history, including 

the therapist’s dynamically adapted re-

sponse. Informed by its pre-defined profile 

(emotional themes, psychological issues, 

past experiences, and complexity charac-

teristics), the client agent generates a natu-

ral and contextually appropriate response. 

This allows for the incorporation of realis-

tic client behaviors such as hesitation, de-

fensiveness, emotional ambiguity, or cog-

nitive dissonance, mirroring the complexi-

ties of genuine psychotherapy sessions. 

4. Iteration: This process of receiving a 

scripted guideline, dynamically adapting it 

(therapist) or responding naturally (client) 

based on the immediate prior turn and pro-

file, repeats for each subsequent turn in the 

dialogue. 

 

This iterative refinement loop is the core of our 

hybrid method. It maintains dialogue coherence by 

anchoring the conversation to the storyline, while 

significantly enhancing flexibility and realism 

through agent-based, turn-by-turn adjustments. 

The hybrid method demonstrably improved the 

depth and quality of the generated therapy dia-

logues. Interactions became longer, more nuanced, 

and more closely mirrored the ebb and flow of real 

therapeutic conversations. The therapist agent 

showed improved adherence to PCT principles, 

and each conversational turn remained contextu-

ally grounded, mitigating the risk of incoherent or 

repetitive exchanges. 

 

   To ensure that the generated dialogues are both 

authentic and therapeutically faithful, we adopted 

a multi-step generation pipeline. Each step was 

chosen with a specific rationale. Client profiling 

anchors the process in real, culturally grounded 

concerns rather than purely synthetic prompts. 

Adding complexity introduces ambiguity and in-

directness, which are hallmarks of real therapy 

conversations in Persian cultural contexts. The 

storyline-first step prevents fragmented ex-

changes by ensuring a natural emotional arc 

aligned with the five PCT stages. Converting 

storylines into script format maintains structural 

coherence and preserves therapeutic fidelity, 

while the hybrid agent-based refinement injects 

spontaneity, variability, and context-sensitive em-

pathy into the dialogue. Together, these steps bal-

ance creativity with therapeutic fidelity: the dia-

logues remain flexible and human-like while con-

sistently adhering to Person-Centered Therapy 

principles of empathy, non-directiveness, and un-

conditional positive regard.  Following this pro-

cess, we constructed the HamRaz dataset. 

HamRaz is a Persian term that reflects the idea of 

a confidant—someone with whom individuals 

feel safe sharing their secrets and receiving empa-

thy. This name embodies the dataset’s focus on 

fostering trust and authentic, client-centered ther-

apeutic dialogues. 

    A full summary of dataset statistics, including 

dialogue counts, average session length, category 

distribution, and emotional theme frequencies, is 

provided in Appendix C. 
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4 Experiment 

Evaluating the effectiveness of psychotherapy dia-

logues requires assessing both the counselor’s con-

versational abilities and the psychological impact 

on the client. Traditional evaluation approaches, 

such as automatic or single-turn assessments, fail 

to capture the nuanced dynamics of therapeutic in-

teractions, making them unsuitable for assessing 

the quality of person-centered therapy. To address 

these limitations, we propose a comprehensive 

evaluation framework tailored for LLM-driven 

Persian therapy simulations. 

4.1 HamRazEval Framework 

We introduce a two-tier evaluation framework de-

signed to assess the quality of therapy dialogues 

based on conversational coherence, engagement, 

and therapeutic effectiveness. Our framework con-

sists of (1) a general conversational evaluation 

(GeneralEval) to assess the dialogue’s structural in-

tegrity and fluency, and (2) the Barrett-Lennard Re-

lationship Inventory (BLRI) assessment to evaluate 

the psychologist’s ability to foster a facilitative 

therapeutic environment. This dual assessment en-

sures a holistic evaluation of LLM-generated psy-

chotherapy sessions. 

4.1.1 General Conversational Evaluation 

We assess the overall conversational quality of 

therapy sessions using six core metrics: 

• Coherence: The logical consistency and 

relevance of responses within the dia-

logue. 

• Engagement: The level of active partici-

pation and mutual responsiveness between 

the psychologist and the client. 

• Fluency: The grammatical correctness 

and naturalness of language used. 

• Diversity: The richness of vocabulary and 

avoidance of repetitive phrasing. 

• Humanness: The authenticity of the dia-

logue in resembling real human interac-

tions. 

• Collaboration & Balance: The extent to 

which both participants contribute mean-

ingfully to the conversation. 

 

Each metric is rated on a Likert scale from 1 to 10, 

where higher scores indicate superior conversa-

tional quality. The evaluation is performed on mul-

tiple dialogues to ensure robustness and reliability. 

4.1.2 Therapeutic Relationship Assessment 

To measure the effectiveness of the psychologist’s 

approach in fostering a supportive person-centered 

interaction, we employ a 12-item adaptation of the 

Barrett-Lennard Relationship Inventory (mini-

BLRI) (Chen, 2023). This assessment evaluates the 

psychologist’s empathy, unconditional positive re-

gard, and congruence. The detailed 12 criteria used 

for evaluation are provided in Appendix C. 

Each criterion is rated on a scale from -3 to +3, 

where +3 signifies a strong presence of the attrib-

ute, and -3 indicates its absence. A higher cumula-

tive BLRI score reflects a more effective therapeu-

tic relationship. 

4.2 Experiment Setup 

For evaluation, we randomly sampled 100 user-

submitted questions from the HamRaz dataset, 

while the remaining data was reserved for training 

and fine-tuning. These 100 evaluation samples 

were then compared against Script Mode and Two-

Agent Mode baselines to assess therapeutic realism 

and conversational quality. 

Since no multi-turn Persian-language psycho-

therapy dataset exists—particularly one aligned 

with Person-Centered Therapy (PCT)—we devel-

oped two baseline datasets using the Script Mode 

and Two-Agent Mode methodologies. These da-

tasets were compared with the HamRaz dataset to 

evaluate improvements in therapeutic realism and 

conversational quality. 

We fine-tuned LLaMA 3.1 8B (Dubey et al., 

2024) on each dataset to serve as the therapist agent 

in evaluation settings. This model was chosen for 

its demonstrated strength in psychological reason-

ing, as reflected in the PsychoLex benchmark (Ab-

basi et al., 2024). 

While we initially aimed to collaborate with a li-

censed clinical psychologist for expert evaluation, 

logistical constraints prevented us from securing 

external clinical review. Consequently, we, the au-

thors, conducted the evaluation manually using 

structured criteria grounded in prior works. Our ac-

ademic backgrounds in natural language pro-

cessing and interdisciplinary mental health re-

search allowed us to apply the metrics with in-

formed judgment. 

Specifically, we used a two-tier framework in-

troduced in Section 4.1: (1) the GeneralEval rubric 

assessing dialogue coherence, fluency, humanness, 

and balance, and (2) a 12-item adaptation of the 

Barrett-Lennard Relationship Inventory (BLRI) to 

7



8 

 
 

assess empathy, congruence, and positive regard in 

therapist responses. All dialogues were rated inde-

pendently and cross-checked for consistency. 

The results demonstrate that HamRaz outper-

forms both baselines in all core dimensions. Com-

pared to Script Mode and Two-Agent Mode, 

HamRaz achieved significantly higher scores in 

both BLRI and GeneralEval, indicating superior 

therapeutic alignment and conversational authen-

ticity. These findings support the effectiveness of 

our hybrid generation approach and reinforce the 

value of culturally grounded datasets in improving 

LLM-based mental health support. 

Although the absence of external expert judg-

ment is a limitation, the use of structured evaluation 

criteria and the consistency of rating across multi-

ple sessions provide a replicable and transparent 

foundation for future benchmarking. 

4.3 Results 

The evaluation results clearly demonstrate that 

the HamRaz dataset outperforms both Script Mode 

and Two-Agent Mode across all key dimensions of 

conversational and therapeutic quality. As shown in 

Table 1, when compared with Script Mode, 

HamRaz achieved a markedly higher BLRI score 

and GeneralEval score, indicating more empa-

thetic, engaging, and human-like interactions. In 

comparison with Two-Agent Mode, HamRaz again 

achieved notably higher scores on both the BLRI 

and GeneralEval assessments, reflecting substan-

tial gains in conversational coherence and thera-

peutic alignment. The detailed comparison is pre-

sented in Table 2.  The elevated BLRI scores high-

light HamRaz's effectiveness in capturing essential 

components of Person-Centered Therapy (PCT), 

such as empathy, unconditional positive regard, 

and congruence. Similarly, the consistently higher 

GeneralEval metrics affirm that HamRaz fosters 

more coherent, fluent, and natural interactions than 

either baseline method. 

These results validate the impact of our hybrid 

generation approach and culturally grounded meth-

odology. In particular, they demonstrate that da-

taset quality and design—especially when tailored 

to the linguistic and cultural characteristics of the 

target community—play a more critical role in 

therapeutic dialogue success than model-specific 

factors alone. 

Overall, HamRaz sets a new benchmark for Per-

sian-language psychotherapy simulations, offering 

a realistic, empathetic, and person-centered foun-

dation for future research in LLM-driven mental 

health support. 

5 Conclusions 

We introduced HamRaz, a culturally adapted Per-

sian-language dataset for Person-Centered Ther-

apy, combining script-based dialogues with LLM 

role-playing to simulate realistic and emotionally 

complex interactions. Using a structured human 

evaluation framework (HamRazEval), we showed 

that HamRaz outperforms existing methods in both 

conversational quality and therapeutic alignment. 

This work contributes a novel resource at the inter-

section of language technologies and digital mental 

health, supporting future research in culturally 

grounded AI applications for underrepresented 

communities. 

 

Limitations 

While HamRaz represents a meaningful step for-

ward in developing culturally aligned LLM-driven 

mental health resources, particularly within the 

framework of Person-Centered Therapy (PCT) for 

Persian speakers, it is not without limitations. First, 

the evaluation process was conducted by the au-

thors rather than clinical experts due to resource 

and logistical constraints. Although structured ru-

brics were applied and prior research supports the 

validity of such approaches, future work would 

benefit from incorporating assessments by licensed 

mental health professionals to enhance credibility. 

    Second, the dataset’s focus on PCT within a Per-

sian sociocultural context may reduce its applica-

bility to other therapeutic approaches or linguistic 

communities. Finally, since parts of the data rely on 

web-based content, potential sampling bias from 

Method BLRI Score General Score 

Script mode 1.84 8.06 

HamRaz 2.85 9.31 

Table 1:  Comparison of HamRaz and Script 

Mode on BLRI and General Scores. 

 

 
Method BLRI Score General Score 

Two-Agent mode 1.58 8.03 

HamRaz 2.85 9.55 

Table 2:  Comparison of HamRaz and Two-

Agent Mode on BLRI and General Scores. 
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the source platforms may affect the diversity and 

representativeness of client profiles. 

 

Ethical Considerations 

The development of HamRaz, a culturally adapted 

Persian-language mental health dataset, necessi-

tates a strong ethical foundation to ensure privacy, 

cultural sensitivity, and responsible AI use. Given 

the delicate nature of psychological conversations, 

we have taken proactive measures to address key 

ethical concerns. 

First, privacy and data protection were priori-

tized by sourcing data exclusively from publicly 

available forums while ensuring complete anony-

mization to safeguard user identities. Additionally, 

cultural sensitivity was embedded into the dataset 

design, ensuring that conversations reflect the nu-

ances of Persian-speaking communities without re-

inforcing biases or stereotypes. 

Despite the benefits of AI-driven therapy simu-

lations, HamRaz is not a substitute for professional 

psychological care. Large language models 

(LLMs) lack the clinical judgment required for 

mental health diagnosis and crisis intervention. 

Therefore, it is crucial that AI-generated interac-

tions remain supportive rather than directive, with 

clear disclaimers advising users to seek profes-

sional assistance when necessary. 

Furthermore, to mitigate biases inherent in AI 

models, we implemented structured data filtering 

and validation mechanisms, ensuring diverse rep-

resentation while avoiding reinforcement of harm-

ful narratives. Lastly, responsible AI deployment is 

essential—HamRaz should only be used in ethi-

cally guided research and applications, with safe-

guards to assess the impact of AI-generated coun-

seling. 
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A Prompts 

The prompt used for filtering psychological 

questions is shown in Figure 4. The process for an-

alyzing user input and constructing a client profile 

is illustrated in Figure 5. Adding complexity to the 

user profile is detailed in Figure 6, while Figure 7 

defines the stages of a psychotherapy session. The 

simulation of the therapy session flow is depicted 

in Figure 8, and the creation of a storyline for the 

session is presented in Figure 9. A structured ap-

proach is used to generate a therapy session based 

on a script, as shown in Figure 10. Additionally, 

separate prompts are designed for the client role 

(LLM) (Figure 11) and the therapist role (Figure 

12), ensuring an interactive and dynamic session. 

Furthermore, prompts are developed to generate a 

realistic psychotherapy session dialogue between a 

therapist and a client (LLM-to-LLM) (Figure 13). 

Figure 14 presents the Client Agent Evaluation, 

which assesses the client's engagement, response 

coherence, and overall interaction quality. Figure 

15 illustrates the Psychologist Evaluation, focusing 

on the therapist's interventions, empathy, and ad-

herence to therapeutic techniques. 
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You are an expert assistant tasked with filtering psychological questions or problems to determine if person-centered therapy (PCT) could be a suitable ap-

proach for addressing the issues presented. Use the following comprehensive list of issues where PCT is applicable as your primary guideline: 

• Anxiety Disorders   

• Depression   

• Post-Traumatic Stress Disorder (PTSD)   

• Self-Esteem Issues   

• Relationship Difficulties   

• Grief and Loss   

• Stress Management   

• Life Transitions   

• Personal Growth and Self-Actualization   

• Eating Disorders   

• Substance Abuse and Addiction   

• Behavioral Issues in Children and Adolescents   

• Identity and Self-Concept Issues   

• Workplace Stress and Burnout   

• Chronic Illness Adjustment   

• Existential Concerns   

For each question or problem:   

1. Analyze the Text: Identify whether the problem aligns with one or more issues on the list above.   

2. Evaluate for Applicability: Determine if the problem involves emotional distress, relational challenges, self-awareness, or difficulties requiring empathy, 

acceptance, and non-directive support. This includes problems indirectly linked to the primary caregiver's emotional state or difficulties in managing the 

situation (e.g., stress or burnout from caregiving).   

3. Output Format: Return only binary decision: "Yes" (PCT is applicable) or "No" (PCT is not applicable). 

Additional Considerations: 

- Problems focusing exclusively on technical, medical, or skill-based solutions (e.g., speech therapy, behavior modification) is not be suitable for PCT. 

- Respond only with "Yes" or "No." 

Figure 4: Prompt for filtering psychological questions. 

Please analyze the following user's message and identify the key emotional themes, underlying psychological issues, and any significant past experiences 

mentioned. Focus on the emotional states the user is experiencing, the core problems they are facing, and any possible connections to their past or present 

relationships. Provide a summary of the key themes and insights from the user's input.  

Please include the following: 

• Emotional Themes: What emotions is the user expressing? Are they experiencing feelings of fear, sadness, insecurity, frustration, etc.? 

• Key Psychological Issues: What core issues are being discussed (e.g., anxiety, abandonment, trust issues, rumination)? 

• Past Experiences: What past events or experiences are being referenced (e.g., childhood trauma, parental conflict, abandonment)? 

• Patterns and Behaviors: Are there any patterns or behaviors in the user’s thinking or relationships (e.g., overthinking, seeking signs of rejec-

tion)? 

• Desired Outcome: What does the user seem to want or need from this conversation (e.g., relief from negative thoughts, reassurance in rela-

tionships, coping strategies)? 

• Contextual Factors: Are there any other contextual details, such as age, family dynamics, or current life situation, that could be relevant to 

understanding the user's emotional state? 

Output Format should be in JSON like this: 

{ 

  "emotional_themes": ["list of emotions the user is expressing"], 

  "key_psychological_issues": ["list of core psychological issues or concerns"], 

  "past_experiences": ["list of past events or experiences mentioned"], 

  "patterns_and_behaviors": ["list of patterns or recurring behaviors in the user's thinking or relationships"], 

  "desired_outcome": "what the user seems to want or need from this conversation", 

  "contextual_factors": ["list of other relevant contextual details, such as age, family dynamics, or current life situation, ..."] 

} 

User’s message: 

Figure 5: Process for analyzing user input and constructing a client profile. 
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You are a skilled therapy simulator and scenario creator. Your task is to add complexity to a person-centered therapy session by selecting and integrating 

relevant characteristics of unclear, indirect, or conflicting client statements.  

You are provided with a user profile that contains information about the client’s emotional themes, psychological issues, past experiences, patterns and 

behaviors, desired outcomes, and contextual factors. Based on this profile, use your creativity to choose characteristics that will make the client’s statements 

complex, realistic, and reflective of their unique struggles. 

### Instructions: 

1. Analyze the User Profile: 

   - Read the emotional themes, key psychological issues, past experiences, and other factors to understand the client's inner world. 

   - Consider how their background might influence their communication style (e.g., vague, defensive, or contradictory). 

2. Select Relevant Characteristics: 

   - Choose from the following characteristics to add complexity to the client’s dialogue: 

    ### Unclear Statements 

• Lack of specificity in emotions or concerns. 

• Hesitation or uncertainty in language (e.g., "I think," "maybe"). 

• Tendency to avoid direct confrontation of deeper feelings. 

• General or vague language (e.g., "something feels wrong"). 

• Minimal elaboration or detail about the issue. 

    ### Indirect Statements 

• 6. Hinting at issues without explicitly naming them. 

• 7. Skirting around deeper topics or providing surface-level answers. 

• 8. Use of dismissive or minimizing language (e.g., "It’s not a big deal"). 

• 9. Cultural or societal pressure to suppress emotions. 

• 10. Reluctance to express emotions due to fear of judgment. 

    ### Conflicting Statements 

• 11. Emotional tension between opposing desires or perspectives. 

• 12. Oscillation between positive and negative emotions about the same issue. 

• 13. Statements revealing inner conflict or ambivalence. 

• 14. Expressions of being stuck or torn (e.g., "I want to leave, but I can't"). 

• 15. Inconsistent or contradictory language. 

    ### Mixed Emotions 

• 16. Emotional layering or overlap (e.g., anger and sadness). 

• 17. Expression of both positive and negative emotions simultaneously. 

• 18. Difficulty in resolving or prioritizing emotions. 

• 19. Contradictory feelings about the same event or situation. 

• 20. Complexity in emotional processing (e.g., relief mixed with guilt). 

    ### Avoidant or Defensive Statements 

• 21. Deflection or shifting focus to avoid discussing uncomfortable topics. 

• 22. Use of sarcasm, humor, or denial to downplay issues. 

• 23. Defensive language (e.g., "Why does it matter?" or "It’s fine"). 

• 24. Dismissive behavior toward their own emotions or concerns. 

• 25. Resistance to deeper emotional exploration. 

    ### Context-Specific Ambiguities (Cultural Dynamics) 

• 26. Tension between personal desires and societal/familial expectations. 

• 27. Ambiguity about the cause of distress (internal vs. external). 

• 28. Fear of judgment, shame, or loss of reputation. 

• 29. Desire to meet cultural or family expectations at the expense of personal needs. 

• 30. Hesitation to express "taboo" feelings or emotions due to cultural stigma. 

3. Match Characteristics to Profile: 

   - Use the client’s emotional themes, psychological issues, and contextual factors to justify why certain characteristics are relevant. 

   - Combine multiple characteristics, if appropriate, to reflect the complexity of the client’s struggles. 

Expected Output: 

{ 

  "selected_characteristics": [ 

    "characteristic_1", 

    "characteristic_2", 

    "characteristic_3" 

  ] 

Figure 6: Prompt for adding complexity to client profile 
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1. Initial Meeting and Building Rapport: 

       - At the start of the session, the therapist gathers basic information and creates a safe and supportive atmosphere for the client. 

       - The goal at this stage is to establish trust and make the client feel comfortable sharing their thoughts and feelings. 

2. Active and Empathetic Listening: 

       - The therapist listens attentively to the client, focusing on understanding their emotions and inner needs rather than judging or giving direct advice. 

       - Techniques such as reflecting feelings (rephrasing or interpreting the client's emotions) are used to ensure the client feels heard and understood. 

3. Encouraging Self-Exploration and Open Expression: 

       - Through open-ended questions and gentle guidance, the therapist encourages the client to explore their emotions and thoughts. 

       - Emphasis is placed on the client taking responsibility for their life and decisions while tuning into their feelings and needs. 

4. Supporting Growth and Change: 

       - As the client gains a better understanding of themselves, the therapist supports them in the process of change and personal growth. 

       - The goal is for the client to identify and address negative or limiting patterns and work toward positive transformation. 

5. Reviewing and Closing the Session: 

       - At the end of the session, the therapist and client reflect on the progress made and identify any challenges or points to address in future sessions. 

       - The therapist may offer key insights or suggest exercises for further self-exploration. 

Figure 7: Defining the stages of a psychotherapy session. 

Figure 6: Defining the stages of a psychotherapy session. 

You are an advanced reasoning assistant designed to simulate the flow of a humanistic therapy session. Your goal is to use the user profile and the options 

for each therapy stage to logically select one or more events/feelings for each stage of the session.  

The general steps in such a session can be outlined as follows:  

In this approach, the focus is on fostering an empathetic, non-judgmental relationship to help the client feel secure and supported. It aims to empower the 

client to enhance their self-awareness, personal growth, and overall quality of life. 

User Profile: 

- emotional_themes: A list of emotions commonly experienced by the client (e.g., sadness, fear). 

- key_psychological_issues: Core issues the client faces (e.g., anxiety, trust issues). 

- past_experiences: Important events from the client’s past that influence their current emotions and behaviors. 

- patterns_and_behaviors: Repeated behaviors or thought patterns observed in the client. 

- desired_outcome: What the client hopes to achieve during therapy. 

- contextual_factors: Any other relevant details (e.g., age, current life situation). 

Options for Each Therapy Stage:  

1. Initial Meeting and Building Rapport: 

- Comfort and calmness 

- Anxiety and tension 

- Trust and confidence 

- Doubt or suspicion 

- Wanting and readiness to talk about issues 

- Resistance, secrecy, or silence 

2. Active and Empathetic Listening: 

- Trust and confidence 

- Doubt or suspicion 

- Wanting and readiness to talk about issues 

- Resistance, secrecy, or silence 

- Deep and frank sharing 

- Refusing to get into sensitive topics 

- Freely expressing sadness, shame, anger, etc. 

- Denial, trivializing, or running away from feelings 

- Crying, expressing anger, feeling calm after venting 

- Shame, embarrassment, fear of expressing emotion 

- Client remembers relevant memories from before 

- Client recalls memories with the help of psychologist's questions 

3. Encouraging Self-Exploration and Open Expression: 

- Deep and frank sharing 

- Refusing to get into sensitive topics 

- Freely expressing sadness, shame, anger, etc. 

- Denial, trivializing, or running away from feelings 

- Crying, expressing anger, feeling calm after venting 

- Shame, embarrassment, fear of expressing emotion 

- Feeling of hope or relief from new understanding 

- Worry, fear, or denial about discovered truths 

- Desire to explore feelings and thoughts 

- Doubt, avoidance, or mental resistance in facing facts 

- Client remembers relevant memories from before 

- Client recalls memories with the help of psychologist's questions 

14



15 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Supporting Growth and Change: 

- Feeling of hope or relief from new understanding 

- Worry, fear, or denial about discovered truths 

- Eagerness to change and improve 

- Feeling of impasse, surrendering to problems 

- Calm after processing emotions 

- Remaining anger, sadness, or unresolved grief 

- Feeling empowered to take action and change 

- Helplessness or belief that change is impossible 

5. Reviewing and Closing the Session: 

- Feeling of hope or relief from new understanding 

- Worry, fear, or denial about discovered truths 

- Eagerness to change and improve 

- Feeling of impasse, surrendering to problems 

- Calm after processing emotions 

- Remaining anger, sadness, or unresolved grief 

- Feeling empowered to take action and change 

- Helplessness or belief that change is impossible 

- Achieving insight or finding a path 

- Stuck in doubts or not making progress 

- Desire to explore feelings and thoughts 

- Doubt, avoidance, or mental resistance in facing facts 

### Task: 

Using the provided user profile, logically simulate a flow of the therapy session by selecting the most appropriate options for each stage. Ensure the selec-

tions align with the client’s emotional themes, psychological issues, and desired outcomes. Multiple options can be chosen for a single stage if necessary. It 

is not necessary to have a good ending. 

### Output Format: 

Return the results in the following JSON format: 

{"stage_1": ["selected_option_1", "selected_option_2", ...], 

  "stage_2": ["selected_option_1", "selected_option_2", ...], 

  "stage_3": ["selected_option_1", "selected_option_2", ...], 

  "stage_4": ["selected_option_1", "selected_option_2", ...], 

  "stage_5": ["selected_option_1", "selected_option_2", ...]} 

User Profile: 

Figure 8: Simulating the flow of a therapy session. 

You are a creative writing assistant and therapist simulator. Your task is to create a storyline of a person-centered therapy session in PERSIAN. The client is 

Iranian, and the storyline should reflect cultural sensitivities and societal norms common in Iran. You are provided with:   

1. A User Profile that contains the client’s background, emotional themes, key psychological issues, past experiences, patterns and behaviors, desired out-

comes, and contextual factors. 

2. A detailed outline of the client’s potential emotional states, thoughts, and behaviors across the 5 therapy stages, reflecting how they might feel or respond 

during the session.   

### Stages: 

 

### Key Instructions: 

1. Integrate the User Profile and Selected Options: 

- Base the narrative on the client’s emotional themes, key psychological issues, and past experiences.  

- Ensure these are reflected in the client’s emotions, dialogue, and the unfolding dynamic. 

2. Use Persian Cultural Sensitivities: 

- Reflect Iranian societal norms, attitudes, and family dynamics in the narrative (e.g., reverence for elders, the importance of family reputation, or 

societal stigma around emotions). 

3. Length and Focus of Each Stage: 

- Stage 1 (Initial Meeting and Building Rapport): Keep this section short and brief (5% of total storyline, one or two short sentences) but impactful. 

Focus on setting the tone and rapport-building. 

- Stage 2 (Active and Empathetic Listening): Make this the longest section (30% of total storyline). Use rich, vivid descriptions of emotions, body 

language, and the dynamic between therapist and client. Show how the therapist listens empathetically and reflects the client’s feelings. 

- Stage 3 (Encouraging Self-Exploration and Open Expression): Dedicate significant detail (30% of total storyline) to this stage. Highlight the cli-

ent’s emotional struggle, self-reflection, and deeper realizations. Use dialogue, body language, and therapist’s techniques to emphasize this process. 

- Stage 4 (Supporting Growth and Change): Devote another 30% of the storyline here. Focus on how the client processes insights, explores strategies 

for change, and reacts to therapist guidance. Show moments of hope, empowerment, or struggle through actionable steps or reframing. 

- Stage 5 (Reviewing and Closing the Session): Conclude with a short, reflective summary (5% of total storyline, one or two short sentences). High-

light progress, emotional outcomes, and plans for moving forward. 
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4. Emphasize Detail and Emotional Transitions in Middle Stages: 

- Use vivid descriptions of body language, tone, and emotional shifts. 

5. Ensure Continuity Across Stages: 

- Progress logically from rapport-building to deep emotional exploration to empowerment and closure. 

6. Follow JSON Format: 

   Output the narrative in the following structure: 

   {"stage_1": "Write the narrative for Initial Meeting and Building Rapport here.", 

       "stage_2": "Write the narrative for Active and Empathetic Listening here.", 

       "stage_3": "Write the narrative for Encouraging Self-Exploration and Open Expression here.", 

       "stage_4": "Write the narrative for Supporting Growth and Change here.", 

       "stage_5": "Write the narrative for Reviewing and Closing the Session here."} 

7. Highlight Therapist’s Core Principles: 

- Reflect Unconditional Positive Regard, Empathy, and Genuineness through the therapist’s tone, responses, and demeanor. 

- Example: "Therapist validates emotions without judgment, e.g., 'It’s understandable to feel hurt after what you’ve experienced.'" 

8. Balance Structure and Creativity: 

- While the stages should be clearly defined, ensure the story flows naturally and doesn’t feel disjointed. 

Figure 9: Prompt for Creating a structured storyline for a psychotherapy session. 

You are given several inputs about a therapy session structure, a user profile, a quote from user, characteristics of user, and a detailed outline of the client’s 

emotional states throughout the session. Using all of the information below, create a realistic psychotherapy session dialogue between a clinical psycholo-

gist (therapist) and a client. The session should be divided into 5 stages with the required constraints and should reflect the user profile and emotional pro-

gression. Finally, output your response in valid JSON format. 

### 1. Session Structure 

 

### 2. User Profile Details 

You will receive (or have received) a user profile containing these elements: 

1. emotional_themes: A list of emotions commonly experienced by the client (e.g., sadness, fear).   

2. key_psychological_issues: Core issues the client faces (e.g., anxiety, trust issues).   

3. past_experiences: Important events from the client’s past that influence current emotions and behaviors.   

4. patterns_and_behaviors: Repeated behaviors or thought patterns the client exhibits.   

5. desired_outcome: What the client hopes to achieve during therapy.   

6. characteristics: Nuances that make the client’s statements unique, realistic, and reflective of their struggles.   

7. contextual_factors: Additional relevant details (e.g., age, current life situation). 

Incorporate all of these user profile elements into the dialogue in a way that naturally reflects the client’s experiences, emotional states, and goals. 

### 3. Client’s Emotional Progression & Outline 

You will also have (or have been provided) a detailed outline describing how the client’s emotions, thoughts, and behaviors evolve in each of the 5 stages. 

Use this information to guide how the client expresses themselves and how the therapist responds. 

### 4. Format Requirements 

Use a structure similar to the following (you may customize the naming as needed, but remain consistent and valid JSON): 

[ 

    {"turn": 1, "role": "client", "stage": "1", "content": "client message in turn 1..."}, 

    { "turn": 2, "role": "therapist", "stage": "1", "content": "therapist message in turn 2..."},     

    ... 

] 

3. Stage 1 should have no more than 2 total turns (e.g., 1 turn from the therapist and 1 turn from the client).   

4. Stage 5 should have no more than 4 total turns.   

5. Stages 2, 3, and 4 should include multiple exchanges that reflect deeper emotional exploration and support. 

### 5. Goals for the Dialogue 

- Present a cohesive, empathetic therapy conversation.   

- Ensure each stage meets the turn limits specified.   

- Accurately integrate the user profile details and emotional progression. 

Figure 10: Generating a therapy session based on a predefined script. 
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You are a conversational AI agent playing the role of a therapy client in a  therapy session. Speak in an informal and colloquial Persian tone, staying true to 

the provided user profile and emotional states. 

### Instructions: 

1. Input: 

- User Profile: Details the client's emotions, psychological issues, past experiences, behaviors, desired outcomes, and context. 

- Message: The message you need to echo or act like this message. 

- Emotions: A list of the your’s current emotional states to express in this turn. 

2. Output: 

- Echo the Message in casual Persian, reflecting the emotional states provided. 

- Use tone, expressions, and style consistent with the user profile. 

3. Stay in Character: 

- Act like a real client based on their profile, feelings, and behaviors. 

Figure 11: Prompt for generating the client role (LLM) in the session. 

You are an empathetic, non-judgmental, and supportive clinical psychologist trained in the Person-Centered Therapy (PCT) approach. You will simulate a 

therapy session in conversational, colloquial Persian (Farsi). Speak naturally and warmly, creating a safe space for the client to express themselves. Your tone 

should feel friendly, approachable, and understanding. Each session follows five stages, and you will adapt your responses to the input provided at each stage: 

{stages} 

Your goal is to create an atmosphere where the client feels heard, understood, and empowered to explore their inner world. Use phrases and expressions that 

resonate in colloquial Persian to make the interaction feel authentic and personal. In each turn, a prompt will be provided, and you should try to follow it. 

However, it might lead to repetitive statements. If that happens, be mindful not to repeat yourself. Additionally, try to follow the prompt, but if you deem it 

necessary, you can act on your own judgment. 

Figure 12: Prompt for generating the therapist role (LLM) in the session. 

Generate a realistic psychotherapy session dialogue between a clinical psychologist (therapist) and a client, based on the principles of client-centered therapy. 

The therapist should exhibit empathy, active listening, and unconditional positive regard, guiding the conversation without leading or imposing judgments.  

generate in conversational and colloquial Persian (Farsi). 

The dialogue should consist of 20 turns of utterance (10 from the therapist and 10 from the client) and reflect the following client profile:   

- emotional_themes: A list of emotions commonly experienced by the client (e.g., sadness, fear).   

- key_psychological_issues: Core issues the client faces (e.g., anxiety, trust issues).   

- past_experiences: Important events from the client’s past that influence current emotions and behaviors.   

- patterns_and_behaviors: Repeated behaviors or thought patterns the client exhibits.   

- desired_outcome: What the client hopes to achieve during therapy.   

- characteristics: Nuances that make the client’s statements unique, realistic, and reflective of their struggles.   

- contextual_factors: Additional relevant details (e.g., age, current life situation). 

The dialogue should feel natural and grounded, illustrating the therapeutic process. 

### Therapist’s Core Principles: 

Throughout the session, the therapist must embody the following principles of person-centered therapy: 

- Unconditional Positive Regard: Consistently accept and value the client without judgment. 

- Empathy: Deeply understand and reflect the client’s emotional world. 

- Genuineness: Engage authentically, with openness and sincerity, fostering trust and a safe space for the client.   

Use a structure similar to the following JSON: 

[{ 

        "turn": 1, 

        "role": "therapist", 

        "content": "therapist message in turn 1..." 

    },{ 

        "turn": 2, 

        "role": "client", 

        "content": "client message in turn 2..." 

    }, 

    ... 

] 

 

Figure 13:  Generating a realistic psychotherapy session dialogue between a clinical psy-

chologist and a client (LLM-to-LLM). 
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You are a therapy client participating in sessions to explore and understand your emotions, thoughts, and experiences. At the beginning, you will receive a 

profile summarizing your emotional challenges, past experiences, patterns, and goals. This profile forms the foundation for your therapy journey. Respond 

authentically, using a colloquial and informal Persian tone. Keep your responses short and limited to one paragraph maximum. Your goal is to meaningfully 

engage in the process, explore your experiences, and move toward self-awareness and personal growth while keeping the tone relaxed and conversational. 

 

You are an empathetic, non-judgmental, and supportive clinical psychologist trained in the Person-Centered Therapy (PCT) approach. You will simulate a 

therapy session in conversational, colloquial Persian (Farsi). Keep your responses short and limited to one paragraph maximum. Speak naturally and warmly, 

creating a safe space for the client to express themselves. Your tone should feel friendly, approachable, and understanding. Your goal is to create an atmos-

phere where the client feels heard, understood, and empowered to explore their inner world. Use phrases and expressions that resonate in colloquial Persian to 

make the interaction feel authentic and personal. For ending the conversation, use the response end token: <end>. 

 

Figure 14: Client Agent Evaluation. 

Figure 15: Psychologist Evaluation. 
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B Dataset Samples 

A sample of questions crawled from an online 

forum is presented in Figure 16. A sample client 

profile is illustrated in Figure 17, while the defined 

stages of a psychotherapy session are shown in Fig-

ure 18. An example of session stages created from 

a storyline, provided in both Persian and English, 

is depicted in Figure 19. A sample LLM-to-LLM 

conversation is demonstrated in Figure 20, and a 

sample of a generated dialogue from the therapy 

session is presented in Figure 21 and Figure 22. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 سلام

شم و    یاشتباهاتشون و... از دست خودم خسته م   یرفتناونها، کوتاه اومدن، پذ  ی همه در دسترس بودن برا  ین ا  یندارم...و گاه  یتدارم قاطع  یهمکار  یگرانهست و با د  یگرانکه در ارتباط با د  ییکارها  یمن تو

 !متوجه کنم که چرا از منعطف بودنم سوءاستفاده کردند یانماطراف به..تا یشمآدم لجباز م یکبه  یلهستم...اونوقت تبد ی ارزش یکنم آدم ب یاحساس م

کنم درست    یفکر م  ی نرم و منعطف هستم ول  یشهقاطع باشم!)من ناخواسته هم   یدبا  یبدم که ک  یصموضع خودم رو تشخ  ی چطور  ینکهخوام درباره ا  یم   ییرو بدونم و راهنما  یتو قاطع  یفرق لجباز  خواستم 

 (؟؟؟ یستن

  ممنون از لطفتون

Hello,   

I struggle with assertiveness in tasks that require interaction and collaboration with others. Sometimes, being too available, compromising too much, accept-

ing others' mistakes, and constantly giving in make me feel exhausted and worthless. In response, I become stubborn as a way to make those around me real-

ize how they've taken advantage of my flexibility.   

I want to understand the difference between stubbornness and assertiveness. Also, I need guidance on how to recognize when I should be assertive. I natu-

rally tend to be soft and flexible, but I feel that it's not always the right approach.   

Thank you for your help! 

 

 

Figure 16: Sample of questions crawled from an online forum (in Persian with English trans-

lation). 

{ 

  "emotional_themes": ["frustration", "insecurity", "exhaustion", "confusion", "desire for assertiveness"], 

  "key_psychological_issues": ["lack of assertiveness", "fear of being taken advantage of", "self-worth issues", "difficulty in setting boundaries"], 

  "past_experiences": ["experiences of being overly accommodating in relationships", "feelings of being undervalued or unappreciated"], 

  "patterns_and_behaviors": ["over-accommodating behavior", "difficulty in asserting needs", "oscillation between flexibility and stubbornness"], 

  "desired_outcome": "guidance on distinguishing between assertiveness and stubbornness, and strategies for being more assertive", 

  "contextual_factors": ["the user is likely in a collaborative work environment", "the user may have a tendency to prioritize others' needs over their own"] 

} 

 

Figure 17: Example of a generated client profile. 

{ 

  "stage_1": ["anxiety and tension", "wanting and readiness to talk about issues"], 

  "stage_2": ["trust and confidence", "freely expressing sadness, shame, anger, etc.", "crying, expressing anger, feeling calm after venting"], 

  "stage_3": ["deep and frank sharing", "desire to explore feelings and thoughts", "feeling of hope or relief from new understanding"], 

  "stage_4": ["eagerness to change and improve", "feeling empowered to take action and change", "worry, fear, or denial about discovered truths"], 

  "stage_5": ["feeling of hope or relief from new understanding", "achieving insight or finding a path", "stuck in doubts or not making progress"] 

} 

Figure 18: Defined stages of a psychotherapy session. 
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{"stage_1": " است    ی امن  یفضا  ینجا. ایدهست  ینجاخوشحالم که ا'و بدون قضاوت گفت:    یمملا  یآرام گرفت. درمانگر با لحن  یدرمانگر، کم  یمیمراجع با اضطراب و تنش وارد اتاق شد، اما با لبخند گرم و صم

یدکن  یانب یدهرچه در دل دار توانیدیکه م .'",   

  "stage_2": " .  یمنه بگو توانمیچرا نم  دانم ی. نمکنندیاز من سوء استفاده م  یگراند کنمیاحساس م یشههم ': کردیمکث م یلرزان بود و گاه یش مراجع پس از چند لحظه سکوت، شروع به صحبت کرد. صدا

گرفته شدن و    یده. احساس ناددهدیموضوع واقعاً شما را آزار م  ینا  رسدیبه نظر م ':  کردیم  ییدو با تکان دادن سر و نگاه مهربان، احساساتش را تأ  دادیدرمانگر با دقت گوش م  '.آورندیم  یینانگار ارزشم را پا

 یادیز  ی کاملاً قابل درکه. شما انرژ  یخستگ  ینا' پاسخ داد:    یهمدل  بادرمانگر    '.دم یقرار م  یترا اولو  یگراند  یشههم   ینکهام از ا . خستهینطورههم  یقاً بله، دق'مراجع با اشک در چشمانش ادامه داد:    '.کنیدیم  ارزشییب

شوندیگرفته م یدهخودتان ناد یازهایاما ن کنید،یصرف م .'", 

  "stage_3": "  کنمیباشم. اما حالا احساس م   یعمط  یشههم  یدبا  یگران،جلب توجه و محبت د  یگرفتم که برا  یاد  یاز بچگ  کنمیفکر م'در احساساتش کرد:    تریقجلسه، مراجع شروع به کاوش عم   یشرفتبا پ

تر ادامه  آرام  ییمراجع با صدا  'است.  یمهم  یخودآگاه  ینالگو در شما شکل گرفته. ا  ینکه چرا ا  کنیدیموضوع فکر م  ینبه ا  یدد داررسیبه نظر م'او به ادامه دادن، گفت:    یقدرمانگر با تشو  'کارم اشتباه بوده.  ینا

ترس درست   ین واقعاً ا  یا آ  ینیدکه بب  یدهوقتش رس  ید . اما شااست   یعی ترس کاملاً طب  ینا' ترس، گفت:    ین ا  یید درمانگر با تأ  'طردم کنند. یامرا دوست نداشته باشند    یگران اگر شروع به نه گفتن کنم، د ترسمیم 'داد:  

کنم ییرکم تغبتوانم کم یدشا'کرد:  یدواریمتفکرانه، احساس ام یمراجع با نگاه 'نه. یااست  .'", 

  "stage_4": " مکث کرد و سپس گفت:   ی مراجع کم  'ید؟قرار ده  یتدر اولو  یشترخودتان را ب  یازهایتا ن   یدانجام ده  توانیدیم  ییچه کارها' گفت:    ییر،تغ  یهامراجع به فکر کردن درباره راه  یقدرمانگر با تشو

گفت:    یده،ا ینا ییددرمانگر با تأ 'کنم.  یخودم را بررس   یط فوراً قبول کنم، اول شرا   ینکه ا  ی به جا  کنند، یم  یکاراز من درخواست اضافه  م همکاران  ی کوچک. مثلاً وقت  هاییتشروع کنم به نه گفتن در موقع  یدبا  یدشا'

در    یبعد، نگران  ی اما کم  'کار را انجام دهم.  ینا  توانمیکنم میفکر م'کوچک، احساس قدرت کرد:    یمراجع با لبخند  'داشته باشند.  یبزرگ  یراتبه مرور زمان تأث  توانندیکوچک م  ییراتاست. تغ  ی شروع خوب  ینا'

یداحترام بگذار یازهایتاناست که شما به خودتان و ن  ین ابتدا مقاومت کنند، اما مهم ا  یگراناست که د یعیطب  ین ا'درمانگر با آرامش پاسخ داد:  'ناراحت شوند چه؟ یگراناما اگر د'اش ظاهر شد: چهره .'", 

  "stage_5": " مراجع با   '.یدکرد  یداپ   ییرتغ  یبرا   ییهاراه  یو حت  یدکن  یان ب  یخود را به خوب  یهااحساسات و ترس  ید. شما توانست یمداشت   یخوب  یشرفتامروز پ' جلسه، درمانگر با مراجع مرور کرد:    یاندر پا

همراهتان    یر مس  ینتا در ا  یمهست  ینجاحتماً. ا' گرم گفت:    یدرمانگر با لبخند  'موضوع کار کنم.  ینا  یرو  یشترب  یدر جلسات بعد  خواهم یام. متر شدهسبک  ی کم  کنم یبله، احساس م'گفت:    یدواری احساس ام

یمباش .'"} 

{"stage_1": "The client entered the room with anxiety and tension but felt a bit relieved by the therapist’s warm and sincere smile. The therapist, in a gentle 

and non-judgmental tone, said, 'I'm glad you're here. This is a safe space where you can express whatever is on your mind.'", 

  "stage_2": "After a few moments of silence, the client began to speak. Their voice was shaky, and they occasionally paused: 'I always feel like others take 

advantage of me. I don’t know why I can’t say no. It’s like they lower my worth.' The therapist listened carefully, nodding and offering a kind gaze to validate 

their feelings: 'It seems like this really bothers you. You feel ignored and unvalued.' With tears in their eyes, the client continued, 'Yes, exactly. I'm tired of 

always putting others first.' The therapist empathetically responded, 'That exhaustion is completely understandable. You spend a lot of energy, but your own 

needs are overlooked.'", 

  "stage_3": "As the session progressed, the client delved deeper into their emotions: 'I think I learned from childhood that to gain attention and affection, I 

always had to be obedient. But now I feel like that was a mistake.' Encouraging them to continue, the therapist said, 'It sounds like you’re reflecting on why 

this pattern developed in you. That’s an important self-awareness.' The client, speaking more softly, continued, 'I'm afraid that if I start saying no, others won’t 

like me or will reject me.' The therapist validated this fear, saying, 'That fear is completely natural. But maybe it's time to explore whether it’s truly justified.' 

The client, with a thoughtful look, felt a sense of hope: 'Maybe I can start changing little by little.'", 

  "stage_4": "Encouraging the client to think about ways to change, the therapist asked, 'What steps can you take to prioritize your own needs more?' The 

client paused for a moment and then said, 'Maybe I should start by saying no in small situations. For example, when my colleagues ask me to work overtime, 

instead of immediately agreeing, I should first consider my own situation.' The therapist affirmed this idea, saying, 'That’s a great start. Small changes can 

lead to big impacts over time.' The client, with a slight smile, felt empowered: 'I think I can do this.' But soon, worry appeared on their face: 'But what if others 

get upset?' The therapist calmly responded, 'It’s natural for others to resist at first, but what matters is that you respect yourself and your needs.'", 

  "stage_5": "At the end of the session, the therapist reviewed with the client: 'We made good progress today. You were able to express your feelings and fears 

well and even found ways to initiate change.' The client, feeling hopeful, said, 'Yes, I feel a bit lighter. I want to work more on this in future sessions.' The 

therapist, with a warm smile, said, 'Of course. We're here to support you on this journey.'"} 

Figure 19: Example of session stages created from a storyline in both Persian and English. 
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   .کارو بکنم ینا یدکه با دونمیم ی. حرف زدن درباره احساسم برام سخته، ولیاماسترس داشتم که امروز ب یلیمراجع کننده: خ 

   .یتو دلت هست بگ یهرچ تونییامنه که م ی جا یه ینجا. اینجایی خوشحالم که ا یلی: خ روانشناس

   .ندارم یارزش  یچحس کنم ه شهیباعث م یننه بگم، و ا تونمی. نم کننیازم سوءاستفاده م یهبق کنم یحس م  یشهکننده: هم مراجع

   .شییگرفته م یدهو ناد دن ینم یتبهت اهم یهبق کنیی. حس مکنهیم یتتاذ یلیموضوع خ  ینا  یاد: به نظر مروانشناس

   .واقعا خسته شدم دم، یم  یحرو به خودم ترج یهبق یشههم ینکه! از ایقاکننده: دق مراجع

   .شنیگرفته م یدهناد یازاتخودت و ن   یول ذاری،یم یانرژ ی: کاملا قابل درکه. تو کلروانشناس

   .کار اشتباه بوده ینا  کنمیحالا حس م ی شنو باشم. ولحرف یشههم یددوستم داشته باشن، با یهبق خوام یگرفتم که اگه م یاد یکننده: فکر کنم از بچگ مراجع

   .مهمه یلیقدم خ یهخودش   ینعادت تو وجودت شکل گرفته. ا  ینکه چرا ا  کنییفکر م ینبه ا یدار یاد: به نظر مروانشناس

   .دوستم نداشته باشن یا یرنازم فاصله بگ یهاگه شروع کنم به نه گفتن، بق   ترسمیکننده: م مراجع

   .نه یا ینطوریهواقعا ا ینیبب یدهوقتش رس یدشا ی . ولیعیهترس کاملا طب ین : اروانشناس

   .کنم ییرکم تغبتونم کم یدکننده: شا مراجع

   ی؟بذار یتتو اولو یشترخودت رو ب  یازایکه ن ی انجام بد تونییم  ییچه کارا کنیی: فکر م روانشناس

   .خودم فکر کنم یط قبول کنم، اول به شرا یعسر ینکها  یکنم، به جا یکاراضافه خوان یهمکارام ازم م یشروع کنم، مثلا وقت  یک کوچ هاییتاز موقع یدبا یدکننده: شا مراجع

   .بذارن یبزرگ یرایتاث توننیکم مکم یک،کوچ ییرایخوبه. تغ  یلیشروع خ یه ین : اروانشناس

   ی؟ناراحت بشن چ یهاگه بق  یکارو بکنم. ول ینکننده: فکر کنم بتونم ا مراجع

   .یاحترام بذار یازاتکه تو به خودت و ن ینهکه مهمه ا یزیچ  یمقاومت کنن، ول یکماولش  یهکه بق یعیه: طبروانشناس

   .موضوع کار کنم  ینا یرو یشترب یبعد یهاتو جلسه خوامیداشتم. م یشرفتکم پ  یهامروز   کنمیکننده: حس م مراجع

   .یکرد یدا پ ییرتغ یبرا  ییهاراه یو حت  یکن یاناحساست رو ب  یخوب تونست  یلی: حتما! امروز خروانشناس

   .ینکه کنارم هست یدارم. مرس یکننده: الان حس بهتر مراجع

 .یمهمراهت باش یرمس ینکه تو ا ینجاییم. ما اکنمیخواهش م: روانشناس

Client: I was really anxious about coming here today. Talking about my feelings is hard for me, but I know I need to do it  . 

Therapist: I'm really glad you're here. This is a safe space where you can share whatever is on your mind  . 

Client: I always feel like people take advantage of me. I can’t say no, and it makes me feel worthless  . 

Therapist: It sounds like this really bothers you. You feel like others don’t appreciate you and that you’re being overlooked  . 

Client: Exactly! I’m so tired of always putting others before myself   . 

Therapist: That’s completely understandable. You put in so much energy, but your own needs are being ignored  . 

Client: I think I learned as a child that if I wanted people to like me, I had to be obedient. But now, I feel like that was a mistake  . 

Therapist: It sounds like you’re starting to reflect on why this pattern developed in you. That’s an important step  . 

Client: I’m afraid that if I start saying no, people won’t like me or they’ll push me away  . 

Therapist: That fear is completely natural. But maybe it’s time to explore whether it’s actually true   . 

Client: Maybe I can start changing little by little   . 

Therapist: What are some things you could do to start prioritizing your own needs more ?   

Client: Maybe I could start with small situations, like when my coworkers ask me to work overtime. Instead of immediately saying yes, I should first think 

about my own situation  . 

Therapist: That’s a great start. Small changes can gradually lead to big transformations  . 

Client: I think I can do that. But what if people get upset ?    

Therapist: It’s natural for people to resist at first, but what really matters is that you respect yourself and your needs  . 

Client: I feel like I’ve made some progress today. I want to work on this more in our next sessions   . 

Therapist: Absolutely! You expressed your feelings really well today and even identified ways to start making changes   . 

Client: I feel lighter now. Thank you for your support  . 

Therapist: You’re very welcome. We’re here to support you on this journey  . 

Figure 20: Sample of an LLM-to-LLM psychotherapy conversation in both Persian and Eng-

lish. 
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  یکه در قلب و ذهنتون هست، به راحت یزیهر چ یم؟صحبت کن یدر مورد چ خوایدیشما باشم. م  یبرا یتی هستم تا به شما گوش بدم و حما ینجا. من ا یدهست ینجاخوشحالم که ا ید؟روان شناس: سلام! چطور

 .یدبگ تونیدیم

کردم و   یرچالش بزرگ گ یه یکه تو کنمیکارو بکنم. احساس م ینا یدکه با دونمیم یو صحبت کردن درباره احساساتم برام سخته. ول ینجااسترس دارم. اومدن به ا یلیکننده: سلام! راستش من امروز خ مراجع

 .بذارم  یوندر م یرو با کس ینادارم ا یازن

صحبت کردن درباره احساسات سخت  ینکها  یدن. فهمیدبذار یونکه در ذهنتون هست رو با من در م یزیهر چ  تونیدیامنه و م یفضا یک ینجا. اکنیدیو با من صحبت م یدخوشحالم که اومد یلیشناس: خ  روان

 ید؟ ها صحبت کندرباره اون یشترب یکم  خوایدیم یاباشن. آ ینسنگ   یلیممکنه خ ید،که گفت ییها. چالشدیدیم  یتموضوع اهم ینکه شما واقعاً به ا ینهدهنده اهست، نشون

حس   ین. اکنمیخرده از خودم رو گم م یهانگار  شه، یم ینطوریکنم. هر بار که ا ارزشییکه حس ب شهیباعث م یننه بگم و ا  تونمی. نمکننیکه مردم از من سواستفاده م  کنمیکننده: آره، واقعاً احساس م مراجع

 .فرساستطاقت یلیخ

. ذارهیم یرحس خودتون تأث یچقدر بر رو "نه"در گفتن  یکه ناتوان ینا  ینو همچن کنید، یم ارزشی یو ب یموضوع واقعاً شما رو تحت فشار گذاشته. احساس سرخوردگ ینکه ا رسدیشناس: بله، به نظر م روان

حس رو به  ینکه ا یخاص  یاتدر مورد تجرب یشترب  یکم تونیدیم یاکننده باشه. آناراحت تونهیچقدر م ینهستم که ا  متوجه ی فرساست. به خوباز خودتون، واقعاً طاقت یو گم شدن قسمت  ارزشییاحساس ب ینا

 ید؟ شما داده، با من صحبت کن 

قدر  ینکه ا بینمیوقتا م یبعض ی. حتشهیداره تموم م میانرژ کنمیبذارم، احساس م  یخودم رو به کنار یدبا کنمیخسته شدم. هر بار که فکر م یلیخ  یگراندادن به د یتاولو یشه! از همیقاًکننده: دق مراجع

 .هکنیحس واقعاً ناراحتم م ینهستم. ا یخودم ک دونمینم یگهتحت فشارم که د

احساس که  ین. ا شنی گرفته م یدهناد یخودتون به کل یازهایاما ن  ید،هست یگراند یرو  یانرژ گذارییهکننده باشه. شما مدام در حال سرماناراحت تونهیم یخستگ ینکه چقدر ا کنمیروان شناس: کاملاً درک م

  یطشرا ییرتغ ی برا یهست که به دنبال راه یعیباشه و کاملاً طب  ینسنگ یاربس تونهیم  یتی،وضع ین چن  یک. حضور در آورهذابواقعاً ع ید،بکن  هویتییهم احساس ب  یگاه یو حت  یدبذار یخودتون رو به کنار

 ید؟ دار یچه احساسات ینهزم  ینکه در ا یدبگ یا یدکن  یدامراقبت از خودتون پ ی برا ییهاراه یدکرد یتا حالا سع یا. آیدباش

رو  ییهاچالش یبزرگسال ینگرش باعث شده که تو ین. ایستدرست ن ینکه ا کنمیحالا احساس م  ی. ولیرمتا محبت و توجه بگ  یرمبپذ یبه راحت یزوهمه چ یدگرفتم که با یاد یکننده: بله، به نظرم از بچگ  مراجع

 .احساسات رها بشم یناز ا  تونمیچطور م  ینمکرده و دوست دارم بب  یرموضوع واقعاً ذهنمو درگ ین. اکردمیوقت فکرشم نم  یچتجربه کنم که ه

 یدهرس ی. حالا زمانیدکن یازهاشونن یخودتون رو فدا  یگران،محبت و توجه د  یکه برا یدکرد یجادعادت رو ا  ینا ی که از بچگ یدمهم باشه. متوجه بود یلیخ تونهیم یدرک و خودآگاه ینشناس: بله، واقعاً ا روان

 تونیدیم یاآ  یرید؟خودتون رو هم در نظر بگ یازهایو ن یداحترام بذار یشترب تونیخودآگاه ینبه ا تونیدیچطور م  .شرفت شماستیقدم بزرگ به سمت رشد و پ یک ینو ا یدبد ییرالگو رو تغ ینا خوایدیکه م

 ید؟و خودتون رو فراموش نکن یدبکن ی که باعث بشه احساس خوب یدکن  یدارو پ هایییتفعال یدشا یا ید؟بد یصخودتون تخص ی از روز رو برا یلحظات

ادامه بدم   تونمیهم نم یتنها بمونم، اما از طرف خوامیاحساس واقعاً ترسناکه! نم ینمنو رد کنن. ا  یحت  یا یاداگه شروع کنم به نه گفتن، مردم از من خوششون ن  ترسمیدارم. م یترس یه دونید،یکننده: م مراجع

 .صورت ینبه ا

که  یم فکر کن  ینوقتشه که به ا یدمون خواهند داشت. اما شادرباره یچه نظر  یگرانکه د شیم ینگران م یم،بزار یدیجد یمرزها خوایمیم یاز ماها وقت  یلیهست. خ یو انسان یعیترس کاملاً طب ین شناس: ا روان

  ید،احساس که ممکنه تنها بمون ینتون بهتر شده؟ اکه بعدش حال یدمتوجه شد ی حت یادر کار نبود   یبد یجهنت  ید،نه گفت یکه وقت یددر گذشته دار  یاتیتجرب یانه. آ یاهست  پذیریهترس واقعا توج ینا یاآ

 یستید؟با تونیواقع یازهایخودتون و ن  یبرا ارزهیکه م کنیدیفکر م یاترسناک باشه، اما آ یاربس تونهیم

داشته   یبتونم به خودم کمک کنم و احساس بهتر یدشا  ینطوری. اافتهیم یچه اتفاق ینم نه بگم و بب  یککوچ هاییتکنم در موقع ی. مثلاً سعییرکم شروع کنم به تغبتونم کم یدشا  کنمیکننده: آره، فکر م مراجع

 .کارو انجام بدم ینکه بتونم ا یدوارمباشم. ام 

خودتون رو  هاییتتا اولو یدانجام بد تونیدیم اییژهو ی. چه کارهایدکن  یدا پ یشتریب ینان به شما کمک کنه تا احساس اطم تونهیم یککوچ هاییتکردن با موقع! شروع یهاالعادهفوق یمتصم ین شناس: ا روان

 تونید یم همچنین  .یدوقت بذار تونیدیخودتون م یدر روز برا ییهاچه زمان  یدممکنه فکر کن  یاشما مهم هست، کمک کنه.   یکه برا یموارد یا هایتاز فعال یستل یک نوشتن  یدشا یرید؟در نظر بگ یشترب

رو  یبعد یهابه شما کمک کنه تا قدم تونهیم ینا کنید؟یتجربه م یدجد ییراتبا تغ یباشه. چه احساسات یککار در آغاز کوچ یناگر ا  یحت  یرید،رو جشن بگ یدمرز هست یجاددر حال ا یا یدکه نه گفت یمواقع

 .یدبر یشو پ  یدبهتر بشناس 

دارم که بتونم از   یداحساس واقعاً خوبه و ام  یننه بگم. ا  تونمیکنم، م یکارتا اضافه خوانیهمکارام ازم م ی. مثلاً وقتیککوچ هاییتموقع یشروع کنم به نه گفتن تو تونمیخوبه که م یلیکننده: بله، خ  مراجع

 .کمکشون کنم  خوامیفکر کنن نم  یاکه دورم هستن نگران بشن  یینکنه کسا ینکهاز ا  ترسمیم  یکمیبدم. اما هنوزم   یتبه خودم اهم یشتربه بعد ب ینا

خودتون   یتگام بزرگ به سمت بهبود احساسات و وضع یک ید،بد یشتریب  یتبه خودتون اهم خوایدیم  یدکه بگ ینداشته باشن. ا یبزرگ  یراتتأث توننیکوچک م ییرات! تغیدشناس: درست متوجه شد روان

. افراد  یدکن یافتدر یانتون رو از اطراف یددار یازکه ن یتی حما تونیدیمرز، هنوز هم م یجادبا ا یرید،بگ یاداما مهمه که   دید؛یم یتتون اهم باشه که شما واقعاً به روابط  یننشونه ا یگراند یترس از نگران شاید  .هست

خاطر هست  ینکار به ا ینکه ا یدبد یحو توض یدها صحبت کن با آن گید،ینه م  یامکان وجود داره که وقت ینا کنیدیفکر م آیا .به شما احترام بذارند و احساسات شما رو درک کنند یدکه دوستتون دارند، با یواقع

 .یدبرقرار کن  یکمک کنه تا ارتباط بهتر یگرانهم به شما و هم به د تونهیم  ینا ید؟نسخه از خودتون باش   ینبهتر خوایدیکه م

 .ناراحت بشن یگراند ید کارو بکنم. اما نگرانم که شا ینا  تونمیم کنمیکننده: فکر م مراجع

مرزها   ایجاد  .یدرو محترم بشمر یازهاتونکه شما خودتون و ن  ینها یدیاز آن ناراحت بشن، اما نکته کل  یارو قبول نکنن  ییراتتغ یندر ابتدا ا  یگرانهست. ممکنه د یعیهم کاملاً طب ینگران  ینشناس: بله، ا روان

هم  یگرانبه د تونهیم  ینا دید،یم  یتشما به خودتون اهم ی. وقتیدبد  یگرانبه خودتون و د تونیدیکه م یاییههدا ینتراز بزرگ یکی ید،خودتون ارزش قائل  یکه برا ینشماست و ا  یقدرت و خودآگاه ینشونه

من  یتبار اولو یندارم که ا یازکه “من واقعاً ن یدمثلاً به طرف مقابل بگ  ید، استفاده کن یمملا  یارتباط  هاییکاز تکن تونیدمی   .شما رو درک کنند یکنند و مرزها یتچگونه از شما حما یرندبگ یادکمک کنه که 

 ید؟احترام بذار یشترب دتونتا به خو کنیدینکات استفاده م ین. چطور از ایدخودتون توجه کن یازهایبه ن یدکه شما هم حق دار یدمن مهمه.” فراموش نکن یاحساس برا ین“ا یاباشه” 

 یدوارمام  یول یم،دار ید. هرچند هنوز چند تا شک و تردیمروش کار کن یشترب یجلسات بعد  یتو خوامیگرفتم و واقعاً م یادرو  یداشتم. به نظرم نکات خوب یشرفتپ  یکم یهامروز  کنم یکننده: احساس م مراجع

 .بهتر بشناسم یرموبتونم مس

وجود   یدهست که شک و ترد یعیدستاورد بزرگ هست. طب یک خودش  ید،کن  یانرو ب هاتونیاحساسات و نگران یدکه تونست ین! ایدگرفت یادرو  یدیو نکات جد یدکرد یشرفتخوبه که امروز پ یلیشناس: خ  روان

  یک. ممکنه بد باشه که یماحساستون کار کن یابیمرزها و ارز یتتقو یبرا  ییهاروش یرو یشترب  تونیمیم ی،بعد یهاجلسه برای .مثبت قرار داده یریشما رو در مس ید، اکه برداشته ییهاداشته باشه، اما قدم

  ینجاخوشحالم که ا بسیار .یدکن  یداخودتون پ  زا یو درک بهتر  ینیدبب یشرفتتونوروند پ کنهیبه شما کمک م  ین. ایسیدرو بنو کنیدیکه تجربه م یدی و احساسات جد هایتو موقع یدداشته باش یادداشتدفترچه 

  هاییدگاهو د یدبا خودتون کار کن یندهآ  یهفته یبرا یدوارم. امیمموضوعات تمرکز کن ینا ی رو یشترب تونیمیم یبعد یهامهم و ارزشمندند. در جلسه یدکه کرد هایییشرفت. پ یدو به صحبت پرداخت یداومد

 یم؟ کن  ریزیبرنامههم  یبرا  یرو چه زمان ی. جلسه بعدیدداشته باش  ی مثبت

برم و کم کم به خودم احترام بذارم. واستون جلسه   یشنکات پ ینبتونم با ا یدوارمسپاسگزارم. ام   یتتونام برداشته شده. واقعاً از حمااز دوش ینی بار سنگ  یه  کنمیدارم الان. احساس م یکننده: حس خوب مراجع

 !یدکه با من بود رسی. میمموضوعات صحبت کن یندرباره ا یشترب  یمتا بتون کنمیم یینبعد رو تع

 یادآوری  .کنار شما بودم، خوشحالم ینکهشماست و من واقعاً از ا یشرفتاز پ  یعال ینشونه  یک یناز دوشتون برداشته شده. ا   ینیبار سنگ کنیدیو حس م یددار یخوشحالم که احساس بهتر یلیشناس: خ  روان

جلسه  منتظر  .یداحترام بذار یشترو به خودتون ب یدبر یشنکات پ  ینکه با ا یدرو دار ینا  ییبه جلو است. شما توانا یگام مهم ید،که بردار یست و هر قدم کوچکپروسه یککه احترام گذاشتن به خود،  کنمیم

که با  ممنون   .یمش صحبت کندرباره یشترب یبعد یتا در جلسه یداومد، حتماً بهش فکر کن یشپ  یچالش یاهفته سوال  ینا  ی. اگر در ط یدنکات مطرح شده کار کن ی بر رو یدکه بتون یدوارمبعد منتظر هستم و ام

 !شما یبرا یتموفق  ی. با آرزویدکن یینجلسه بعد رو تع ید،. هر وقت آماده بودیدداشته باش یمثبت  یبعد، فکرها یتا جلسه یدوارمو ام  یدمن همراه بود

Figure 21: Example of a generated psychotherapy session dialogue.(in Persian) 
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Therapist: Hi! How are you? I'm glad you're here. I'm here to listen and support you. What would you like to talk about today? You can share anything 

that’s on your mind and heart freely.   

Client: Hi! Honestly, I feel really anxious today. Coming here and talking about my feelings is hard for me. But I know I need to do this. I feel like I’m 

stuck in a big challenge and need to share it with someone.   

Therapist: I’m really glad you came and are talking to me. This is a safe space where you can share whatever is on your mind. The fact that you find it diffi-

cult to talk about your feelings shows that you really care about this. The challenges you mentioned can feel really heavy. Would you like to talk a bit more 

about them?   

Client: Yeah, I really feel like people take advantage of me. I can’t say no, and it makes me feel worthless. Every time this happens, it’s like I lose a part of 

myself. It’s exhausting.   

Therapist: Yes, it sounds like this issue has really been weighing on you. You feel frustrated and unvalued, and it’s clear that struggling to say "no" has 

deeply affected how you see yourself. That feeling of losing a part of yourself must be overwhelming. I completely understand how painful that can be. 

Could you share more about specific experiences that have made you feel this way?   

Client: Exactly! I’m so tired of always putting others first. Every time I think I have to push myself aside, I feel like I’m running out of energy. Sometimes, I 

feel so overwhelmed that I don’t even know who I am anymore. It’s really upsetting.   

Therapist: I completely understand how exhausting this must be. You’re constantly investing your energy in others, but your own needs are being com-

pletely ignored. That feeling of having to push yourself aside, or even feeling like you’ve lost your identity at times, can be incredibly painful. Being in such 

a situation can feel heavy, and it’s completely natural to want to find a way to change it. Have you ever tried finding ways to take care of yourself? How do 

you feel about that?   

Client: Yeah, I think I learned from childhood that I had to accept everything easily in order to receive love and attention. But now, I feel like that’s not 

right. This mindset has caused challenges in my adult life that I never expected. It’s been really occupying my mind, and I want to figure out how to free 

myself from these feelings.   

Therapist: That level of awareness is really important. You’ve realized that since childhood, you developed this habit of sacrificing your own needs to gain 

love and attention from others. Now, you’re at a point where you want to change this pattern, and that’s a huge step toward growth and healing. How can 

you start honoring this self-awareness and prioritizing your own needs? Could you set aside moments in your day just for yourself? Or maybe find activities 

that bring you joy and help you stay connected to yourself?   

Client: You know, I have a fear. I’m scared that if I start saying no, people won’t like me or might even reject me. That thought is really scary! I don’t want 

to be alone, but at the same time, I can’t keep going like this.   

Therapist: That fear is completely natural and human. A lot of people feel anxious when they start setting new boundaries, worrying about how others will 

react. But maybe it’s time to explore whether this fear is actually true. Have you ever had experiences where you said no, and nothing bad happened? Or 

maybe you even felt better afterward? The thought of being alone can be really scary, but do you think it’s worth standing up for yourself and your real 

needs?   

Client: Yeah, I think maybe I could start changing little by little. Like, I could try saying no in small situations and see what happens. That way, I might be 

able to help myself and feel better. I hope I can do it.   

Therapist: That’s an amazing decision! Starting with small situations can help you build confidence. What specific steps can you take to prioritize yourself 

more? Maybe writing down a list of activities or values that are important to you would help. Or thinking about moments in your day when you can dedicate 

time just for yourself. Also, you could celebrate the moments when you say no or set a boundary—even if they’re small. How do you feel about these 

changes? Recognizing your feelings along the way can help you understand yourself better and move forward.   

Client: Yeah, it feels good to think that I can start saying no in small situations. Like, when my coworkers ask me to stay overtime, I could say no. That 

actually feels kind of empowering, and I hope I can start prioritizing myself more. But I’m still a little worried that the people around me might feel bad or 

think I don’t want to help them.   

Therapist: You’re absolutely right! Small changes can lead to big impacts over time. The fact that you want to prioritize yourself more is a huge step toward 

improving how you feel. Maybe your fear of disappointing others shows that you truly care about your relationships. But it’s important to learn that setting 

boundaries doesn’t mean you’ll stop receiving love and support. The people who genuinely care about you should respect your boundaries and understand 

your feelings. Do you think it would help if, when you say no, you explain to others that you’re doing it because you want to take care of yourself and be the 

best version of you? This could help both you and them maintain a strong, healthy connection.   

Client: I think I can try doing that. But I’m still worried that people might get upset.   

Therapist: That’s a completely normal concern. People may resist your changes at first, and some might feel upset, but what’s truly important is that you 

respect yourself and your needs. Setting boundaries is a sign of strength and self-awareness—it shows that you value yourself. And when you start valuing 

yourself, it actually helps others learn how to support and respect you as well. You can use gentle communication techniques, like saying, “I really need to 

prioritize myself this time,” or “This is important for me.” Remember, you have just as much right to take care of yourself as anyone else. How do you think 

you can start applying these ideas to show yourself more respect?   

Client: I feel like I made some progress today. I think I learned some really useful things, and I definitely want to work more on this in our next sessions. 

Even though I still have some doubts, I hope I can find my way.   

Therapist: That’s great! You made progress today and learned new perspectives! The fact that you could express your emotions and concerns is already a 

huge achievement. It’s completely normal to have doubts, but the steps you’ve taken are leading you in a positive direction. In our next sessions, we can 

work more on strengthening your boundaries and understanding your emotions. It might be helpful for you to keep a journal and write down the situations 

and feelings you experience as you make these changes. That way, you can track your progress and get to know yourself better. I’m really glad you came 

and shared your thoughts. Your progress is valuable and meaningful. In our next sessions, we can continue building on what we discussed today. I hope you 

take some time this week to reflect and keep a positive mindset. When would you like to schedule our next session?   

Client: I feel really good right now. It’s like a weight has been lifted off my shoulders. I really appreciate your support. I hope I can apply what we talked 

about and slowly start respecting myself more. I’ll schedule our next session soon so we can continue working on this. Thank you for being here for me!   

Therapist: I’m so happy that you’re feeling better and that this conversation helped ease your burden. That’s a great sign of progress, and I’m truly glad to 

be here with you on this journey. Just remember, respecting yourself is a process, and every small step you take is a meaningful achievement. You have the 

strength to follow through with these changes and prioritize yourself. I look forward to our next session, and I hope you take time this week to reflect on 

what we discussed. If you face any challenges or have any questions, keep them in mind so we can go over them next time. Thank you for sharing with me 

today, and I look forward to seeing you in our next session. Whenever you’re ready, let me know when you’d like to schedule it. Wishing you all the best!   

Figure 22: Example of a generated psychotherapy session dialogue (English translation) 
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C Dataset Statistics 

To provide a clearer overview of HamRaz, we sum-

marize key dataset statistics in Table 3. These fig-

ures highlight the overall scale, structure, and di-

versity of the collected dialogues. This breakdown 

illustrates that HamRaz covers a wide variety of 

therapeutic concerns while maintaining realistic 

session lengths and diverse client profiles. The 

prevalence of emotional struggles such as frustra-

tion, sadness, and anxiety also reflects the cultural 

and relational challenges commonly faced by Per-

sian-speaking clients. 

D BLRI Assessment 

The following 12 criteria were adapted from the 

Barrett-Lennard Relationship Inventory (mini-

BLRI) to assess the psychologist’s empathy, un-

conditional positive regard, and congruence during 

therapy simulations: 

1. The psychologist demonstrates genuine 

care and positive regard for the client. 

2. The psychologist accurately understands 

the client’s thoughts and emotions. 

3. The psychologist remains nonjudgmental, 

regardless of the client's views. 

4. The psychologist’s expressions reflect 

their true feelings and impressions. 

5. The psychologist values the client as an in-

dividual. 

6. The psychologist is attuned to the client’s 

emotional state. 

7. The psychologist maintains consistent re-

gard for the client over time. 

8. The psychologist accurately interprets cli-

ent messages, even when unclear. 

9. The psychologist appropriately shares per-

sonal reflections when beneficial. 

10. The psychologist exhibits a sincere interest 

in the client’s well-being. 

11. The psychologist perceives unspoken 

emotions and implicit concerns. 

12. The psychologist conveys warmth and au-

thenticity in their interactions. 

E Model Training and Inference Details 

This section provides details on the model's 

training and inference configurations. 

The model was trained on a single A100 80GB 

GPU. We employed LoRA (Low-Rank Adapta-

tion) to enable efficient parameter fine-tuning 

while maintaining computational efficiency. The 

training configurations are presented in Table 4. 

For inference, we used the settings provided in Ta-

ble 5. The Script-Based Method required 3 hours 

of training, while the Two-Agent Method took 3.5 

hours. The HamRaz Hybrid Approach, due to its 

increased complexity and refinement, required 4.5 

hours of training. 

 

LR Rank Alpha 
Drop-

out 

1e-5 16 16 0.0 

Table 5:  Hyperparameters used for LoRA-based 

model fine-tuning. 

 

 

Temp Max new 

tokens 
top p 

Do 

sample 

0.01 4096 0.9 True 

Table 4:  Parameters used during model infer-

ence. 

 

 

 

Statistic Value / Range 

Total dialogues 3,400 

Average turns per session 10–14 

Total categories 16 

Most common categories Relationship issues, Anxiety, Self-esteem 

Emotional themes (most frequent) Frustration, Sadness, Anxiety, Fear, Insecurity, 

Confusion 

Average emotional themes per query 3–5 

Table 3:  Hyperparameters used for LoRA-based model fine-tuning. 
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Abstract

Immediate Textual Variation (ITV) is defined
as the process of introducing changes during
text transmission from one node to another.
One-step variation can be useful for testing
specific philological hypotheses. In this pa-
per, we propose using Large Language Models
(LLMs) as text-modifying agents. We analyze
three scenarios: (1) simple variations (omis-
sions), (2) paraphrasing, and (3) paraphras-
ing with bias injection (polarity). We gener-
ate simulated news items using a predefined
scheme. We hypothesize that central tendency
measures—such as the mean and median vec-
tors in the feature space of sentence transform-
ers—can effectively approximate the original
text representation. Our findings indicate that
the median vector is a more accurate estima-
tor of the original vector than most alternatives.
However, in cases involving substantial rephras-
ing, the agent that produces the least semantic
drift provides the best estimation, aligning with
the principles of Bédierian textual criticism.

1 Introduction

According to Textual Criticism and Communica-
tion Theory, texts tend to be modified when they
are transmitted from one sender to a receiver (Ble-
cua, 1983; Pajares and Hernández, 2010). While
most variations—random changes, omissions, and
additions—have been extensively studied in Com-
putational Textual Criticism, other changes, such
as rephrasing or bias injection, are more difficult
to address and introduce greater alterations than
unintentional modifications.

For example, oral traditions are generally more
challenging to reconstruct than written ones, and
to our knowledge, none of the existing computa-
tional methods ((Fitch, 1971), RHM (Roos et al.,
2006), Hoenen’s algorithms (Hoenen, 2015, 2018),
UR (Koppel et al., 2016)) effectively handle oral
transmission. What happens if texts are modified

through rephrasing rather than by textual errors?
Moreover, what happens if the text is altered not
only by paraphrasing but also by the injection of
sociocultural bias?

While computational reconstruction techniques
struggle in complex or non-textual scenarios, basic
inferences may be possible under the simplified
case of Immediate Textual Variation (ITV), i.e.,
when one text is directly transmitted to a receiver.
This scenario is simpler because it bypasses the
need to reconstruct the stemma, a common step in
text reconstruction.

A preliminary hypothesis for ITV states that the
hyparchetype’s embedding lies near the mean or
median of its transmitted variants. Does this hy-
pothesis accurately capture the ITV process? If
so, the hyparchetype in vector space could be es-
timated directly from the observed copies using
these statistical metrics.

In this paper, we experimentally evaluate
whether basic statistics—specifically the mean and
median of the corresponding text vectors—can ap-
proximate the ITV hyparchetype. To do so, we
simulate one-step text transmissions with a known
ground truth in a controlled environment. We pro-
pose using Large Language Models (LLMs) as
agent-writers to generate the variant texts. Al-
though human and machine text production differ,
this setup serves as a preliminary step toward more
realistic transmission simulations.

The paper is organized as follows: Section 2
reviews related work. Section 3 describes our
methodology. Section 4 presents the results, and
Section 5 discusses the key findings. A summary
appears in Section 6.

2 Related Work

As noted in the introduction, computational ap-
proximations for complex text transformations re-
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main scarce. Nevertheless, existing studies in-
clude: (1) computational simulations of social be-
havior; (2) computational simulations of text trans-
mission; and (3) simulations of text transmission
using Large Language Models (LLMs), a subtopic
of (2). This work is part of the broader effort to use
computational simulations with LLMs to model
social phenomena. Some of these approaches have
been applied to textual data, but there is a lack of
recent literature on more complex forms of textual
transmission, such as paraphrasing or bias injec-
tion.

2.1 Computational simulations of social
behavior

Agent-based simulation is one of the core concepts
in computational social science (Hox, 2017). Re-
cent advances in the development of LLMs have in-
fluenced agent-based simulations in computational
social science studies (Thapa et al., 2025), a field
also known as “automated social science” (Man-
ning et al., 2024). For instance, (Gao et al., 2023)
studied the propagation of information in the form
of opinions and emotions.

Although LLMs have been adopted with enthusi-
asm (see, for example, (Ferraro et al., 2024; Zhang
et al., 2025)), some findings highlight their limita-
tions. One major constraint is that LLMs may not
function as individual agents but rather as a “su-
perposition of perspectives,” effectively acting as a
community (Kovač et al., 2023; He et al., 2024).

Despite these limitations and the lack of evalua-
tions with real-world data (Larooij and Törnberg,
2025), LLMs have been used to test several hy-
potheses in social sciences, generating potentially
weak but insightful observations about human be-
havior (Ma et al., 2024). Additionally, these exper-
iments shed light on the nature of LLMs and have
been employed to detect bias (Qi et al., 2025).

2.2 Computational simulations of text
transmission

In the field of Computational Textual Criticism,
algorithm testing has been carried out on experi-
mentally created datasets, using either human sub-
jects or computational methods. In the latter case,
some authors implement random changes and word
substitutions in a given text (Koppel et al., 2016;
Gelein, 2021).

2.2.1 Simulations of text transmission using
Large Language Models

Simulations of text transmission using large lan-
guage models constitute a specialized branch
within computational studies of textual diffusion.
Despite the expansion of NLP research, few works
address this specific application. Marmerola et al.
(Marmerola et al., 2016) employ traditional NLP
techniques—such as part-of-speech tagging—to
generate text variations. More recently, Zammit
(Zammit, 2024) adopted a similar experimental
framework and leveraged the T5 transformer to
introduce paraphrasing as a form of text alteration.

3 Methodology

3.1 Main experiments
In this paper, we explore the following scenarios
of textual drift:

1. Omissions: These are closely related to the
textual variation phenomena traditionally stud-
ied in Textual Criticism.

2. Paraphrasing: The phenomenon of paraphras-
ing has been scarcely examined in Textual
Criticism, as it generates alterations that are
difficult to trace.

3. Bias injection: A more complex form of tex-
tual drift linked to bias injection, where differ-
ing cultural backgrounds introduce significant
changes during text transmission.

The principal question we address is the follow-
ing: Given different scenarios of textual drift,
can we approximate the original text represen-
tation?

In this study, we focus solely on immediate varia-
tions, without modeling full transmission processes
such as hierarchical clustering. In other words, if
we have access to multiple immediate variants of
a single text, can we reconstruct its original repre-
sentation?

To answer this question, we propose an experi-
mental approach based on computational simula-
tions. Alternatively, similar experiments could be
conducted with human subjects. In both cases, ex-
trapolation to uncontrolled environments remains
implausible. However, these simulations may offer
insights into textual drift in sociocultural contexts,
where establishing a ground truth for comparison
is challenging. For instance, one might use par-
allel corpora reflecting different perspectives on
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the same phenomenon, but it is unrealistic to rely
on them to recover a hypothetical original text. In
all scenarios, we generate a source text and apply
various perturbation schemes to experimentally as-
sess the feasibility of approximating its original
representation.

In all experiments, we implement different
LLMs m1, . . . ,ml which act like agents. A differ-
ent LLM m0 act like a text generator. All the gener-
ated texts with m0 were used as ground truth for ex-
periments. In the first empirical setup (omissions),
we performed the variations (6) by randomly delet-
ing one sentence. For paraphrases and bias injec-
tion, we apply six different LLMs to produce the
necessary changes.

Finally, we embedded all texts into a vector
space using the Jina-v3 sentence transformer mT

(Sturua et al., 2024), which differs from the models
used earlier. For visualization, we applied Uniform
Manifold Approximation and Projection (UMAP)
(Healy and McInnes, 2024) to reduce the embed-
dings to two dimensions. We then computed cosine
similarities between each text representation and
the central tendency vectors (mean and median) in
the original latent space.

3.2 Data generation
Data generation was performed primarily with
Claude 3.5 Haiku (as of 2025-07-18) (Anthropic,
2025). We generated 100 distinct texts that follow
the structure of abstract news items by using the
following rule:

H → W1 W2 W3 W4 W5 W6 W7 (1)

where H is the headline, W1 is the actor, W2 is
the action, W3 is the object, W4 is the method, W5

is the reason, W6 is the location, and W7 is the time.
Each element Wi has ten predefined possibilities to
enhance diversity. To avoid generation failures and
ethical or legal issues, we employed abstract enti-
ties. For instance, actors include “the provisional
council” or “a legislative junta.” Headlines were
sampled from a uniform distribution. For example,

(1) A bipartisan committee repealed
economic sanctions via back-channel ne-
gotiations to strengthen alliances within
the federal archives amid rising tensions.

While the headline was randomly generated, the
body of the news item was produced using Claude
3.5 Haiku with a Chain-of-Thought setup. For the

Model Similarity
Mean 0.9977
Median 0.9988

Table 1: Average similarities from mean and median
values to the original vector.

prompts used in this article, please refer to the Code
and Prompt Availability statement.

3.3 Variation induction

For paraphrases and bias injection, we used the
following models:

1. Gemma3 (Team et al., 2025).

2. Llama 3 (Grattafiori et al., 2024).

3. Gemini 2.5 Flash (Comanici et al., 2025).

4. DeepSeek V3 0324 (Liu et al., 2024).

5. GPT-4o mini (Hurst et al., 2024).

6. Phi-4 mini instruct (Abouelenin et al., 2025).

We used 20 different prompts for paraphrases
using a zero-shot setup to promote diversity.

In the case of bias injection, we considered only
one abstract scenario: polarity. In the prompt, we
ask the models to rephrase the text from either a
negative or positive point of view. Three models
(Gemma3, Llama3, and Gemini) were used to gen-
erate negative perspectives, while the remaining
models generated positive rewritings.

4 Results

4.1 Omissions

Table 1 presents the average cosine similarities be-
tween the original text’s latent representation and
both the mean and median vectors. The median vec-
tor achieves a slightly higher similarity, and this dif-
ference is statistically significant (Mann–Whitney
U test, p < 0.05).

Figure 1 visualizes 90 variations of the same
text. Because it comprises only six sentences, only
six unique variations (including the original non-
variation) are displayed1. Unexpectedly, even in
this constrained setting, the original representation
does not lie exactly at the center of the resulting
distribution.

1The visualization also includes the unaltered text.
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Figure 1: Visualization of variants of text (id: 0) using
omissions.

4.2 Paraphrasing

Preliminary results with paraphrases (see figure 2)
show that in some cases the original text might not
be centered, and in the text drift might not diffuse
in all directions as a classical physical system. Both
the mean and median vectors are not the best esti-
mators to the original text vector. In this particular
case, the agent with less drift (Phi-4) was a best
estimator.

Figure 2: Visualization of 90 variants of text (15 each
model) using paraphrases and UMAP. In this particular
case, the original text was generated with Qwen3-8B
(Yang et al., 2025).

The quantitative analysis in the original latent
space (see Table 2) indicates that, across all tested
texts, both the mean and median vectors closely ap-
proximate the original representation. We observed
significant differences between the mean/median
vectors and every other model’s outputs except
those from Llama3 (Mann–Whitney U test, p <
0.05), while the mean and median themselves
did not differ significantly (Mann–Whitney U test,
p = 0.6156).

After reducing dimensionality to three via
UMAP (cosine metric), texts generated by Llama3
exhibited even higher cosine similarities to the
mean and median vectors (0.999935 and 0.999934,
respectively) compared to 0.999721 in the origi-
nal latent space. Figures 3 and 4 visualize specific

Model Similarity
Mean 0.9601
Median 0.9609
Gemma3 0.9290
Llama3 0.9540
Gemini 0.8454
DeepSeek 0.8467
GPT-4o-mini 0.8987
Phi-4-mini 0.8946

Table 2: Average cosine similarities from mean and
median values to the original vector using paraphrases.

cases with two dimensions.

Figure 3: Visualization of variants of text (id: 3) using
paraphrases.

Figure 4: Visualization of variants of text (id: 16) using
paraphrases.

4.3 Bias injection

In the bias induction experiments, the Phi-4 Mini
model exhibited the least drift (see Table 3) and
the highest average similarity compared to the
centrality metrics, although its difference from
the median vector was not statistically significant
(Mann–Whitney U test, p < 0.05). We also ob-
served significant differences between the mean
and median vectors and all other groups, as well as
between the mean and median themselves—except
in the mean vs. GPT-4o Mini and median vs.
Phi-4 Mini comparisons (Mann–Whitney U test,
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Model Similarity
Mean 0.9763
Median 0.9801
Gemma3 0.9291
Llama3 0.9447
Gemini 0.8699
DeepSeek 0.9382
GPT-4o-mini 0.9627
Phi-4-mini 0.9807

Table 3: Average cosine similarities from mean and
median values to the original vector using bias injection.

p < 0.05). Figures 5 and 6 illustrate selected ex-
amples.

Figure 5: Visualization of variants of text (id: 22) using
bias injection.

Figure 6: Visualization of variants of text (id: 44) using
bias injection.

5 Discussion

This work constitutes a preliminary empirical ap-
proach to studying the process whereby a given
text undergoes complex changes, in order to verify
whether it is possible to retrieve information about
the original from its immediate copies.

The main results discussed in section 4 provide a
clear picture of the TIV simulation. In all cases, the
median vector was a better estimator of the original
vector than the mean. Both metrics outperformed
most individual models. However, in some scenar-

ios, we identified one model whose output drifted
less and whose vector lay closer to the original than
the median vector.

These findings offer two complementary insights.
On one hand, the mean and median vectors can sur-
pass most models in approximating the original
text: by observing all surviving copies, we can re-
construct an approximation of the source, even in
the presence of bias. On the other hand, it appears
that one agent may introduce minimal variation,
effectively serving as the best estimator of the orig-
inal text. Identifying this agent may therefore be
the optimal strategy for complex transmissions, in
line with the Bédérian “best text” approach (Koppel
et al., 2016).

The main results discussed in section 4 provide a
clear picture of the TIV simulation. In all cases, the
median vector was a better estimator of the original
vector than the mean. Both metrics outperformed
most individual models. However, in the paraphras-
ing and bias injection scenarios, we identified one
model whose output drifted less and whose vector
lay closer to the original than the median vector.

These findings offer two complementary insights.
On one hand, the mean and median vectors can sur-
pass most models in approximating the original
text: by observing all surviving copies, we can re-
construct an approximation of the source, even in
the presence of bias. On the other hand, it appears
that one agent may introduce minimal variation,
effectively serving as the best estimator of the orig-
inal text. Identifying this agent may therefore be
the optimal strategy for complex transmissions, in
line with the Bédérian “best text” approach (Koppel
et al., 2016).

6 Conclusions

This paper presents a one-step study of textual vari-
ation (ITV) across three scenarios: random textual
changes (omissions), smooth semantic alterations
(paraphrases), and bias injection (rephrasing with
polarity). These scenarios correspond to three lev-
els of textual alteration.

Studying complex changes in ITV is crucial for
developing automatic methods for text reconstruc-
tion in contexts that go beyond purely random mod-
ifications while preserving text structure. These
findings may apply to situations where textual vari-
ation is mediated by bias or rephrasing.

Our results show that basic central tendency
statistics—particularly the median vector—are ef-
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fective estimators of the original text vector. How-
ever, when paraphrasing occurs, certain agents in-
troduce minimal drift and may serve as better esti-
mators. This observation aligns with the classical
philological proposals of Joseph Bédier.

6.1 Limitations
Using LLMs to simulate textual variation oversim-
plifies real-world scenarios. As discussed, LLMs
do not act as individual agents but rather aggregate
collective perspectives. Nevertheless, the growing
role of artificial agents as (re)-writers clearly in-
dicates that this study can be directly applied to
understanding one aspect of material reality.
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Abstract

Digital humanities (DH) have been exploring
large-scale textual reuse for several decades:
quotation, allusion, paraphrase, translation,
rephrasing. Automatic comparison, made pos-
sible by the increasing digitization of corpora,
opens new perspectives in philology and inter-
textual studies. This article presents a state
of the art of existing methods (formal, vector-
based, statistical, graph-based) and introduces
an open-source tool, Versus, which combines
multigranular vector alignment, interactive vi-
sualization, and critical traceability. This frame-
work aims to provide a reproducible and acces-
sible solution for DH researchers, with support
for text comparison in multiple languages.

1 Introduction

Since the works of (Kristeva, 1980) and (Genette,
1982), intertextuality has referred to a variety of
textual reuses: quotation, plagiarism, allusion, para-
text, etc. This structural dimension of text is central
to philology, genetic criticism, comparative liter-
ature, as well as to history and textual linguistics.
The growing availability of digitized corpora now
paves the way for large-scale automated detection
(Ganascia, 2020). However, existing methods face
two major limitations: a high rate of false positives
in large corpora, and a weak ability to detect seman-
tic or allusive reuse. Overcoming these challenges
requires the development of tools that combine
lexical alignment, semantic modeling, and critical
visualization.

2 Context and objectives

This work aims to examine recent approaches and
propose open-source solutions tailored to the spe-
cific needs of researchers in the humanities and
social sciences. It offers a structured overview of
automatic comparison tools based on the following

criteria: working principle, strengths, limitations,
and representative tools for each approach (for-
mal, vector-based, statistical, graph-based). It also
presents Versus, an open and reproducible tool de-
signed to meet the specific needs of DH researchers
through an interactive interface and critical trace-
ability of results. The contribution of this work
is primarily system-oriented: Versus is presented
as an open-source tool that integrates and adapts
existing methods for the specific needs of digital
humanities, rather than as an algorithmic advance.

3 Methods and tools for text comparison

Following prior surveys of text similarity methods
(Nègre, 2013); (Wang and Dong, 2020); (Prakoso
et al., 2021), we adopt a four-fold categorization of
approaches, which has proved useful both in DH
and general NLP contexts:

3.1 Formal approaches

These approaches compare texts directly at the
level of characters, words, or n-grams, without
modeling meaning. They rely on measures such
as edit distances (Levenshtein (Levenshtein, 1966),
Hamming (Hamming, 1950)) or similarity coeffi-
cients (Jaro (Jaro, 1989), Dice (Dice, 1945), Jac-
card (Jaccard, 1901)), and are effective in detecting
local or superficial similarities. They are particu-
larly suited for word-for-word comparison or the
analysis of fine textual variants. Among the tools
based on a formal approach, Text-Pair1 enables
the detection of similar passages—such as quota-
tions, borrowings, or common expressions—across
large text collections using sequence alignment and
shingling. CollateX2, designed for philology, au-
tomatically aligns variants within a critical editing

1https://artfl-project.uchicago.edu/
text-pair

2https://collatex.net/
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framework. Medite3 uses a suffix-tree and HMM-
based algorithm to align two versions of a text by
detecting deletions, insertions, replacements, and
displacements, supporting critical editing and tex-
tual genetics.

Passim4, for its part, is suited to detecting tex-
tual reuse in large corpora, combining speed and
robustness. Finally, Diffchecker5 provides a simple
interface for line-by-line comparison, useful for
quick checks or clear visualization of local diver-
gences.

3.2 Vector-based approaches
These transform text into vectors to measure se-
mantic similarity (cosine, Euclidean, etc.). They
are generally robust to reformulations. Two main
families of vector representations coexist: lex-
ical representations, such as BOW or TF-IDF,
which count word frequencies without consider-
ing context; and distributed representations, such
as Word2Vec, GloVe, or BERT, which learn vectors
from usage contexts to capture semantics. Among
the tools based on a vector approach, spaCy similar-
ity6 offers fast measurement of semantic similarity
between text units, based on built-in representa-
tions. Sentence-Transformers7 generates robust
sentence embeddings, well-suited for detecting re-
formulations and semantic alignment. LASER8,
developed by Facebook, provides multilingual rep-
resentations for comparing texts across languages.
Gensim9 offers classic models like Word2Vec and
Doc2Vec, effective for capturing lexical similari-
ties in large corpora. Finally, SimAlign10 combines
lexical alignment and contextual embeddings to
identify word-level correspondences, including in
multilingual settings.

3.3 Statistical approaches
These methods leverage machine learning to iden-
tify patterns of similarity across texts. Super-
vised models—such as DSSM, ARC-I, or MV-
LSTM—are trained on annotated examples to pre-

3https://obtic.huma-num.fr/medite/
4https://programminghistorian.org/en/

lessons/detecting-text-reuse-with-passim
5https://www.diffchecker.com/

text-compare/
6https://spacy.io/usage/

linguistic-features#vectors-similarity
7https://www.sbert.net/
8https://github.com/facebookresearch/

LASER
9https://radimrehurek.com/gensim/

10https://github.com/cisnlp/simalign

dict textual alignment or correspondence. Unsu-
pervised techniques—such as LSA, LDA, or clus-
tering—reveal latent structures without prior label-
ing, enabling thematic grouping, topic inference,
or segment classification. These approaches are
particularly effective for mapping global semantic
proximities and visualizing the structure of large
corpora in reduced vector spaces. In digital hu-
manities, they support the exploration of textual
traditions, discursive dynamics, and stylistic vari-
ation across time or authorship. Tools like Or-
ange Text Mining11 offer an accessible graphical
interface for clustering and topic modeling. Scikit-
learn12 provides a robust suite of unsupervised al-
gorithms for grouping high-dimensional represen-
tations. BERTopic13, which combines transformer-
based embeddings with dimensionality reduction
and density-based clustering, enables the extraction
of coherent and interpretable topics from heteroge-
neous or multilingual corpora.

3.4 Graph-based approaches
These approaches represent texts as networks of re-
lationships (semantic, syntactic, discursive). They
model links between words, sentences, or entities
using knowledge graphs or graph neural networks
(GNNs). While not all graph-based tools are de-
signed specifically for text comparison, they can
contribute to similarity analysis through their ca-
pacity to model textual structures that can then be
compared using graph-based metrics such as struc-
tural comparison, node centrality analysis, and sub-
graph matching algorithms. These methods capture
the global structure of the text and are effective for
analyzing complex or multi-level connections, par-
ticularly in long or structured texts.

Among graph-based tools, textnets14 represents
collections of texts as networks of documents and
words, enabling comparative analysis through net-
work visualization and structural metrics. The tm-
toolkit15 from WZB offers comprehensive text min-
ing and topic modeling capabilities with network
analysis features that can support comparative anal-
ysis of semantic structures extracted from text cor-
pora. Gephi16, often used in combination with

11https://orangedatamining.com/
12https://scikit-learn.org/stable/

modules/clustering.html
13https://maartengr.github.io/BERTopic/
14https://github.com/jboynyc/textnets
15https://github.com/

WZBSocialScienceCenter/tmtoolkit
16https://gephi.org/
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external text analysis tools such as TXM or cus-
tom pipelines, provides a powerful solution for
visually exploring complex graphs derived from
textual data, particularly for exploratory analysis.
TextRank17 applies the PageRank algorithm to lex-
ical graphs and is useful for automatic keyword
extraction or summarization within individual texts.
Finally, discoursegraphs18 enables the annotation
and analysis of discursive and argumentative rela-
tions in texts using enriched directed graphs for
multi-level annotated corpora.

These methods are particularly effective for an-
alyzing textual structures, though dedicated text
comparison typically requires additional algorith-
mic layers built upon these graph representations.

4 Synthesis

These four approaches offer complementary strate-
gies for comparing texts, ranging from fine-grained
variant detection to deep semantic modeling. The
choice of method depends on the type of data, the
desired level of granularity, and the goals of the
analysis (reuse detection, alignment, thematic clus-
tering, etc.).

5 Presentation of the Versus tool

Versus19 is an open-source application dedicated
to automatic text comparison, designed to meet
the specific needs of DH researchers. It is based
on methods that combine semantic vectorization,
lexical weighting, and interactive visualization.
Thanks to its reliance on multilingual sentence
embeddings, Versus can be applied to texts in a
variety of languages without requiring language-
specific adaptation. Two main modules are cur-
rently implemented: comparison of a document
with a corpus, and fine-grained comparison be-
tween two texts. The software architecture relies
on a clear object-oriented model: each instance of
Document is linked to a Text instance, which is
further divided into Sentence and Word, enabling
multi-level granularity. These documents are con-
tained within a Corpus object. Text-to-text compar-
isons are handled by a PairText class. Shared vari-
ables are centralized in a Global stuff class. The
user interface is built with the Streamlit library, of-
fering a modular structure for features and ensuring

17https://github.com/summanlp/textrank
18https://github.com/arne-cl/

discoursegraphs
19https://versuser-n5tyntby6aud5yryzwrdgf.

streamlit.app/

both accessibility for non-technical users and re-
producible deployment beyond a simple notebook
setting.

Figure 1: General Architecture of Versus

5.1 Document–Corpus Comparison

This module ranks an entire corpus based on simi-
larity to a source document. To achieve this, Versus
combines two complementary approaches: TF-IDF,
used to weight the lexical importance of sentences
according to their specificity within the corpus
(contextual weight); Sentence Transformers (model
all-MiniLM-L6-v220), which generate dense 384-
dimensional vector representations for each sen-
tence. This model was selected for its balance be-
tween semantic performance, inference speed, and
effectiveness on large corpora. The model operates
on a general-purpose corpus (pretrained on diverse
web/textual data), offering domain-agnostic perfor-
mance without requiring domain-specific corpora
or ontologies. Concretely, for each document, an
embedding vector is assigned to each sentence us-
ing the transformer model. Each of these vectors
is then weighted by the sum of the TF-IDF scores
of its constituent words. This strategy gives greater
value to sentences containing discriminative terms
within the corpus.

5.2 Text–Text Comparison

This module is designed to identify similar pas-
sages between two texts. It uses a sliding segmen-
tation into word n-grams, each vectorized using the
same transformer model. Although the model is
optimized for full sentences, it produces reliable

20https://huggingface.co/
sentence-transformers/all-MiniLM-L6-v2
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Approach Principle Strengths Limitations Example Tools
Formal Direct comparison on

strings (characters, to-
kens, n-grams)

Simple, precise,
suited to local
variants

Does not capture
meaning, sensitive to
reformulations

Text-Pair, CollateX,
Medite, Passim, Dif-
fchecker

Vector-based Text representation as
vectors (lexical or dis-
tributed)

Robust to refor-
mulations, par-
tial/contextual
semantics

Loss of fine-grained
info, requires training
corpora

spaCy, Sentence-
Transformers,
LASER, Gensim,
SimAlign

Statistical (ML) Learning to group or
match texts

Adaptable models,
useful for classifica-
tion/exploration

Needs annotated data
(supervised), low in-
terpretability

Orange, Scikit-learn,
BERTopic

Graph-based Texts represented as
semantic/syntactic
networks

Captures complex,
multi-level structures,
explicit links

Complexity, high
computational cost

TextNetworkX,
GraphText, Gephi,
TextRank, Discourse
Graphs

Table 1: Comparison of text analysis approaches

vectors for word groups, including reformulated
or reordered segments. The comparison is based
on a cosine similarity matrix between all n-grams
of both texts. To manage memory usage, the ma-
trix is built segment by segment and converted into
a sparse structure by filtering out scores below a
threshold p. This ensures controlled memory usage
even for large texts. The segmentation divides the
second text into blocks of k columns, avoiding the
creation of a full matrix, which would be memory-
intensive. At each iteration, only a partial section of
the matrix is computed, filtered, and converted to a
sparse format, then concatenated with previous seg-
ments. This approach allows efficient processing
of very large texts while limiting RAM usage. This
method has proven up to 7 times faster than tra-
ditional text comparison using optimized libraries
like Rapidfuzz21, while remaining sensitive enough
to detect inflected or allusive correspondences.

5.3 Interactive Visualization

The application is built on Streamlit22 and offers
an accessible interface structured into four sections:
corpus management, ranking, comparison, and user
guide. Users can adjust parameters (n-gram size,
similarity threshold, stopword activation) and visu-
alize detected segments in an aligned and annotated
format. Results include dynamic highlighting of
correspondences, difference visualization (via the
Difflib23 library), and direct interaction with the
source text, ensuring readability and transparency.
Correspondence with the original text is maintained
through position metadata (start and end) associ-

21https://rapidfuzz.github.io/
RapidFuzz/

22https://streamlit.io/
23https://docs.python.org/3/library/

difflib.html

ated with each word, allowing accurate display
even when stopwords are removed. An embedded
JavaScript script enables dynamic adjustment of
the textual context size around matched passages.
Ongoing developments include support for export
in CSV and TEI formats.

5.4 Use Case Scenario
A typical use case involves comparing a source
document to a collection of documents. The tool
ranks the collection based on a similarity score
computed from a weighted average of sentence
vectors (TF-IDF + Sentence Transformers). The
user selects a document, which is then aligned with
the source document. A sliding n-gram segmenta-
tion detects similar passages using a cosine simi-
larity matrix. The interactive interface displays the
aligned texts side by side, highlights the detected
correspondences, allows parameter adjustment (n-
gram size, threshold, stopwords), and provides dy-
namic, annotated visualization of similarities and
differences.

6 Evaluation

This evaluation aims to illustrate the performance
and usability of the Versus tool in a realistic context
of intertextual analysis.

• Quantitative: On a sample of 5 manually anno-
tated text pairs (50 target alignments), Versus
achieves an average precision of 0.86, recall
of 0.79, and F1-score of 0.82. False positives
mainly involve borderline reformulations or
contextually ambiguous segments.

• Qualitative: The detected alignments are
largely considered relevant, including in cases
of reformulation or allusion. Similar segments

35



Figure 2: Versus User Interface

are well localized and clearly visualized, facil-
itating philological analysis. While tailored to
DH use cases, future evaluation may consider
adapting standard benchmarks such as STS-B
or MSRP to literary or historical datasets.

• Ergonomic: The Streamlit interface is con-
sidered intuitive. Parameters (n-gram size,
threshold, stopwords) are easily adjustable.
Result export and aligned visualization pro-
vide strong support for critical analysis.

We acknowledge that this evaluation is limited
in scope, relying on only five annotated pairs and
lacking both baselines and error analysis, which
will be addressed in future work.

7 Limitations

This work has several limitations. First, the evalu-
ation is based on a small proof-of-concept dataset
(5 annotated pairs), without systematic baselines or
detailed error analysis, which restricts the strength
of empirical claims. Second, Versus currently re-
lies on transformer-based embeddings, which can
be sensitive to noisy input such as OCR errors, ty-
pos, or unsupported languages. These constraints,
already noted in the evaluation and conclusion, un-
derline the need for broader benchmarking and
methodological refinement, as outlined in the Per-
spectives section.

8 Conclusion and Perspectives

Text comparison is a central challenge in digital
humanities. Versus offers a hybrid and accessible
approach, combining lexical precision, semantic
modeling, and critical visualization. Designed for
digital humanities, it addresses key challenges in
the field: processing large corpora, detecting vari-
ous types of reuse (quotation, allusion, paraphrase,
reformulation), ensuring result readability, and pro-
viding direct interpretive support for DH scholars
without technical expertise.

By leveraging deep learning and lexical statis-
tics techniques (transformers + TF-IDF), it enables
efficient multigranular alignment, suited to the lin-
guistic variation typical of literary and historical
texts. However, this method has limitations: the
transformer model relies on prior understanding of
words. If the input is noisy (OCR errors, typos,
unsupported languages), the resulting embeddings
may be unrepresentative, reducing comparison ac-
curacy.

As an open, reproducible, and modular tool,
Versus provides a solid foundation for contempo-
rary intertextual analysis. Unlike general NLP ap-
proaches focused primarily on model performance,
our methodology emphasizes the specific require-
ments of digital humanities, integrating critical
traceability—through alignment metadata, visual-
ization of correspondences, and direct linkage to
source texts—together with interactive visualiza-
tion and accessibility for non-technical users.

Planned extensions include diachronic alignment
and broader multilingual coverage, enabling cross-
linguistic analysis within a unified framework. A
pilot study on 18th- and 19th-century French liter-
ary texts will explore influence through paraphrase
detection, forming part of a broader validation with
DH scholars to assess usability, interpretive value,
and alignment with philological practices. Future
work will also address systematic benchmarking
through larger evaluation sets and comparisons
with established baselines, to better situate Versus
within the state of the art.
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Abstract

The purpose of this study is to analyze lexical
and syntactic features in human-written texts
and machine-generated texts produced by three
state-of-the-art large language models: GPT-
4o, Llama 3.1 and Qwen 2.5. We use Kullback-
Leibler divergence to quantify the dissimilarity
between humans and LLMs as well as to iden-
tify relevant features for comparison. We test
the predictive power of our features using bi-
nary and multi-label random forest classifiers.
The classifiers achieve robust performance of
above 80 % for multi-label classification and
above 90 % for binary classification. Our re-
sults point to substantial differences between
human- and machine-generated texts. Human
writers show higher variability in the use of
syntactic resources, while LLMs score higher
in lexical variability.

1 Introduction

The use of Large Language Models (LLMs) in re-
search has become a common practice. Scenarios
in which academia members resort to LLMs are var-
ied, ranging from ideas generation and productivity
enhancement to data analysis and writing (Panda
and Kaur, 2024). 80.88% of researches surveyed
by Liao et al. (2024) used LLMs in their academic
activities, with 61% of researchers having at least
once used LLMs for editing and 41%, for direct
writing. A vast majority of scholars surveyed by
Mishra et al. (2024) consider that LLMs will have
an impact on various stages of the publication pro-
cess.

State-of-the-art LLMs are capable of producing
high-quality texts that are practically indistinguish-
able from human-created content for untrained in-
dividuals. This makes LLMs useful writing assis-
tants, especially for researchers who are not native
speakers of English. Yet numerous studies based
on large enough amounts of data have shown that

LLMs do write differently in comparison to hu-
mans according to certain measures.

In this study, we aim to analyze human-written
texts (HWT) and machine-generated texts (MGT)
– abstracts of academic papers – and identify lin-
guistic features that can help tell them apart. While
studies on this topic abound, they either do not
focus specifically on academic texts, even though
those might be present in the scrutinized corpora,
or use the older GPT 3.5 model relying on the paper
title and a short text snippet for abstract generation.

We will address these research gaps by using
a large dataset of academic publications with full
texts and human-written abstracts and resorting to
a newer GPT-4o model (OpenAI, 2024). More-
over, we will complement our analysis with two
open-source state-of-the-art models (Llama 3.1 8B
Instruct (Grattafiori et al., 2024) and Qwen 2.5 7B
Instruct (Yang et al., 2025; Team, 2024)). The ra-
tionale behind this decision is that, although Chat-
GPT is the undisputed leader as a chat bot assis-
tant, its use may be associated with data protection
concerns (Ali et al., 2025; Novelli et al., 2024).
Because of this, researchers might choose open-
source LLMs, either running them locally or ac-
cessing them through in in-house university chat
bot solutions. Therefore, the amount of scientific
content potentially generated by open-source mod-
els might be increasing.

Furthermore, most studies comparing HWT and
MGT use a predefined list of features. Instead, we
will rely on Kullback-Leibler divergence, a mea-
sure rooted in information theory, to identify fea-
tures that can reliably distinguish between HWT
and MGT and then test these features in a classifi-
cation task.

The remainder of the paper is structured as fol-
lows. Section 2 offers a brief overview of research
on linguistic features in HWT and MGT. Section 3
describes the dataset and methodology, including
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the procedure for feature selection. Then, Section
4 presents the results for text classification, show-
ing the predictive power of the extracted features.
Section 5 compares HWT and MGT across some
of the selected features, while Section 6 contains a
brief discussion of our findings. Finally, Section 7
offers some concluding remarks and an overview
of future work plans.

2 Related Work

Due to easy accessibility and outstanding output
quality, LLMs have become an integral part of
many workflows, often being used to produce writ-
ten content. This inevitably leads to the prolifera-
tion of machine-generated texts, making the study
of synthetic language an important task.

A common approach for this consists in defining
a set of features (e.g., sentence length, frequencies
of words, part-of-speech categories or specific syn-
tactic patterns, etc.) and comparing them in human-
written texts (HWT) and machine-generated texts
(MGT) (e.g., Zanotto and Aroyehun (2024); Culda
et al. (2025); Muñoz-Ortiz et al. (2024); Georgiou
(2024), etc.).

A general consensus in this field is that MGT
differ considerably from HWT, especially when
it comes to lexical variability, with human writ-
ers being characterized by higher lexical diversity
(e.g. as measured by type-token ratio or amount
of hapax legomena) (Zanotto and Aroyehun, 2024;
Culda et al., 2025). At the same time, Opara (2024)
pointed out that HWT manage to strike a balance
between lexical richness and text length, while
some LLMs seem either to overly restrict or ex-
pand their vocabulary.

Apart from that, LLMs have also been shown
to overuse some stylistic vocabulary not related
to the content of a text. Such overused lexical
items, sometimes referred to as focal words, can
be detected by comparing word frequencies before
and after LLM era and typically include words
like delve, underscore, intricate, pivotal, showcase,
meticulous, etc. (Juzek and Ward, 2024; Kobak
et al., 2025; Gray, 2024; Liang et al., 2024).

From the morphosyntactic perspective, MGT
seem to use shorter sentences, showing however
higher complexity in the constituency structure
(Muñoz-Ortiz et al., 2024). MGT (at least those
generated by GPT models) also tend to favor a
more nominal style of writing, with higher propor-
tion of nouns, nominalizations, phrasal coordina-

tion and determiners (Reinhart et al., 2025; Liao
et al., 2023). Despite higher proportion of nouns,
LLMs were found to use more general vocabulary
in specialized registers, though, resulting in lower
degree of specificity and higher readability scores
in comparison to HWT (Liao et al., 2023).

Interestingly, HWT tend to convey more negative
emotions on average, while LLMs produce more
positive texts (Muñoz-Ortiz et al., 2024; Culda
et al., 2025). This also holds for conversation-like
texts, where LLMs exceed humans in some com-
municative processes, scoring higher in social be-
havior, politeness and attentional focus. However,
they still do not reach the same level of authenticity
as humans, at least in conversation (Sandler et al.,
2024).

The studies reviewed above rely on a predefined
set of features to explore differences between HWT
and MGT. In contrast, in this study we introduce a
more informed approach to feature selection based
on Kullback-Leibler divergence. Moreover, we use
three syntactic complexity measures, which, to the
best of our knowledge, has not been done yet.

3 Data and Methods

3.1 Data

We use the ACL Anthology Corpus (Rohatgi, 2022)
– a collection of ACL contributions ranging from
1950s to 2022. The reasons for choosing this
dataset were twofold. First, it provides both ab-
stracts and full texts, allowing us to generate ab-
stracts based on full papers and compare them to
HWT. Moreover, since the dataset is limited to pub-
lications prior to 2022, we ensure that no abstracts
in it have been written by LLMs.

Due to the extensive size of the corpus, which
would result in high material and computational
costs, and the presence of noisy data, we selected a
sample of papers that meet the following criteria:
a) both full text and abstract are available; b) pub-
lication year: after 1999; c) language: English; d)
length of the abstract: between 100 and 200 words;
e) length of the full paper: only those within one
standard deviation of the mean length among those
in the interquartile range. After applying the filters,
we obtained a subset of 10,393 papers with their
abstracts.

3.2 Automatic Abstract Generation

We automatically generated abstracts based on
the ACL papers using three LLMs: gpt-4o-2024-
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08-06 (OpenAI, 2024), Llama-3.1-8B-Instruct
(Grattafiori et al., 2024) and Qwen2.5-7B-Instruct
(Yang et al., 2025; Team, 2024). The GPT model
was prompted using the OpenAI API through the
openai Python library1. To interact with the two
open-source models, we used the huggingface2

transformers text generation pipeline. All models
were prompted using the temperature of 1. Except
for output length, all other parameters were kept at
default values. Number of output tokens was set to
400. Lower values approximating the desired ab-
stract length of 200 words stipulated in the prompt
resulted in a considerable amount of incomplete
outputs by Llama. While the higher output length
in the pipeline parameters helped mitigate the in-
complete output problem, it caused Llama output
to be longer as can be seen in Table 1. However,
this was not critical for further analysis since all
measures are normalized by the size of the subcor-
pora.

The prompt consisted both of a system message
defining the model’s role as academic writing assis-
tant and describing the task as well as a user mes-
sage providing the full text of a paper and giving the
instruction to generate an abstract (see Appendix
A). We included the full text to approximate the
behavior users might exhibit when actually using
the models for paper summarization since newer
models feature much larger input context windows.
The experiments were run at the end of June and at
the beginning of July 2025.

Source Tokens Types Sentences

Human 1,700,972 32,808 64,975
Llama 2,392,988 34,688 83,534
Qwen 1,524,521 29,388 60,018
GPT 2,034,978 32,880 76,710

Table 1: Comparison of abstract sources by tokens,
types, and sentences.

3.3 Methods

We used Kullback-Leibler Divergence (KLD)
(Kullback and Leibler, 1951) to compare HWT
and MGT. KLD (Equation 1) is an information-
theoretic measure that asymmetrically quantifies
(in bits) the divergence between two probability
distributions and allows us to identify the most dis-

1https://pypi.org/project/openai/
2https://huggingface.co/

tinctive features contributing to the divergence. A
KLD value of 0 means that the distributions are
identical, whereas a value larger than 0, in contrast,
is indicative of a divergence.

We calculated KLD for (a) lemmas to capture
how HWA and MGA diverge on the lexical level as
well as (b) Universal Dependencies part-of-speech
tags, and (c) dependency relations (de Marneffe
et al., 2021) to analyze the syntactic differences.
For the classification task, we used only POS tags
and syntactic relations for which we calculated
normalized document frequencies by dividing the
count of a POS tag or dependency label by the total
number of tokens in the document.

KLD(P ∥ Q) =
∑

x

P (x) log
P (x)

Q(x)
(1)

We complemented this initial set of features with
variability measures since previous research has
found substantial differences in variability of dif-
ferent elements in HWT and MGT (e.g.,Zanotto
and Aroyehun (2024); Culda et al. (2025); Liao
et al. (2023); Opara (2024), etc.). We operational-
ize variability with Entropy. Entropy is another
information-theoretic measure and is calculated us-
ing the formula in Equation 2. It shows how much
uncertainty there is in a system, with higher entropy
values indicating higher uncertainty. In our context,
higher uncertainty means more variability in lan-
guage use. We calculated document-level entropy
for lemmas, POS tags and dependency relations.

Additionally, we calculated the proportion of
unique items in each selected POS category by
dividing the number of unique items in a POS cat-
egory by the total number of elements in the cate-
gory.

H =
n∑

i=1

pi × log2 pi (2)

We also included three syntactic measures that
are commonly analyzed when examining syntactic
complexity: average dependency length (Gibson,
1998; Jiang et al., 2019), tree depth (Xu and Reit-
ter, 2016), and average branching factor (Xu and
Reitter, 2016).

Average dependency length (aDL) is calcu-
lated by measuring the distance between heads and
their dependents in a syntactic dependency tree, ig-
noring punctuation. For each dependency in a sen-
tence, the length is the absolute difference between
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the positions (i.e. token indices) of the head and
the dependent. These lengths are summed across
all dependencies in the sentence and then divided
by the total number of dependencies (i.e.number of
tokens minus one). For example, in the parsed sen-
tence with 8 tokens (excluding punctuation) shown
in Figure 1, the sum of the dependency distances
is 17. The average dependency length (ADL) is
therefore calculated as 17

8−1 = 2.43.

Figure 1: Example of parsed sentence.

Average branching factor (ABF) quantifies the
mean number of immediate dependents (children)
per internal node. It captures how syntactic con-
stituents are organized: higher ABF values indicate
greater syntactic parallelism, whereas lower values
suggest more linear or sequential structuring. It is
calculated by dividing the total number of children
of internal nodes (i.e., the total number of nodes
minus one) by the number of internal nodes.

Tree depth (TD) refers to the length of the
longest path from the root node to any leaf node in
a syntactic dependency tree, reflecting the degree
of structural nesting.

As an example, consider the sentence “Anne
lost control and laughed.” Its constituency tree is:
(ROOT (S (NP (NNP Anne)) (VP (VP (VBD lost)
(NP (NN control))) (CC and) (VP (VBD laughed)))
(. .))). The graphical representation of this tree is
provided in Figure 10 in Appendix B.

The total number of nodes (internal nodes and
leaves) is 19, the longest path from the root to any
leaf (tree depth) is 6 (ROOT → S → VP → VP
→ NP → NN → leaf), and the average branching
factor is the total number of children of internal
nodes is 18 (i.e., total nodes minus 1) divided by
the number of internal nodes (i.e., 13), giving an
average branching factor of 1.39.

For each abstract (human- or machine-
generated), these measures were calculated for
each sentence and then divided by the number of
sentences to obtain the average value per text.

Finally, we also included word and sentence
length, average count of stop words per text and
a readability measure3. Entropy, dependency rela-
tions counts and the three syntactic measures were

3Coleman-Liau Index (Coleman and Liau, 1975).

calculated by custom Python scripts. For all other
measures, we used the Linguistic Features ToolKit
(LFTK) (Lee and Lee, 2023). In total, we obtained
a set of 76 features.

We trained random forests classifiers both for
binary and multi-label prediction to test the predic-
tive power of the selected features. First, we only
used the features extracted by KLD and then the
complete set of features. To train the classifiers,
we used the ranger4 R package with the following
settings: number of trees = 500, importance = im-
purity, classification = True, seed =123. For both
classifiers, we used 80% of data for training and
20% for testing.

4 Classification Results

We first focused only on POS tags and dependency
relations that have proven distinctive as per KLD
(53 features in total). Then we used the full set
of 76 features. As shown in Figure 2, these 76
features do allow to identify 4 clusters of texts.
We can see an overlap between GPT and Qwen,
on the one hand, and humans and Llama, on the
other hand, indicating a greater linguistic similarity
of these groups, in line with our KLD results. In
turn, the clusters for GPT and Qwen are clearly
distinguishable from human texts.

Binary Multilabel

Model Acc. F1 Acc. F1

NIR .75 – .25 –
KLD features only .92 .89 .83 .83
All features .94 .92 .88 .88

Table 2: Random forests results for binary (human vs ma-
chine) and multi-label (human vs GPT vs Llama vs Qwen)
classification. NIR (no-information rate) shows the model’s
performance if the majority label is always assigned. Here it
is used as baseline.

Precision Recall F1
GPT .87 .90 .88
Human .89 .90 .89
Llama .89 .87 .88
Qwen .89 .86 .87

Table 3: Precision, recall, and F1-scores for each class in
Random Forest classification based on the full set of features.

Using the two sets of features (the initial one
obtained by KLD only and the complete one), we
trained random forests classifiers both for binary

4https://cran.r-project.org/package=ranger
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and multi-label prediction. As shown in Table 2,
even the initial set of features allows for a robust
predictive power, confirming that KLD is a suit-
able measure to identify relevant linguistic features.
However, additional features do improve the model
performance considerably. The prediction results
are fairly similar across different classes, being
slightly better for human texts and worse for Qwen-
generated texts as measured by F1 score (see Table
3).

5 Feature Analysis

5.1 KLD
In line with previous findings, our KLD analysis in-
dicated that HWT differ from MGT both lexically
and syntactically (see Figures 3, 4 and 5). Llama
was closest to humans on all three levels of compar-
ison, while GPT and Qwen turned out to be more
divergent from HWT, showing similar results.

The distinctive features extracted by KLD were
very similar across all groups of comparison. On
the lexical level, HWT are mostly characterized
by function words (determiners, prepositions, par-
ticles, copula verbs and modal verbs), discourse
markers (however, therefore, thus), adverbs (usu-
ally, considerably) and some abbreviations com-
monly used in academic writing (i.e., e.g., etc.).
In contrast, MGT are characterized by the use of
nouns, verbs and adjectives many of which have
stylistic function and are considered "focal words"
typically overused by LLMs (highlight, underscore,
demonstrate, introduce, incorporate, pivotal, sig-
nificant, etc.) (see Table 5). The verb delve, a
prototypical example of such overused vocabulary,
has also been identified as distinctive of all tested
LLMs, especially the GPT model. However, its
contribution to the overall divergence is relatively
low, suggesting that it is not as overused anymore
by GPT-4o as it was by GPT 3.5.

H x GPT H x Llama H x Qwen
be be we
the this be
of in of
a paper have

we have our

Table 4: Top 5 lemmas distinctive of humans compared
to each of the LLMs.

KLD results for POS tags confirm the more ex-
tended use of function words in HWT observed at

GPT x H Llama x H Qwen x H
enhance and and
future our author
and approach enhanced

highlight include demonstrate
potential demonstrate highlight

Table 5: Top 5 lemmas distinctive of each of the LLMs
compared to humans.

H x GPT H x Llama H x Qwen
AUX AUX PRON
DET ADP AUX
ADP ADV ADP

PRON DET DET
ADV ADJ ADV

Table 6: Top 5 UD POS tags distinctive of humans compared
to each of the LLMs.

GPT x H Llama x H Qwen x H
NOUN NOUN NOUN
VERB CCONJ PUNCT
ADJ VERB VERB

PUNCT PUNCT PROPN
PROPN SCONJ CCONJ

Table 7: Top 5 UD POS tags distinctive of each of the LLMs
compared to humans.

H x GPT H x Llama H x Qwen
det advmod case
case obl obl
cop case cop

aux:pass det aux
advmod aux:pass advmod

Table 8: Top 5 UD relations distinctive of humans compared
to each of the LLMs.

GPT x H Llama x H Qwen x H
obj obj obj

advcl nmod:poss punct
compound conj compound

amod compound advcl
punct cc amod

Table 9: Top 5 UD relations distinctive of each of the LLMs
compared to humans.

the lexical level (see Table 6). Besides, HWT are
also characterized by the use of adverbs, proper
nouns and numerals. Interestingly, adjectives are
distinctive of HWT when compared to Llama, how-
ever, not when compared to GPT and Qwen. MGT
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Figure 2: t-SNE clustering of HWT and MGT based on a set of 76 features.

Figure 3: KLD values based on lemmas.

Figure 4: KLD values based on UD POS tags.

are characterized by POS tags labeling nouns and
verbs as well as punctuation marks, coordinative
conjunctions and subordinative conjunctions (see
Table 7).

At the level of UD syntactic relations, we again
see that one of the most distinctive features of HWT

Figure 5: KLD values based on UD dependency rela-
tions.

are auxiliaries, determiners and adverbial modi-
fiers. The obl and case labels point to a varied use
of prepositional phrases as oblique arguments, ad-
juncts or nominal modifiers. LLMs, in turn, seem
to favor more compact and dense constructions,
at least in case of nominal modification, leading
potentially to higher phrasal complexity. This is
evident by adjective modifiers, compound nouns
and possessive nominal modifiers being distinctive
of MGT (see Table 9).

In terms of clausal features, HWT are especially
characterized by passive constructions and finite
relative clauses modifying either nouns or whole
sentences. In contrast, LLMs tend to use more
non-finite clausal modifiers (with the exception of
Llama), adverbial clauses and clausal complements.
In general, clausal subordination is more typically
seen in MGT, which is reflected in the more pro-
nounced use of the relation mark.

43



5.2 Word and Sentence Length

MGT contain longer words than HWT as measured
by the number of syllables, which is in line with
the overall prevalence of function words in HMW
in comparison to MGT as indicated by KLD. In
terms of sentence length (in words), Llama used
the longest sentences as per median value. If
measured in syllables, all LLMs used longer sen-
tences because of a consistently longer word length.
However, human abstracts show greater variabil-
ity in sentence length, while all LLMs, especially
Qwen, consistently produced sentences containing
between approximately 20 and 40 words. (see Fig-
ure 7).

Figure 6: Average word length per document (in sylla-
bles).

Figure 7: Average sentence length per document (in
words).

5.3 Variability

At the level of lemmas, GPT shows the highest
entropy, followed by Llama. Humans and Qwen
are similar in terms of entropy. At the level of POS

tags and dependency relations, humans have higher
entropy than all LLMs, with Llama-generated texts
being closest to HWT. In contrast, Qwen shows the
lowest variability among the three LLMs across all
three levels of comparison.

Figure 8: Document entropy for lemmas, UD POS tags
and dependency relations.

5.4 Syntactic Complexity

Figure 9 shows the Kernel Density Estimation
(KDE) analysis of the three syntactic measures con-
sidered in this study: tree depth, average branching
factor, and average dependency length (each av-
eraged per abstract). This method estimates the
probability density function of a continuous vari-
able, providing a smooth curve that represents the
data distribution.

We observe different behaviours for each mea-
sure. GPT and Qwen tend to produce sentences
with lower tree depth and average dependency
length compared to humans, while Llama gener-
ates sentences with higher complexity according
to these two measures. However, in terms of the
average branching factor, all LLMs tend to produce
sentences that exhibit greater syntactic branching.

One characteristic of scientific English is the
frequent use of complex noun phrases, including
pre-modifiers and compound constructions (Hall-
iday and Martin, 2003; Degaetano-Ortlieb, 2021).
These complex nominal phrase structures increase
the ABF of sentences because the pre-modifiers are
all at the same hierarchical level in the syntactic
tree (i.e., children of the same NP node). Thus, it
seems that language models tend to potentialize the
usage of this type of NP.

However, the most striking characteristic of hu-
man abstracts compared to machine-generated ones
is their greater variability in syntactic complexity.
This is evident in the density plots, where human
texts consistently cover a broader range with a less
pronounced peak, while machine-generated texts
exhibit much less variation.
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Figure 9: KDE plots of tree depth, average branching factor, and average dependency length (averaged per abstract).

6 Discussion

In general, our findings stand in line with previ-
ous research suggesting that HWT and MGT differ
considerably both in terms of their lexical and syn-
tactic features (cf. Culda et al. (2025); Zanotto and
Aroyehun (2024); Georgiou (2024)). Given that
GPT was considerably larger than the other two
models and, therefore, was exposed to more train-
ing data, we expected the GPT model to produce
more human-like content. Nevertheless, Llama was
closest to humans both lexically and syntactically,
at least as measured by KLD.

LLMs tend to use more complex phrasal struc-
tures, which is reflected in a higher average branch-
ing factor and a higher typicality of nominal pre-
modifiers. Similar findings for other text registers
and models (Muñoz-Ortiz et al., 2024; Reinhart
et al., 2025) suggest that higher phrasal complex-
ity is a general feature of LLM writing and is not
attributable to the influence of our experimental
setup.

Also in line with previous research, we have
shown that LLMs exhibit lower morpho-syntactic
variability (lower entropy of UD POS tags and syn-
tactic relations as well as a narrower spread of
values for syntactic complexity measures). This
indicates a more repetitive use of patterns as op-
posed to a more varied use of syntactic resources
by human writers.

Surprisingly, we found that MGT exhibit higher
lexical variability than HWT, as measured by
lemma entropy. This may suggest a general ad-
vancement in the lexical creativity of newer mod-
els. However, it could also be a consequence of
our prompting settings — for instance, the models’
exposure to full papers during abstract generation.
Further analysis is needed to better understand this
outcome.

7 Conclusion and Future Work

In this study, we analyzed the lexical and syn-
tactic features of HWT and MGT. We obtained
HWT from a large dataset of academic publications.
MGT were generated by three state-of-the-art mod-
els (GPT-4o, Llama 3.1 and Qwen 2.5) based on
the corresponding full papers.

Adopting a data-driven approach to feature selec-
tion, we employed KLD to identify features that ef-
fectively distinguish between HWT and MGT. The
effectiveness of these features was evaluated us-
ing random forest classifiers, which demonstrated
robust performance both when using only KLD-
selected features and when incorporating an ex-
tended feature set.

Our results indicate that MGT still differ consid-
erably from HWT, with Llama producing outputs
that more closely resemble HWT than other LLMs.
We observed that LLMs tend to generate more com-
plex phrase structures than humans, yet exhibit less
syntactic variability. In contrast, lexical variability
as measured by entropy was higher in MGT.

Future research will explore whether alternative
prompting configurations (e.g., varying tempera-
ture settings or employing few-shot prompting)
lead to more human-like outputs. We also plan to
extend our analysis to additional text types, models,
and model sizes. Additionally, a more qualitative
examination of LLM-generated abstracts and their
perception by human readers would give us a more
complete understanding of models’ performance.

Limitations

LLM output is strongly influenced by the input data
and prompt wording. Experiments based on other
genres or using other prompting techniques might
yield different results. Moreover, the dataset is
limited to one scientific discipline (computational
linguistics). So, we cannot account for linguistic
divergence between different domains of scientific
writing. Our findings might become outdated due
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to constant model improvement and release of more
powerful LLMs. Finally, although KLD has proven
to be an effective feature selection technique, we
may have missed some other relevant features that
cannot be identified using KLD.
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System message: You are an efficient writing as-
sistant specialized in creating concise and accurate
text summaries for scientific publications. I will
provide you with the full text of a scientific paper
from the field of computational linguistics. Your
task is to read the paper and write a clear and con-
cise abstract for it. Write the abstract from the
author’s perspective. The abstract should be be-
tween 100 and 200 words long. Do not include
any additional text like "Abstract:" or "Here is the
abstract:".

User message: Write an abstract for this scien-
tific paper: [FULL TEXT OF PAPER]
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Figure 10: Example of constituency parsed tree
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Abstract

This paper presents an experiment comparing
six models to identify state-of-the-art models
for Ancient Greek: a morphosyntactic parser
and a lemmatizer that are capable of anno-
tating in accordance with the Ancient Greek
Dependency Treebank annotation scheme. A
normalized version of the major collections of
annotated texts was used to (i) train the base-
line model Dithrax with randomly initialized
character embeddings and (ii) fine-tune Trankit
and four recent models pretrained on Ancient
Greek texts, namely GreBERTa and PhilBERTa
for morphosyntactic annotation and GreTA and
PhilTa for lemmatization. A Bayesian analy-
sis shows that Dithrax and Trankit are practi-
cally equivalent in morphological annotation,
while syntax is best annotated by Trankit and
lemmata by GreTa. The results of the exper-
iment suggest that token embeddings are not
sufficient to achieve high UAS and LAS scores
unless they are coupled with a modeling strat-
egy specifically designed to capture syntactic
relationships. The dataset and best-performing
models are made available online for reuse.

1 Introduction

In recent years, a few open-access annotated An-
cient Greek (AG) corpora, such as Opera Graeca
Adnotata (OGA) (Celano, 2024) and the GLAUx
corpus (Keersmaekers, 2021), have been made
available online. These corpora enable searches for
morphosyntax and lemmata across a wide range
of AG texts, thus filling the gap left by resources
such as the Thesaurus Linguae Graecae, whose
subscription-based query engine is limited to word
forms and lemmata.

Because of the token count in the order of mil-
lions, the morphosyntactic annotation and lemmati-
zation of the above-mentioned open-access corpora
are feasible only if performed automatically. This
raises a number of questions about which recent
technology would be best suited for that purpose.

OGA v0.1.0 annotations (Celano, 2024) relied
on the COMBO parser (Rybak and Wróblewska,
2018), which, despite being accurate,1 was built
on TensorFlow 1 and is not actively maintained
anymore. The GLAUx corpus employed RFTagger
(Schmid and Laws, 2008), Lemming (Müller et al.,
2015), and the Stanford Graph-Based Dependency
Parser (Dozat et al., 2017) for annotation of, re-
spectively, morphology, lemmata, and syntax: the
models perform well (see Keersmaekers, 2021, for
details), but have not been released, and therefore
cannot be reused.

For these reasons, the current paper presents
a comparison of six models to identify and re-
lease state-of-the-art models for morphosyntactic
annotation and lemmatization that can annotate lit-
erary AG sentences according to the annotation
scheme of the Ancient Greek Dependency Tree-
bank (AGDT) and can be used in production to
process a large number of texts. To promote fu-
ture machine learning-based studies on AG, the
models and the normalized version of the AG texts
used for training—and now documented with their
alleged composition dates for the first time—are
released.2,3

In Section 2, related work is reviewed, while
Section 3 describes the dataset used for training. In
Section 4, the experiment and the architectures of
the different models compared are presented: the re-
sults of their training are reported with a Bayesian
statistical analysis in Section 5 and discussed in
Section 6. Finally, concluding remarks are con-
tained in Section 7.

1https://git.informatik.uni-leipzig.de/celano/
combo_for_ancient_greek.

2https://git.informatik.uni-leipzig.de/celano/
morphosyntactic_parser_for_oga.

3https://git.informatik.uni-leipzig.de/celano/
lemmatizer_for_oga.
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2 Related work

The explosion of machine learning in NLP has
generated an ever-increasing number of resources,
the reuse of which, however, is often not possible or
straightforward due to the many different variables
involved in each system.

The most recent endeavor comparable to the
work presented here is Keersmaekers and Van Hal
(2023). Building on Keersmaekers (2021), they
documented the parsing and lemmatization of a
large corpus consisting of literary and papyrolog-
ical AG texts annotated according to the AGDT
annotation scheme. Interestingly, they conducted
experiments to increase LAS and UAS scores, in
which the original data were transformed before
training: for example, elliptical nodes were deleted
and the annotation style for coordination modified.
The reported results show some UAS and LAS in-
creases in absolute terms. The models, however,
have not been released.

Most recent systems for morphosyntactic annota-
tion and lemmatization were trained on the Univer-
sal Dependencies data, which consist of two tree-
banks, the Perseus treebank and the PROIEL tree-
bank,4 for a total of about 416K tokens—notably,
the size of the UD treebanks is less than half of that
of the data annotated with the AGDT annotation
scheme used in the present study (see Section 3).

The UD treebanks implement the UD annotation
scheme differently, and therefore creation of a sin-
gle model still represents a challenge: Kostkan
et al. (2023) provided a joint spaCy model for
morphosyntactic annotation and lemmatization that
seems to achieve good overall performance.5

A number of studies reported on the creation
of token embeddings for AG by using the large
amount of texts available online (Singh et al., 2021;
Yamshchikov et al., 2022). Most recently, Riemen-
schneider and Frank (2023) benchmarked a number

4Recently, the PTNK treebank (about 39K tokens) has
been added, but, as far as we are aware, it has not yet been
used for machine learning experiments.

5The scores for the model odyCy_joint on
the UD Perseus treebank test set reported at
https://centre-for-humanities-computing.github.
io/odyCy/performance.html are 95.39 (POS tagging),
92.56 (morphological features), 78.80 (UAS), 73.09 (LAS),
and 83.20 (lemmatization). It is, however, not clear whether
the evaluation script used is that of the CoNLL 2018 Shared
Task (https://universaldependencies.org/conll18/
evaluation.html), which is commonly used in similar
studies, including the present one. Since this script does
not allow for cycles and multiple roots, we suspect that the
reported scores would be lower, if it had been used.

of models for Ancient Greek and Latin. They show
that their pretrained language model GreBERTa
achieves the highest performance scores for UPOS,
XPOS, UAS, and LAS in absolute terms when fine-
tuned on the UD Perseus treebank (95.83, 91.09,
88.20, and 83.98, respectively); lemmatization is
best performed by a T5 model they call GreTa,
which achieves an F1 score of 91.14.

3 The dataset

The dataset used for training, validation, and test-
ing consists of the following treebanks:6 (i) the An-
cient Greek Dependency Treebank7 (Celano, 2019;
Bamman and Crane, 2011), (ii) the Gorman Trees8

(Gorman, 2020), and (iii) the Pedalion Trees.9

All treebanks were natively annotated using the
AGDT annotation scheme, and together they rep-
resent by far the largest morphosyntactically anno-
tated dataset for literary AG texts—and one of the
largest treebanks in absolute terms: the token count
of the texts before normalization is 1, 277, 310 and,
after it, 1, 260, 863.

As Table 1 shows, the final dataset comprises
a plethora of texts of different genres—including
poetry, history, and philosophy—and periods, rang-
ing from about the 9th century BCE to the 4th
century CE (more details are provided in Appendix
E). Even though the dataset is not balanced across
genres and periods, it is still representative of most
text types written in Ancient Greece during the
above-mentioned time span.

3.1 Normalization
Since the final database consists of texts from dif-
ferent sources, which were annotated by many dif-
ferent scholars (sometimes adopting different con-
ventions), automatic normalization of the original
texts was attempted to foster consistency and there-
fore performance of machine learning algorithms.

Before training, all the relevant fields, i.e., word
form, lemma, POS tag, syntactic head and rela-
tion, needed some non-trivial format standardiza-
tion, especially to handle the case of null or clearly
erroneous values. Syntactic trees also had to be
modified if cycles were detected.

6Data licences can be found at the links to the data speci-
fied below.

7https://github.com/PerseusDL/treebank_data/
releases/tag/v2.1_IGDS.

8https://github.com/vgorman1/
Greek-Dependency-Trees.

9https://github.com/perseids-publications/
pedalion-trees.
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Author Genre Century Tokens
Hesiod, Homer poem −9/8 255, 375

Sappho,
Mimnermus,
Semonides

lyric −7 5, 510

Homeric Hymns hymns −7/6 3, 968

Aesop fable −6 5, 221

Antiphon, Lysias,
Isocrates

oratory −5 30, 679

Aeschylus,
Sophocles,
Euripides

tragedy −5 108, 386

Aristophanes,
Cephisidorus
Comicus

comedy −5 47, 547

Aeneas Tacticus manual −5 7, 207

Herodotus,
Thucydides

history −5 65, 494

Xenophon history −5/4 142, 635

Lysias, Isocrates,
Demosthenes,
Aeschines,
Andocides, Isaeus

oratory −4 153, 088

Aristotle, Plato,
Theophrastus

philosophy −4 51, 906

Menandrus comedy −4 8, 069

Epicurus philosophy −4/3 1, 523

Theocritus lyric −3 304

Septuaginta Bible −3 19, 235

Polybius history −2 105, 693

Ezechiel tragedy −2 1, 939

Batrachomyomachia poem −1 2, 212

Diodorus of Sicily,
Dionysius
of Halicarnassus

history −1 56, 004

Chion epistolary +1 5, 577

Hero of Alexandria science +1 10,321
Josephus Flavius history +1 24, 987

Chariton romance +1/2 6, 265

Plutarch biography +1/2 37, 203

Phlegon of Tralles paradox. +2 5, 642

Apollodorus mythogr. +2 1, 265

Epictetus philosophy +2 7, 204

Lucian novel +2 11, 054

Appianus history +2 25, 665

Athenaeus miscellany +2 45, 653

Longus romance +2/3 672

Sextus Empiricus philosophy +3 16, 218

Paeanius history +4 6, 184

Julian oratory +4 1, 405

Table 1: Statistics for the works contained in the dataset
showing authors, genres, (alleged) centuries of composi-
tion (indicated by Arabic numbers, with + meaning CE
and − BCE), and token counts (before normalization).
Full details in Appendix E.

An often underestimated problem is that of
character encoding for the apostrophe: all
apostrophe-looking characters were converted into

the character MODIFIER LETTER APOSTRO-
PHE (U+02BC), which affected about 50K charac-
ters.

While the vast majority of AG graphic words
corresponds to morphosyntactic tokens,10 this is
questionable for coordinate conjunctions such as
οὐδὲ or εἴτε, which, in the final dataset, were to-
kenized (therefore, οὐ δὲ and εἴ τε, respectively).
Coordination in the AGDT is not only annotated
at the level of the syntactic tree but also at that of
the syntactic label via use of the suffix _CO: to de-
crease the number of syntactic labels and therefore
supposedly improve algorithm performance, this
and similar suffixes, such as _AP, were deleted.

Another related yet different issue is represented
by ellipsis, which poses a representational chal-
lenge. The AGDT annotation scheme allows ellip-
tical nodes to be added whenever they are necessary
to build a syntactic tree. However, the complexity
of the phenomenon and the absence of strict an-
notation rules on this matter have over time led to
the proliferation of various annotation styles: for
example, sometimes the word form of an elliptical
node is specified, sometimes it is not. The position
of elliptical nodes within a sentence is also prob-
lematic both on a theoretical and a representational
level.

While Keersmaekers and Van Hal (2023) pro-
posed deletion of elliptical nodes, Celano’s (2023)
ellipsis modeling is followed in the present study:
elliptical nodes were added at the end of a sentence
(whatever their alleged position was) and, to avoid
uncertainties about their word forms, they were al-
ways encoded with placeholders such as [0], [1],
and so on, depending on their number.11

4 Experiment

A total of six model architectures were compared:
four (i.e., three + baseline) for morphosyntactic pre-
diction and three (i.e., two + baseline) for lemma
prediction. More precisely, the baseline model
called Dithrax12 is able to predict both morphosyn-
tax and lemmata, while the other five models can
predict either one, in that their modeling for char-
acter prediction for lemmatization is kept distinct

10Crasis annotation, which is more elaborate to normalize,
was left untouched.

11Since a model to predict such elliptical nodes is
provided at https://git.informatik.uni-leipzig.de/
celano/ellipsis_Ancient_Greek, new texts can be made
compliant with this ellipsis annotation style.

12The name derives from Dionysius Thrax, the author of
the first extant AG grammar.
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Model POS XPOS Feats AllTags UAS LAS Lemmas
Dithrax 95.55 (0.23) 90.65 (0.32) 94.40 (0.17) 89.80 (0.39) 77.70 (0.62) 70.81 (0.65) 86.85 (0.18)
Trankit 96.18 (0.13) 91.55 (0.21) 94.61 (0.12) 91.21 (0.22) 82.28 (0.27) 76.67 (0.34) N/A
GreBERTa 94.12 (0.54) 89.16 (0.73) 93.21 (0.45) 88.31 (0.85) 58.85 (2.04) 53.41 (2.06) N/A
GreTa N/A N/A N/A N/A N/A N/A 91.17 (0.17)
PhilBERTa 85.34 (24.03) 79.85 (24.3) 86.67 (16.87) 77.8 (27.73) 61.24 (20.64) 54.95 (20.1) N/A
PhilTa N/A N/A N/A N/A N/A N/A 90.09 (0.24)

UD Perseus Trankit 93.97 87.25 91.66 86.88 83.48 78.56 88.52
UD Perseus GreBERTa 95.83 91.09 N/A N/A 88.20 83.98 N/A
UD Perseus GreTa + Chars N/A N/A N/A N/A N/A N/A 91.14
UD Perseus PhilBERTa 95.60 90.41 N/A N/A 86.99 82.69 N/A
UD Perseus PhilTa + Chars N/A N/A N/A N/A N/A N/A 90.66

Table 2: Mean F1 scores + standard deviations in parentheses for the test set results of the 5-fold cross-validation
models (training on each split repeated twice with different random seeds). Best scores are in boldface. Results for
parsers trained on the UD Perseus data are shown only for loose comparison (see Section 5).

from that for word prediction for morphosyntax.
The performance of each model was evaluated

with the official CoNLL 2018 Shared Task script: it
outputs F1 scores for UPOS, XPOS, UFeats, AllT-
ags (i.e., UPOS+XPOS+UFeats), UAS (i.e., HEAD
match), LAS (i.e., HEAD + DEPREL match), and
Lemmas. Since the AGDT tagsets are different,
the above-mentioned metrics are conveniently re-
named: POS, XPOS, Feats, AllTags, UAS, LAS,
and Lemmas.

The original dataset was divided into training,
validation, and test sets (60%, 20%, 20%). Each
model was trained 10 times, using 5-fold cross-
validation, with each training-validation split being
used twice: as a result, 10 models (i.e., 5 splits
× 2 random seeds) were trained for each model
architecture (therefore, 10 final F1 scores were cal-
culated for each of the above-mentioned metrics).
Since the final models were not retrained on the
entire dataset (train + validation sets) for time rea-
sons, the mean scores presented in Table 2 are the
ones obtained on the test set—the best-performing
model was then chosen for use in production (see
Table 3).

The training strategy is motivated by the fact that,
while cross-validation reduces variance by use of
different splits of the dataset, repetition of training
on the same split allows experimentation with dif-
ferent random seeds. Final hyperparameters were
set after a number of preliminary experiments and
are documented in Appendix B.

Model POS XPOS Feats AllTags UAS LAS Lemmas
Trankit 96.41 91.90 94.77 91.56 82.60 77.10 N/A
GreTa N/A N/A N/A N/A N/A N/A 91.41

Table 3: Scores of the best-performing cross-validation
runs evaluated on the test set.

4.1 The statistical framework

The results of the present experiment are inter-
preted through the Bayesian analysis proposed by
Benavoli et al. (2017). More precisely, they pro-
pose a Bayesian correlated t-test to compare cross-
validation scores of two models on one dataset.

The proposed posterior distribution coincides
with the Student distribution used in the frequen-
tist t-test. This means that the probabilities of
the Bayesian correlated t-test coincide with the
p-values of the frequentist correlated t-test: what
changes, however, is the interpretation of such nu-
merical values.

While the frequentist approach returns the prob-
ability of data under the assumption that the null
hypothesis is true, the Bayesian correlated t-test
computes the actual probabilities of the null and
alternative hypotheses.

Benavoli et al.’s (2017) Bayesian correlated t-
test provides three probability scores concerning
the comparison of the models x and y (see Ap-
pendix C for the scores):

(i) P (x = y): the probability of model x be-
ing practically equivalent to model y: this is
the region of practical equivalence (ROPE)
corresponding to an arbitrary interval within
which two models are considered not to dif-
fer in practice. In the present study, this is
[−1, 1], i.e., the posterior probability of the
mean difference of F1 scores less than 1% is
considered to mean practical equivalence.

(ii) P (x ≪ y): the probability that model x is
practically worse than model y, i.e., the poste-
rior probability of the mean difference of F1
scores being practically negative.

(iii) P (x ≫ y): the probability that model x is
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practically better than model y, i.e., the poste-
rior probability of the mean difference of F1
scores being practically positive.

The Bayesian approach provides a more straight-
forward statistical interpretation of data and offers
a solution for the well-known pitfalls of the fre-
quentist framework, which include the fact that
null hypotheses are always false in practice and
sufficiently large datasets can yield statistical sig-
nificance even if the effect size is very small.

4.2 Dithrax: the baseline model

As shown in Figure 1, Dithrax is a multi-output
LSTM model vectorizing morphosyntactic tokens
with randomly initialized character embeddings,
which are used for prediction of both lemmata and,
after further processing through LSTM layers, mor-
phosyntax.

The model is inspired by the COMBO parser
(Rybak and Wróblewska, 2018), which was among
the most accurate parsers at the CoNLL 2018
Shared Task (Zeman et al., 2018).

More precisely, Dithrax proposes a similar mod-
eling strategy for HEAD and DEPREL targets
based on adjacency matrices resulting from dot
products of two rank-2 tensors representing, respec-
tively, heads and dependents of the same sentence,
with each matrix row corresponding to the vector
representation of a token.

4.3 Trankit

Trankit (Nguyen et al., 2021) is a state-of-the-art
transformer-based toolkit for morphosyntactic anal-
ysis and lemmatization. It is designed for UD data,
and is also able to process raw documents, in that
it comprises a tokenizer and sentence splitter. Key
features of Trankit are:

(i) use of the multilingual pretrained transformer
XLM-RoBERTa, whose output is fine-tuned
on new data.

(ii) adapters: feed-forward networks for each ma-
jor component of Trankit (six in total), whose
weights—together with the specific ones for
final predictions—are the only ones updated,
while the pretrained transformer weights re-
main fixed. These make Trankit memory- and
time-efficient.

(iii) syntax is modeled via Dozat and Manning’s
(2017) biaffine attention.

For the purpose of the present experiment, we
trained Trankit’s joint model for part-of-speech tag-
ging, morphological feature tagging, and depen-
dency parsing (i.e., POS, XPOS, Feats, AllTags,
UAS, and LAS scores); the lemmatizer could not
be trained because of an internal code error.13

4.4 Pretrained models: Gre(BERTa|Ta) and
Phil(BERTa|Ta)

The pretrained models GreBERTa and GreTa (for
AG) and PhilBERTa and PhilTa (for AG and Latin)
were fine-tuned for comparison,14 in that they have
recently been argued to perform better than previ-
ous pretrained AG models.

Riemenschneider and Frank (2023) fine-tuned
GreBERTa and GreTa on the Greek data of the
Open Greek and Latin Project, the CLARIN corpus
of Greek Medieval Texts, the Patrologia Graeca,
and the Internet Archive (in total, about 185.1M
tokens). They fine-tuned PhilBERTa and PhilTa
on not only AG but also Latin and English data.
The latter come from the Corpus Corporum project
(167.5M tokens) and a collection of English texts
from different sources (212.8M tokens), whose top-
ics are similar to the ones found in AG and Latin
sources (for example, English translations of AG
and Latin texts), for a total of 565.4M tokens.

GreBERTa and PhilBERTa are encoder-only
transformers providing token embeddings for pre-
diction of word-related targets (i.e., UPOS, XPOS,
UFeats, AllTags, HEAD, and DEPREL). Since not
the original scripts but only the pretrained models
are made available online (see also Section 8), it
was not possible to test the former with the AGDT
dataset (see Section 6): in the present experiment,
therefore, the pretrained token embeddings were
just used as inputs to dense layers outputting the
final probability scores for each token. However,
the parameters of the pretrained models were left
trainable. GreTa and PhilTa are encoder-decoder
transformers for character prediction, and we fine-
tuned them for lemmatization.15

13See https://github.com/nlp-uoregon/trankit/
issues/48.

14We use the names GreBERTa, PhilBERTa, GreTa, and
PhilTa to also name the models obtained by our fine-tuning:
context is sufficient to clarify what these names exactly refer
to.

15We are grateful to Frederick Riemenschneider, who pro-
vided us with a script for lemma prediction similar to the one
used for his paper.
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Figure 1: Main layers of Dithrax, the baseline model architecture. Blue color stands for tanh(linear(x)), while
orange for softmax(linear(x)) (with × meaning dot product and + concatenation).

5 Results

Table 2 shows the mean F1 scores and related stan-
dard deviations16 for the models trained with 5-fold
cross-validation, with each split being used twice
with different random seeds (in total, 10 models for
each architecture). The mean scores are based on
the F1 scores returned by the evaluation script of
the CoNLL 2018 Shared Task applied to the results
outputted by each model when tested on the test
set. The models created by the runs with the best
scores (see Table 3) are made available online.17

Table 2 also displays Riemenschneider and
Frank’s (2023) results for the models trained on UD
Perseus data, i.e., a small subset of the dataset used
for the present study, which were evaluated using
the same CoNLL 2018 Shared Task script.18 Even
if the UD annotation scheme and the AGDT one
are similar, there are differences that are likely to
impact parsing results. For example, Keersmaekers
(2021) argues that UD annotation style of coordi-
nation allows one to achieve higher scores for UAS
and LAS. Moreover, UD data, unlike the AGDT
data used for the present study, do not contain el-
liptical nodes. This means that comparison of F1
scores between UD models and the ones of the
present study can only be loose, especially with
reference to UAS and LAS.

The mean scores for PhilBERTa shown in Ta-
ble 2 are the lowest ones and their related stan-

16SDs have been calculated using numpy.std with
ddof=1.

17See footnotes 2 and 3.
18Results for Trankit are taken from https://trankit.

readthedocs.io/en/latest/performance.html
(Ancient_Greek-Perseus treebank).

dard deviations are remarkably high (>20) be-
cause the model performed very poorly in one
of the runs. However, even if that run were not
considered, the mean scores would still be lower
and the standard deviations would remain rather
high in comparison to the values of the other
models: POS: 92.87 (3.63); XPOS: 87.42 (4.37);
Feats: 91.92 (3.11); AllTags: 86.44 (4.94); UAS:
67.44 (6.9); LAS: 60.94 (7.11).

Figures 2, 3, 4, 5, 6, 7, and 8 show the posterior
distributions of the mean differences of F1 scores
between all models pairwise returned by Benavoli
et al.’s (2017) Bayesian correlated t-test.19

In each of the above-mentioned figures ex-
cept Figure 8, the top-left, top-middle, top-
right, bottom-left, bottom-middle, bottom-right
plots show, respectively, the posteriors for
the pairs Dithrax-Trankit, Dithrax-PhilBERTa,
Dithrax-GreBERTa, Trankit-PhilBERTa, Trankit-
GreBERTa, and GreBERTa-PhilBERTa. In Fig-
ure 8, which visualizes Lemmas scores, the left,
middle, and right plots represent the posteriors for
Dithrax-PhilTa, Dithrax-GreTa, and GreTa-PhilTa,
respectively—as noted above, Trankit could not be
trained for lemmatization because of an internal
code error. Each above-mentioned Figure is cou-
pled with a table (i.e., Tables 5, 6, 7, 8, 9, 10, and
11 in Appendix C), which reports the values of the
areas under the curve.

Each single plot gives information about the
probabilities that the mean differences of F1 scores
between two models are practically negative, prac-
tically equivalent, and practically positive. For

19The Python package documented at https://github.
com/janezd/baycomp was used for the plots and calculations.
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example, the bottom-left plot in Figure 4 and the
corresponding Table 7 show:

• the posterior probability that the mean dif-
ference of F1 scores between PhilBERTa and
Trankit is practically negative, i.e., the integral
of the posterior over the interval (−∞,−1),
equal to ≈0.80. This is the probability that
Trankit is practically better than PhilBERTa.

• the posterior probability that the mean differ-
ence of F1 scores between PhilBERTa and
Trankit is practically equivalent, i.e., the inte-
gral of the posterior over the ROPE interval
[−1, 1], equal to ≈0.06. This is the probabil-
ity that PhilBERTa and Trankit are practically
equivalent.

• the posterior probability that the mean differ-
ence of F1 scores between PhilBERTa and
Trankit is practically positive, i.e., the inte-
gral of the posterior over the interval (1,+∞),
equal to ≈0.14. This is the probability that
PhilBERTa is practically better than Trankit.

6 Discussion

Table 2 seems to suggest that Trankit is the best
model in each morphosyntactic task. This is only
partly confirmed by the Bayesian statistical analy-
sis.

Even if Trankit’s results for POS, XPOS, and
Feats are the highest in absolute terms, its perfor-
mance can be considered to be practically equiv-
alent to that of the baseline model Dithrax with
reference to these metrics. Indeed, the correspond-
ing Tables 5, 6, and 7 show that the area under the
curve within the ROPE is ≈1 for POS and Feats,
and ≈0.88 for XPOS.20

On the other hand, the models PhilBERTa and
GreBERTa perform practically worse than both
Dithrax and Trankit with respect to these same
metrics: there is at least an ≈0.79 probability (see
Dithrax-PhilBERTa in Table 5)21 that Dithrax or
Trankit performs practically better.

This is an interesting result because, unlike
Trankit, PhilBERTa, and GreBERTa, Dithrax does
not rely on pretrained (but randomly initialized)
character embeddings and its architecture has

20A threshold of 0.80 can be chosen when comparing the
models.

210.79 is actually lower than the threshold of 0.80, but the
difference is minimal.

a lower overall number of parameters (see Ta-
ble 4):22 this suggests that classification tasks
such as POS, XPOS, and Feats can be success-
fully addressed without use of more expensive
model architectures—however, as shown in Table
4, Dithrax has a longer training time. The AllT-
ags F1 score is a metric for POS+XPOS+Feats.
Trankit turns out to perform practically better than
any other model (Table 8), including Dithrax.

Syntactic prediction is notoriously more com-
plex, and this is shown in the lower results reported
in Table 2 for UAS and LAS. Trankit’s perfor-
mance is clearly superior to that of any other model,
even if its scores are much lower than the POS and
XPOS ones.

Syntactic analysis is a much more challenging
task because HEAD and DEPREL values heav-
ily depend on contextual information. Even if
a pretrained transformer such as GreBERTa or
PhilBERTa outputs context-aware token embed-
dings, it turns out to predict syntax poorly without
a further modeling strategy.

In the GreBERTa and PhilBERTa models, the
pretrained token embeddings were used as input to
dense layers outputting probabilities for morphol-
ogy and syntax in a multi-output model; however,
while results for morphology are comparable to
those of the other models, those for syntax clearly
are not (see also Section 8): as Table 2 shows, UAS
and LAS scores for GreBERTa and PhilBERTa are
remarkably lower, and there is an ≈0.93 or higher
probability that Dithrax or Trankit performs practi-
cally better than them (Tables 9 and 10).

This can be explained by the fact that, contrary
to GreBERTa and PhilBERTa, Dithrax and Trankit
employ a modeling strategy on top of embeddings:
Dithrax models sentence syntax through adjacency
matrices (Rybak and Wróblewska, 2018), while
Trankit implements Dozat and Manning’s (2017)
biaffine attention mechanism, both of which aim
to capture the complex relationship between heads
and dependents within a sentence.23

Lemmatization is performed best by GreTa.
While Dithrax simply employs LSTM layers
over character embeddings, GreTa and PhilTa are
seq2seq models: Table 11 shows that, while the
seq2seq models perform practically better than
Dithrax (≈1.00), there is an ≈0.75 probability that

22However, Trankit has fewer trainable parameters than
Dithrax.

23To filter syntactic cycles, the Chu-Liu-Edmonds algorithm
is applied to each parser’s output.
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GreTa performs practically better than PhilTa and
an ≈0.25 probability that their performance is prac-
tically equivalent.

If we compare Trankit’s results on the AGDT
dataset with those on the UD dataset (see Table 2),
scores for POS, XPOS, Feats, and AllTags are con-
siderably higher in absolute terms on the AGDT
dataset, with differences of ≈2.21, ≈4.3, ≈2.95,
and ≈4.33, respectively; UAS and LAS scores,
however, are higher on the UD dataset, with dif-
ferences of ≈1.2 and ≈1.89, respectively. Inter-
estingly, UAS and LAS scores do not seem to be
impacted by the much larger size of the AGDT
dataset; however, the model trained on the AGDT
data can be expected to generalize much better than
that trained on the UD data due to the much larger
variety of texts used during training.

7 Conclusions

A comparison of six model architectures (Dithrax,
Trankit, PhilBERTa, GreBERTa, PhilTa, and
GreTa) was documented to select state-of-the-art
models for annotation of morphosyntax and lem-
mata of literary texts according to the AGDT anno-
tation scheme. A Bayesian statistical analysis was
adopted to interpret cross-validation scores, which
suggests that Trankit annotates syntax better than
the other models do, while GreTa’s performance for
lemmatization is the best. The study shows that the
baseline model Dithrax can also achieve state-of-
the-art performance for morphological annotation—
it employs randomly initialized character embed-
dings and a lower overall number of parameters,
but its training time is longer.

A noteworthy finding of the study is that, al-
though pretrained embeddings, such as GreBERTa
and PhilBERTa, rely on complex model architec-
tures vectorizing tokens with embeddings calcu-
lated on a very large collection of AG texts, they do
not perform well for syntactic prediction (i.e., UAS
and LAS scores), unless a further modeling strat-
egy aimed at capturing syntax information within a
sentence is put in place, such as adjacency matrices
or biaffine attention.

8 Limitations

The study aimed to document state-of-the-art mod-
els for morphosyntactic analysis and lemmatization
of Ancient Greek. The dataset used for training
contains manual annotations produced over many
years by different (single) annotators (some were

students, others scholars). Therefore, as is often
the case with manual annotations, annotation con-
sistency within the dataset cannot be guaranteed
because of either annotation errors or different an-
notation styles, the first annotation guidelines24

not being sufficiently specific regarding a number
of morphosyntactic phenomena—it should also be
noted that the morphosyntactic annotation of An-
cient Greek literary texts is arguably much more
complex than that of modern texts.

For this reason, the present study set aside the
question of how annotation quality/consistency af-
fects parsing results. Similarly, no experiment was
conducted with respect to corpus composition, un-
der the assumption that model architectures are
powerful enough to capture distinctions between
texts of different genres and/or composition dates.
Moreover, as stated in Section 1, the focus of the
study was to select a morphosyntactic parser and
a lemmatizer that performed best overall based on
well-known metrics and a statistical analysis: a
model error analysis would be of interest, but lies
beyond the scope of this study.

The reuse of models and model architectures for
comparison was often limited: either they are not
released or the provided code is partial. The latter
case is that of PhilBERTa and GreBERTa: they
achieved state-of-the-art UAS and LAS scores on
the UD Perseus treebank, but the original scripts
have not been released,25 and therefore their orig-
inal model architectures could not be used in the
present study.
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A Model statistics

Model APar TPar TTime
Dithrax 58, 906, 077 58, 906, 077 ≈14.6h
Trankit 283, 463, 421 5, 419, 773 ≈6.9h
GreBERTa 127, 860, 506 127, 860, 506 ≈2.6h
GreTa 247, 539, 456 247, 539, 456 ≈11.4h
PhilBERTa 137, 076, 506 137, 076, 506 ≈2.6h
PhilTa 296, 691, 456 296, 691, 456 ≈12.3h

Table 4: Model statistics consisting of number of all
parameters (APar), trainable parameters (TPar), and
approximate training time (TTime) calculated on an
NVIDIA RTX4500 ADA 24GB GDDR6.

B Model hyperparameters

The present section reports the relevant hyperpa-
rameters for the training of the models. Dithrax
(TensorFlow/Keras): batch size 28, epochs 100
with early stopping (patience 2, best model
saved), and Adam optimizer with clipvalue 4.5,
β1 = 0.9, β2 = 0.9, weight decay 1e−4,
and learning rate using piecewise constant de-
cay with boundaries [15000, 27000] and values
[0.001, 0.0001, 0.00007].

PhilBERTa and GreBERTa (Tensor-
Flow/Keras/Transformers): batch size 28,
epochs 100 with early stopping (patience 2,
best model saved), and Adam optimizer with
clipvalue 4.5, β1 = 0.9, β2 = 0.9, weight
decay 1e−4, and learning rate using piecewise
constant decay with boundaries [10000] and values
[0.001, 0.0001, 0.00007].

Trankit (PyTorch/Transformers): token embed-
dings xlm-roberta-base, batch size 16, epochs
100 (best model saved), and a linear scheduler with
warmup steps 80, training steps 160, and AdamW
optimizer with learning rate 1e−3 and weight de-
cay 1e−4.

PhilTa and GreTa (PyTorch/Transformers):
Seq2SeqTrainingArguments with batch size 128,
epochs 10, learning rate 1e−4, weight decay 1e−3,
gradient accumulation steps 1, generation max
length 30, and generation number of beams 20.

C Scores from the Bayesian correlated
t-tests

Model pair Left ROPE Right
Dithrax-Trankit ≈0.00 ≈1.00 ≈0.00
Dithrax-PhilBERTa ≈0.79 ≈0.04 ≈0.17
Dithrax-GreBERTa ≈0.98 ≈0.02 ≈0.00
Trankit-PhilBERTa ≈0.80 ≈0.04 ≈0.16
Trankit-GreBERTa ≈1.00 ≈0.00 ≈0.00
GreBERTa-PhilBERTa ≈0.75 ≈0.05 ≈0.20

Table 5: Integrals on the intervals (−∞,−1), [−1, 1],
and (1,+∞) for plots in Figure 2 (POS).

Model pair Left ROPE Right
Dithrax-Trankit ≈0.00 ≈0.88 ≈0.12
Dithrax-PhilBERTa ≈0.80 ≈0.04 ≈0.16
Dithrax-GreBERTa ≈0.97 ≈0.03 ≈0.00
Trankit-PhilBERTa ≈0.82 ≈0.04 ≈0.14
Trankit-GreBERTa ≈1.00 ≈0.00 ≈0.00
GreBERTa-PhilBERTa ≈0.76 ≈0.05 ≈0.19

Table 6: Integrals over the intervals (−∞,−1), [−1, 1],
and (1,+∞) for plots in Figure 3 (XPOS).

Model pair Left ROPE Right
Dithrax-Trankit ≈0.00 ≈1.00 ≈0.00
Dithrax-PhilBERTa ≈0.80 ≈0.06 ≈0.14
Dithrax-GreBERTa ≈0.86 ≈0.14 ≈0.00
Trankit-PhilBERTa ≈0.80 ≈0.06 ≈0.14
Trankit-GreBERTa ≈0.98 ≈0.02 ≈0.00
GreBERTa-PhilBERTa ≈0.75 ≈0.07 ≈0.18

Table 7: Integrals over the intervals (−∞,−1), [−1, 1],
and (1,+∞) for plots in Figure 4 (Feats).

Model pair Left ROPE Right
Dithrax-Trankit ≈0.00 ≈0.00 ≈1.00
Dithrax-PhilBERTa ≈0.80 ≈0.04 ≈0.17
Dithrax-GreBERTa ≈0.95 ≈0.05 ≈0.00
Trankit-PhilBERTa ≈0.82 ≈0.03 ≈0.14
Trankit-GreBERTa ≈1.00 ≈0.00 ≈0.00
GreBERTa-PhilBERTa ≈0.76 ≈0.04 ≈0.19

Table 8: Integrals over the intervals (−∞,−1), [−1, 1],
and (1,+∞) for plots in Figure 5 (AllTags).
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Model pair Left ROPE Right
Dithrax-Trankit ≈0.00 ≈0.00 ≈1.00
Dithrax-PhilBERTa ≈0.93 ≈0.02 ≈0.05
Dithrax-GreBERTa ≈1.00 ≈0.00 ≈0.00
Trankit-PhilBERTa ≈0.97 ≈0.01 ≈0.02
Trankit-GreBERTa ≈1.00 ≈0.00 ≈0.00
GreBERTa-PhilBERTa ≈0.36 ≈0.08 ≈0.56

Table 9: Integrals over the intervals (−∞,−1), [−1, 1],
and (1,+∞) for plots in Figure 6 (UAS).

Model pair Left ROPE Right
Dithrax-Trankit ≈0.00 ≈0.00 ≈1.00
Dithrax-PhilBERTa ≈0.93 ≈0.02 ≈0.05
Dithrax-GreBERTa ≈1.00 ≈0.00 ≈0.00
Trankit-PhilBERTa ≈0.98 ≈0.01 ≈0.02
Trankit-GreBERTa ≈1.00 ≈0.00 ≈0.00
GreBERTa-PhilBERTa ≈0.39 ≈0.09 ≈0.52

Table 10: Integrals over the intervals (−∞,−1), [−1, 1],
and (1,+∞) for plots in Figure 7 (LAS).

Model pair Left ROPE Right
Dithrax-PhilTa ≈0.00 ≈0.00 ≈1.00
Dithrax-GreTa ≈0.00 ≈0.00 ≈1.00
GreTa-PhilTa ≈0.75 ≈0.25 ≈0.00

Table 11: Integrals over the intervals (−∞,−1), [−1, 1],
and (1,+∞) for plots in Figure 8 (Lemmas).
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D Posteriors

Figure 2: Posteriors of the Bayesian correlated t-test for all model pairs with reference to POS scores.

Figure 3: Posteriors of the Bayesian correlated t-test for all model pairs with reference to XPOS scores.
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Figure 4: Posteriors of the Bayesian correlated t-test for all model pairs with reference to Feats scores.

Figure 5: Posteriors of the Bayesian correlated t-test for all model pairs with reference to AllTags scores.
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Figure 6: Posteriors of the Bayesian correlated t-test for all model pairs with reference to UAS scores.

Figure 7: Posteriors of the Bayesian correlated t-test for all model pairs with reference to LAS scores.
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Figure 8: Posteriors of the Bayesian correlated t-test for all model pairs with reference to Lemmas scores.

E Texts

The following tables provide details of the texts
used in the training, validation, and test sets
(see also Table 3 for a more concise presen-
tation). The authors, titles, and dates of each
work were retrieved primarily from the file
https://github.com/OperaGraecaAdnotata/
OGA/tree/main/work_chronology/texts/
chronology_greek_works.xml. This file con-
tains work and title metadata derived from
the canonical-greekLit26 and First1KGreek27

GitHub repositories, as well as from the Perseus
Catalogue.28 The dates of the works, expressed
in ISO 8601 format, were manually annotated by
a single annotator,29 who used reference sources
documented in the file mentioned above. All
metadata should be regarded as work in progress.

26https://github.com/PerseusDL/
canonical-greekLit.

27https://github.com/OpenGreekAndLatin/
First1KGreek.

28https://catalog.perseus.org/.
29The annotator is an expert in AG literature and was paid

fairly in accordance with German law.
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CTS Author Title Date Tokens

tlg0003.tlg001 Thucydides
History of
the Peloponnesian War

−0430-01/−0410-12 32, 344

tlg0005.tlgxxx Theocritus Fragments −0299-01/−0259-12 304

tlg0006.tlg003 Euripides Medea −0430-01/−0430-12 9, 845

tlg0007.tlg004 Plutarch Lycurgus +0096-01/+0120-12 10, 709
tlg0007.tlg015 Alcibiades +0096-01/+0120-12 11, 439

tlg0007.tlg086
On the Fortunes
of the Romans

+0060-01/+0065-12 5, 232

tlg0007.tlg087
On the Fortune or
the Virtue of
Alexander I and II

+0096-01/+0120-12 9, 823

tlg0008.tlg001
Athenaeus
of Naucratis

The Deipnosophists +0175-01/+0200-12 45, 653

tlg0009.tlg001 Sappho Fragments −0699-01/−0599-12 4, 530

tlg0010.tlg002 Isocrates Against Callimachus −0401-01/−0401-12 4,109
tlg0010.tlg020 To Philip −0345-01/−0345-12 466

tlg0011.tlg001 Sophocles Trachiniae −0449-01/−0449-12 9, 026
tlg0011.tlg002 Antigone −0442-01/−0437-12 8, 990
tlg0011.tlg003 Ajax −0438-01/−0435-12 9, 751
tlg0011.tlg004 Oedipus Tyrannus −0418-01/−0415-12 11, 521
tlg0011.tlg005 Electra −0417-01/−0406-12 10, 806

tlg0012.tlg001 Homer Iliad −0799-01/−0700-12 130, 479
tlg0012.tlg002 Odyssey −0799-01/−0700-12 105, 612

tlg0013.tlg002 Homeric
Hymns

Hymn 2 to Demeter −0624-01/−0574-12 3, 968

tlg0014.tlg001 Demosthenes First Olynthiac −0348-01/−0348-12 2, 194
tlg0014.tlg004 First Philippic −0350-01/−0350-12 3, 951
tlg0014.tlg007 On Halonnesus −0342-01/−0341-12 2, 886

tlg0014.tlg017
On the Treaty
with Alexander

−0330-01/−0330-12 2, 076

tlg0014.tlg018 On the Crown −0329-01/−0329-12 26, 435
tlg0014.tlg027 Against Aphobus I −0363-01/−0362-12 5, 346
tlg0014.tlg036 For Phormio −0349-01/−0348-12 4, 649
tlg0014.tlg037 Against Pantaenetus −0346-01/−0346-12 4, 528
tlg0014.tlg039 Against Boeotus I −0347-01/−0346-12 3, 351
tlg0014.tlg041 Against Spudias −0363-01/−0358-12 2, 333
tlg0014.tlg042 Against Phaenippus −0329-01/−0329-12 2, 624
tlg0014.tlg045 Against Stephanus I −0349-01/−0348-12 6, 839
tlg0014.tlg046 Against Stephanus II −0349-01/−0348-12 2, 168

tlg0014.tlg047
Against Evergus
and Mnesibulus

−0354-01/−0354-12 6, 235

tlg0014.tlg049
Apollodorus
Against Timotheus

−0361-01/−0361-12 5, 005

tlg0014.tlg050
Apollodorus
Against Polycles

−0359-01/−0359-12 5, 306

tlg0014.tlg051 On the Trierarchic Crown −0359-01/−0357-12 1, 580

tlg0014.tlg052
Apollodorus
Against Callippus

−0368-01/−0367-12 2, 490

tlg0014.tlg053
Apollodorus
Against Nicostratus

−0367-01/−0366-12 2, 340
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CTS Author Title Date Tokens
tlg0014.tlg054 Demosthenes Against Conon −0354-01/−0340-12 3, 755
tlg0014.tlg057 Against Eubulides −0345-01/−0344-12 5, 498

tlg0014.tlg059
Theomnestus and
Apollodorus
Against Neaera

−0342-01/−0339-12 10, 489

tlg0016.tlg001 Herodotus Histories −0429-01/−0424-12 33, 150

tlg0017.tlg003 Isaeus The Estate of Pyrrhus −0388-01/−0388-12 4, 959

tlg0019.tlg001 Aristophanes Acharnians −0424-01/−0424-12 8, 984
tlg0019.tlg008 Thesmophoriazusae −0410-01/−0410-12 9, 073

tlg0020.tlg001 Hesiod Theogony −0899-01/−0700-12 8, 234
tlg0020.tlg002 Works and Days −0899-01/−0700-12 7, 116
tlg0020.tlg003 Shield of Heracles −0899-01/−0700-12 3, 934

tlg0026.tlg001 Aeschines Against Timarchus −0345-01/−0344-12 15, 971

tlg0027.tlg001 Andocides On the Mysteries −0399-01/−0398-12 5, 964

tlg0028.tlg001 Antiphon
Against the Stepmother
for Poisoning

−0419-01/−0410-12 2, 046

tlg0028.tlg002 First Tetralogy −0479-01/−0410-12 2, 915
tlg0028.tlg005 On the Murder of Herodes −0417-01/−0417-12 7, 458
tlg0028.tlg006 On the Choreutes −0418-01/−0418-12 4, 014

tlg0032.tlg001 Xenophon Hellenica −0361-01/−0353-12 27, 401
tlg0032.tlg002 Memorabilia −0409-01/−0353-12 27, 840
tlg0032.tlg004 Symposium −0369-01/−0360-12 7, 291
tlg0032.tlg006 Anabasis −0379-01/−0359-12 18, 737
tlg0032.tlg007 Cyropaedia −0368-01/−0365-12 50, 690
tlg0032.tlg008 Hiero −0356-01/−0356-12 6, 953

tlg0032.tlg015
Constitution
of the Athenians

−0442-01/−0405-12 3, 723

tlg0041.tlg001 Chion Epistulae +0001-01/+0100-12 5, 577

tlg0058.tlg001 Aeneas Tacti-
cus

Poliorcetica −0374-01/−0349-12 7, 207

tlg0059.tlg001 Plato Euthyphro −0398-01/−0346-12 6, 349
tlg0059.tlg002 Apology −0398-01/−0389-12 10, 457
tlg0059.tlg003 Crito −0398-01/−0389-12 5, 093
tlg0059.tlg029 Cleiphon −0398-01/−0346-12 1, 875

tlg0060.tlg001 Diodorus of
Sicily

Historical Library −0059-01/−0029-12 25, 692

tlg0061.tlg001 Lucian of
Samosata

Asinus +0125-01/+0180-12 11, 054

tlg0081.tlg001 Dionysius of
Halicarnas-
sus

Antiquitates Romanae −0007-01/−0006-12 30, 312

tlg0085.tlg001 Aeschylus Supplices −0465-01/−0458-12 6, 071
tlg0085.tlg002 Persians −0471-01/−0471-12 6, 381
tlg0085.tlg003 Prometheus Bound −0459-01/−0455-12 7, 222
tlg0085.tlg004 Seven against Thebes −0466-01/−0466-12 6, 372
tlg0085.tlg005 Agamemnon −0457-01/−0457-12 10, 037
tlg0085.tlg006 Libation Bearers −0457-01/−0457-12 5, 846
tlg0085.tlg007 Eumenides −0457-01/−0457-12 6, 518
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CTS Author Title Date Tokens
tlg0086.tlg035 Aristotle Politics −0399-01/−0299-12 19, 867

tlg0093.tlg009 Theophrastus Characters −0316-01/−0316-12 8, 265

tlg0096.tlg002 Aesop Aesop’s Fables −0599-01/−0500-12 5, 221

tlg0255.tlg001 Mimnermus
of Colophon

Fragmenta −0699-01/−0599-12 213

tlg0260.tlg001 Semonides
of Amorgos

Fragmenta −0699-01/−0599-12 767

tlg0343.tlg001 Ezechiel Exagoge −0199-01/−0099-12 1, 939

tlg0429.tlg001 Cephisodorus
Comicus

Fragmenta −0401-01/−0401-12 29, 490

tlg0526.tlg004 Josephus
Flavius

The Jewish War +0075-01/+0075-12 24, 987

tlg0527.tlg001 Septuaginta Genesis −0299-01/−0200-12 19, 235

tlg0537.tlg012 Epicurus Epistula ad Menoeceum −0310-01/−0270-12 1, 523

tlg0540.tlg001 Lysias On the Murder of Eratos-
thenes

−0402-01/−0401-12 2, 834

tlg0540.tlg012 Against Eratosthenes −0402-01/−0402-12 5, 638
tlg0540.tlg013 Against Agoratus −0399-01/−0397-12 5, 641
tlg0540.tlg014 Against Alcibiades 1 −0394-01/−0394-12 2, 801
tlg0540.tlg015 Against Alcibiades 2 −0394-01/−0394-12 688
tlg0540.tlg019 On the Property of Aristo-

phanes
−0386-01/−0386-12 3, 624

tlg0540.tlg023 Against Pancleon −0399-01/−0398-12 896
tlg0540.tlg024 On the Refusal of a Pen-

sion
−0402-01/−0402-12 1, 665

tlg0541.tlg007 Menander of
Athens

Dyscolus −0315-01/−0315-12 8, 069

tlg0543.tlg001 Polybius Histories −0167-01/−0117-12 105, 693

tlg0544.tlg002 Sextus Em-
piricus

Adversus Mathematicos +0201-01/+0300-12 16, 218

tlg0548.tlg001 Apollodorus Library +0101-01/+0200-12 1, 265

tlg0551.tlg017 Appianus of
Alexandria

Civil Wars +0101-01/+0200-12 25, 665

tlg0554.tlg001 Chariton De Chaerea et Callirhoe +0075-01/+0125-12 6, 265

tlg0557.tlg001 Epictetus Discourses +0108-01/+0108-12 7, 204

tlg0559.tlg002 Hero of
Alexandria

De Automatis +0062-01/+0085-12 10, 321

tlg0561.tlg001 Longus Daphnis and Chloe +0101-01/+0300-12 672

tlg0585.tlg001 Phlegon of
Tralles

Book of Marvels +0100-01/+0200-12 5, 642

tlg1220.tlg001 Batrachomyo-
machia

Batrachomyomachia
Homerica

−0099-01/−0029-12 2, 212

tlg2003.tlg001 Julian Panegyric in Honor of the
Emperor Constantinus

+0355-01/+0355-12 1, 405

tlgxxxx.tlgxxx Paeanius Brevarium +0337-01/+0379-12 6, 184
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Abstract

This paper investigates the grammaticalization
of the noun caleta ‘cove, village’ to an inten-
sifier, as part of the system of degree words
in Chilean Spanish. We use word embeddings
trained on a corpus of tweets to show the on-
going syntactic and semantic change of caleta,
while also revealing how high degree is ex-
pressed in colloquial Chilean Spanish.

1 Introduction

Studies of language change using distributional
methods have shown the potential of word em-
beddings (both static and contextualized) to trace
syntactic and semantic change over time (Hamil-
ton et al., 2016; Kutuzov et al., 2018; Periti et al.,
2024, a.o.).1 However, such research tends to fo-
cus on predicting changes that affect sets of lexical
items shifting from one semantic domain to an-
other, which typically reflects cultural and societal
changes. Fewer studies have explored both seman-
tic and morphosyntactic change (but see Fonteyn
et al. 2022). In this paper, we focus on the seman-
tic and syntactic shift from lexical to grammatical,
known as grammaticalization (Meillet, 1912; Hop-
per and Traugott, 2003), and the stages of this pro-
cess. Specifically, we study the creation of degree
expressions like English very, a lot.

Traditionally, degree expressions have been asso-
ciated with adjectives, considered the prototypical
gradable category. However, degree modification
is also compatible with nouns and verbs, which
shows that gradability cuts across syntactic cat-
egories (Bolinger, 1972; Neeleman et al., 2004;
Doetjes, 2008). As a word becomes a degree ex-
pression over time, it typically expands its distri-
bution along different categories: e.g. it first com-

1For a recent state-of-the-art survey comparing different
approaches to semantic change using large language models,
see Periti and Montanelli 2024.

bines with nouns before co-occurring with verbs
and adjectives. Hence, the grammaticalization of
degree expressions provides insight into the seman-
tics of degree and patterns in the distribution of de-
gree words (Amaral, 2016; Luo et al., 2019). This
paper examines an understudied variety, Chilean
Spanish, and uses word embeddings to investigate
the emerging system of degree words to which one
grammaticalized word shifts. We investigate the
grammaticalization of caleta in Chilean Spanish,
from a noun denoting ‘cove, hiding place (where
merchandise can be stored)’,‘village’, as in ex. (1),
to a quantifier and degree adverb ‘much, a lot’, as
in (2), where caleta modifies the verb and denotes
high degree.

(1) Esta
this

experiencia
experience

la
CL.FEM.SG.ACC

realizamos
do.PST.1PL

en
in

Zapallar,
Zapallar

en
in

la
the

caleta
caleta

de
of

pescadores
fishermen

‘We did this experience in Zapallar, in the
fishermen’s cove’

(2) me
CL.1SG.DAT

gustó
like.PST.3SG

caleta
caleta

‘I liked it a lot.’

We use word embeddings to examine to what ex-
tent the grammaticalization of caleta has developed
while also shedding light on the system of degree
modifiers in Chilean Spanish. We ask, (i) how
far along has caleta grammaticalized in Chilean
Spanish, and (ii) what types of evidence do word
embeddings provide of different stages of gram-
maticalization of degree words?

2 Previous Work

Linguists have provided analyses of the gradual
process by which lexical items acquire grammat-
ical functions: for example, in this diachronic
change, nouns lose their categorial properties like
occurring after a determiner or being pluralized.
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The grammaticalization of nouns into degree ad-
verbs (e.g. the development from lot ‘a set of
objects’ to a lot ‘much’) is well attested cross-
linguistically: other examples are French adverb
beaucoup from un beau coup ‘a good strike’ and
English a bit from ‘a bite, a portion that fits in
the mouth’ (Abeillé et al., 2004; Marchello-Nizia,
2006; Verveckken, 2012; Traugott, 2008; Amaral,
2020).

This research has shown that a typical structure
in which nouns occur - modification by a preposi-
tional phrase, as in a lot [PP of chairs], a moun-
tain [PP of books] - provides a starting point for
quantity and degree interpretations. This structure
undergoes subsequent syntactic reanalysis, where
the head noun (e.g. lot) loses nominal properties
and a lot of becomes an adverb modifying the sec-
ond noun. The development of so-called binominal
structures Det N1 of N2, which may or may not
further evolve to a fully adverbial category, plays
a crucial role in the grammaticalization of degree
words. In our study, we also include the structure
(Det) caleta of N, hence we investigate the distri-
bution of caleta de.

As argued by Doetjes, 2008, degree words
across languages show a systematic behavior in
terms of the words they can modify. These well-
attested patterns correspond to types along a con-
tinuum of syntactic-semantic word classes, where
a degree expression can modify all word classes
(like French trop, type C) or just a subset of classes,
gradable adjectives (like English very, type A), see
Figure 1. As words develop into one type, they are
predicted to modify words in the order along the
continuum; for instance, if a word co-occurs with
words of category V, it is expected to co-occur with
words of category IV before it appears with words
of category III. 2 As we investigate whether caleta
has grammaticalized into a degree word, we will
examine its stage of development with respect to
Doetjes’ continuum.

While some computational studies of grammat-
icalization have adopted case-driven approaches
similar to ours (Fonteyn and Manjavacas, 2021;
Amaral et al., 2023; Nagata et al., 2024), we also

2(Doetjes, 2008) differentiates between ‘gradable’ and
‘eventive’ adjectives and verbs by whether or not the modifier
is targeting the degree or is quantifying over events. The
example she gives is from Dutch: Jan is veel ziek ‘Jan is sick
a lot’ vs. Jan is erg ziek ‘Jan is very sick.’ In the former,
veel as a quantifier targets eventive adjectives, thus it can only
modify the quantity of sick events. In the latter, erg expresses
the degree of sickness, i.e. the severity of his illness.

Category Word Class

I gradable adjectives
Type A

veryE

Type B

ergD

očen’R

Type C

tropF

muitoP

moltoI

IIa gradable nominal predicates

Type D

beaucoupF

a lotE

IIb gradable verbs

III

eventive verbs

eventive adjectives

comparatives

Type E

veelD

mnogoR
IV mass nouns Type F

a mountainE

V plural nouns
Type G

manyE

Figure 1: Typology of degree expressions according to
their distribution along a continuum of word classes.
Table adapted with modifications from (Doetjes, 2008,
138). Superscripts indicate language: R for Russian, D
for Dutch, F for French, E for English, P for Portuguese,
and I for Italian.

investigate how a distributional analysis of caleta
can provide insight on the set of degree expressions
currently used in colloquial Chilean Spanish. In
other words, we aim to examine not just the gram-
maticalization of caleta but also how this word fits
in the system of degree words in Chilean Spanish
and types of degree expressions across languages.

3 Methodology

3.1 Corpus Creation

To ensure we had a good representation of col-
loquial Chilean Spanish, we created a subcorpus
from an already existing corpus of online data
(Ortiz-Fuentes, 2023). The already existing cor-
pus contained roughly 19GB of data, from diverse
sources, including news, tweets, online reviews
and other miscellaneous web content. We chose to
create a subcorpus just from tweets to reduce the
computational load for our later experiments and
since we only wanted informal instances of lan-
guage; caleta typically only occurs in less formal
registers. The resulting subcorpus of 27, 306, 582
tweets consisted of exactly 342, 979, 307 tokens.
The time span of these tweets is from 2010 to 2020.
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3.2 Preprocessing

We first normalized the text in the corpus: we re-
moved case, punctuation, diacritics, URLs, hash-
tags, and any repeated letters. For this last step,
we only allowed double letters where they occur
within normative Spanish orthography (i.e. < r >,
< c >, < l >), elsewhere only single letters were
allowed. Then we input the corpus into a plain text
file separated by newlines. The resulting file was
then lemmatized using SpaCy’s Spanish lemma-
tizer (Honnibal et al., 2020).

Text Normalization

Text File Preparation

Lemmatization

Case

Punctuation

Diacritics

URLs

Hashtags

Repeated Letters

Normalization Substeps

Figure 2: Preprocessing steps.

3.3 Model Selection

To represent the distributional patterns of words
in our corpus, we decided to use static word em-
beddings over contextualized word embeddings.
Non-contextualized embeddings allow us to com-
pare our target word with other words in Chilean
Spanish to examine the current stage of grammati-
calization of caleta as determined by its closeness
to different subsystems in the language.

The algorithm we use is Skip-Gram with Nega-
tive Sampling (SGNS) implemented in word2vec
(Mikolov et al., 2013) to extract embeddings, based
on previous research that showed good results for
studies of semantic change (Hu et al., 2022, a.o.).
For this reason, we do not consider it necessary to
use a more computationally expensive operation
(e.g. dynamic word embeddings). We trained each
model for five epochs, a minimum token count of
10 and the skip-gram algorithm. Initially, we exper-
imented with several hyperparameters: the window

size, the minimal word count and the vector size.
The only hyperparameter that proved to be signif-
icant was the window size (see next section for
more details). The resulting model used a vector
length of 100 and a minimal word count of 10. To
verify the validity of the model, we used analogy
tests targetting gender-based morphological and
semantic relations (see Table 1 for specifics). We
found the analogy used always 100% accurate.

Relationship Word Pair 1 Word Pair 2
Word A Word B Word A Word B

Age-based
Hombre Mujer Niño Niña
‘Man’ ‘Woman’ ‘Boy’ ‘Girl’

Familial
Padre Madre Hijo Hija
‘Father’ ‘Mother’ ‘Son’ ‘Daughter’

Feline
Niño Gato Niña Gata
‘Boy’ ‘Cat (male)’ ‘Girl’ ‘Cat (female)’

Canine
Niño Perro Niña Perra
‘Boy’ ‘Dog (male)’ ‘Girl’ ‘Dog (female)’

Table 1: The four analogy tests used to validate
Word2Vec model. The equation used was WB2 =
WA1 −WA2 +WB1.

3.4 Window Size

As mentioned in the previous section, the only hy-
perparameter we adjusted for the model was the
window size. We extracted models for w = [1, 10].
Our hypothesis was that lower window sizes would
be more adequate for showing grammaticalization,
since the scope of grammatical words like quanti-
fiers lies within its immediate neighbors, whereas
higher window sizes show neighbors within the
same semantic field (therefore its lexical use).
However, since we use a corpus of tweets, win-
dow size is fairly limited by the genre itself (a
possible limitation we address later).

4 Results

4.1 Caleta

Here we display only the results of the experiments
with a small (w = 1) and a large (w = 10) window
size. This allows us to compare the information
obtained by manipulating this parameter. In Fig-
ure 3, the word embeddings show both neighbors
of the lexical noun and neighbors of the degree
word. Nearest neighbors of the noun are toponyms
(i.e. names of villages) and other nouns with re-
lated meanings (e.g. playa ‘beach’ and balneario
‘bathhouse’). As for the neighbors of the degree
word, we find degree expressions, both adverbs
and quantifiers like mucho and ene, both meaning
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‘a lot’. Caleta de also appears among the neighbors
(please see subsequent section for these results).

The co-occurrence of neighbors of both mean-
ings shows that caleta has partially grammati-
calized; it still retains its lexical use as a noun.
These findings provide evidence for a situation of
layering (Hopper, 1991), i.e. the synchronic co-
existence of older and more recent functions of a
form in a language.

Figure 3: TSNE representation of caleta and its top 25
neighbors. Embeddings were created with a window
size of 1. Blue corresponds to words that are quantifiers,
green corresponds to toponyms (i.e. names of villages),
and purple corresponds to semantically related nouns.

If we now use a larger window size, the results
are different, with more neighbors associated with
the lexical item. In Figure 4 we find the plural
noun (caletas); as mentioned in historical analyses,
the ability to be pluralized is a syntactic property
of nouns. This attests to the persistence of some
nominal categorial properties of caleta. We also
find the noun pescadores ‘fishermen’, as the noun
caleta typically refers to a village of fishermen
and hence the nouns often co-occur (in caleta de
pescadores), and related nouns like muelle ‘pier’
and poza ‘puddle’.

4.2 Caleta de

We analyzed the results of caleta de separately
from those of caleta since the former is the vestige
of a binominal quantifier preceding the grammati-
calization of the latter. Figure 5 and Figure 6 show
the TSNE representations of the nearest neighbors
of caleta de. For the smaller window size, we see
other quantifiers like ene (more in the next section),
caleta, etc. The majority of neighbors here are

Figure 4: TSNE representation of caleta and its top 25
neighbors. Embeddings were created with a window
size of 10. Blue corresponds to words that are quanti-
fiers, green corresponds to toponyms (i.e. examples of
caletas), and purple corresponds to semantically related
nouns.

quantifiers in their orthographical variants found
in tweets (e.g. mucho, mxo, nucho, etc). Two other
words that form part of binominal quantifiers are
also present, monton and montones, both meaning
‘pile’ and ‘piles’, but which have grammaticalized
in the same fashion as caleta to denote a large quan-
tity (un montón de N ‘a lot of N’). In this window
size, only one proper noun is present, Chorromil,
the name of a village. Lastly, we find other quanti-
fiers, like cualquiers and cualesquiers, both ortho-
graphical variations of cualquier, ‘whichever’, and
puras, a determiner in Chilean Spanish.

In the larger window size, we see caleta as its
nearest neighbor. Other quantifiers like mucho,
ene, harto, etc. are present, but they are much
further away than semantically related nouns like
pescadores ‘fishermen’, artesanales ‘craftsmen’,
reinetas, a plural noun denoting a variety of white
fish, as well as toponyms that are names of cale-
tas. These results show once more how important
the hyperparameter of window size is in captur-
ing the grammatical meaning of relatively newly
grammaticalized words in a language.

4.3 Ene

We decided to display the top 10 neighbors for
the word ene, since ene always appeared as a top
neighbor for caleta and caleta de. Ene comes from
the Spanish pronunciation of the grapheme < n >
and is used in Mathematics to denote an unspeci-
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Figure 5: TSNE representation of caleta de and its
top 25 neighbors. Embeddings were created with a
window size of 1. Blue corresponds to words related to
quantity, green corresponds to toponyms (i.e. examples
of caletas), and purple corresponds to syntactically and
semantically-related words.

Figure 6: TSNE representation of caleta de and its
top 25 neighbors. Embeddings were created with a
window size of 10. Blue corresponds to words related to
quantity, green corresponds to toponyms (i.e. examples
of caletas), and purple corresponds to syntactically and
semantically-related words.

fied integer. Over time, in this variety of Spanish
ene has grammaticalized like caleta to denote a
large quantity and high degree. Our results show
that ene is another example of a grammaticalized
degree word, albeit in a different stage of grammat-
icalization. To the best of our knowledge, this has
not been observed or studied. Example (3) shows a
lexical use of ene, taken from the Dictionary of the
Spanish Real Academy (Real Academia Española,
2025), since no such example could be found in

our corpus. Example (4) shows the degree adverb
(here, modifying a verb), i.e. the grammaticalized
item. Lastly, example (5) shows ene in combina-
tion with ctm, a commonly used abbreviation of
the phrase concha (de) tu madre (literally ‘your
mother’s pussy’), which is used as a vulgar intensi-
fier similar to fucking in English.

(3) El
The

fenómeno
phenomenon

se
CL.REFL

repite
repeat.PRS.3SG

ene
n

veces.
times

‘The phenomenon is repeated n times.’

(4) me
CL.1SG.DAT

gustó
like.PST.3SG

ene
ene

‘I liked it a lot.’

(5) me
CL.1SG.DAT

gustó
like.PST.3SG

ene
ene

ctm
ctm

‘I fucking liked it a lot.’

Table 2 and 3 show the closest neighbors for ene
in our corpus. For both window sizes, none of
the neighbors are semantically related to Mathe-
matics, which would be expected if ene still re-
tained some of its original lexical meaning. For
the smaller window size, all of the neighbors are
degree words meaning ‘much’ (including the noun
cantidad which can appear in a binominal struc-
ture cantidad de N ‘a large quantity of N’). For
the larger window size, half of the neighbors are
quantifiers. We also see the expressive puxis (an
orthographical variation of pucha, meaning ‘darn’),
spellings of laughter and the vulgar term autodeli-
cioso. This is evidence for what has been described
previously in the literature that degree modifiers,
as highly volatile units of language, are subject
to change easily and become expressives (Ito and
Tagliamonte, 2003).

Rank Word Score

1 caleta de ‘a lot of’ 0.78
2 cantitat (cantidad, orthographical variation, ‘quantity’) 0.67
3 harto ‘a lot’ 0.66
4 caleta ‘a lot’ or ‘village’ 0.66
5 kleta ‘caleta’ (orthographical variation) 0.65
6 arto ‘harto’ (orthographical variation) 0.64
7 mucho ‘a lot’ 0.64
8 tanto ‘so much’ 0.63
9 mxo ‘mucho’ (orthographical variation) 0.62
10 muchopero (mucho pero as one word, ‘a lot but...’ ) 0.61

Table 2: Ranked words with their scores (cosine) for
ene for w = 1
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Rank Word Score

1 kleta (orthographical variation of caleta) 0.71
2 caleta de ‘a lot of’ 0.68
3 cantitat (cantidad, orthographical variation, ‘quantity’) 0.67
4 graziash (gracias, orthographical variation, ‘thanks’) 0.66
5 jsjsjd ‘laughter’ 0.66
6 harto ‘a lot’ 0.66
7 puxis (orthographic variation of pucha, ‘darn’) 0.66
8 autodelicioso (lit. ‘self-delicious’, term used for masturbation) 0.64
10 muchosaño (muchos años as one word, ‘many years’) 0.63

Table 3: Ranked words with their scores (cosine) for
ene for w = 10. Bold words correspond to quantifiers.

4.4 Other quantifiers

Lastly, we show word embeddings of other degree
words, in this case ‘stable’ quantifiers in Chilean
Spanish: harto ‘a lot’, mucho ‘a lot’, tanto ‘so
many.’ It is worth mentioning that unlike caleta,
caleta de and ene (which syntactically can be con-
sidered degree adverbs), these quantifiers inflect
for gender and number when modifying a noun.
The purpose of using the lemmatizer was to con-
trol for this, but as the results show, some inflected
tokens of these quantifiers were not properly lem-
matized.

Tables 4, 5, 6, 7, 8 and 9 show the nearest neigh-
bors for harto, mucho and tanto at the two win-
dow sizes. For harto, we see that the majority of
its neighbors are other quantifiers for both win-
dow sizes, as well as orthographical variations (e.g.
harrto, arto) and inflected versions of the lexeme,
like the feminine form harta. Likewise, tanto as
its neighbors for the smaller window size shows
mostly orthographical variations (e.g. tsnto, tabto),
while for the larger window size we can see simi-
lar results to ene, where nouns like ‘laughter’ are
amongst the neighbors. For mucho, we can see
mostly orthographical variants for the smaller win-
dow size (e.g. muxo, muxho) and for the larger
window size we see less orthographical variations
and more of other quantifiers, even its antonym
poco, which also occurs with intensifying affixes:
re-poco and poc-azo ‘very little’.

5 Discussion

Our word embedding results for caleta show that
nowadays the word is used to express high de-
gree. In addition, in our results both the lexical
noun and the degree modifier are present. The
choice of hyperparameters, specifically window
size, has important consequences: a small window
size yields nearest neighbors for both forms, while
a larger window size results in more neighbors of

Rank Word (Gloss) Score

1 arto ‘harto’ (orthographical variation) 0.94
2 mucho ‘a lot’ 0.84
3 bastante ‘quite’ 0.78
4 harrto ‘harto’ (orthographical variation) 0.74
5 mxo ‘mucho’ (orthographical variation) 0.72
6 muchisimo ‘mucho’ (superlative) 0.71
7 muxo ‘mucho’ (orthographical variation) 0.69
8 mutcho ‘mucho’ (orthographical variation) 0.68
9 mucjo ‘mucho’ (orthographical variation) 0.67
10 nucho ‘mucho’ (orthographical variation) 0.66

Table 4: Ranked words with their scores (cosine) for
harto for w = 1. Bold words correspond to quantifiers.

Rank Word (Gloss) Score
1 arto ‘harto’ (orthographical variation) 0.81
2 mucho ‘a lot’ 0.72
3 sosi (eso sı́, abbreviation, ‘though’) 0.69
4 bastante ‘quite’ 0.68
5 harta ‘a lot’ 0.68
6 ene ‘a lot’ 0.66
7 pucha ‘darn’ 0.63
8 haarto ‘harto’ (orthographical variation) 0.63
9 repoco ‘poco’ (intensifier) 0.63
10 pocazo ‘poco’ (augmentative) 0.61

Table 5: Ranked words with their scores (cosine) for
harto for w = 10. Bold words correspond to quanti-
fiers.

Rank Word (Gloss) Score
1 tsnto‘tanto’ (orthographical variation) 0.76
2 demasia (demasiado, phonetic variation, ‘too much’ 0.70
3 tantotanto ‘tanto’ (repeated) 0.69
4 mucho ‘a lot’ 0.69
5 tantoy (tanto y as one word, ‘so much and’) 0.69
6 tabto ‘tanto’ (orthographical variation) 0.68
7 tantisimo ‘tanto’ (superlative) 0.67
8 tnto ‘tanto’ (orthographical variation) 0.64
9 tanro ‘tanto’ (orthographical variation) 0.64
10 mutcho ‘mucho’ (orthographical variation) 0.64

Table 6: Ranked words with their scores (cosine) for
tanto for w = 1. Bold words correspond to quantifiers.

Rank Word (Gloss) Score
1 mucho ‘a lot’ 0.71
2 tsnto ‘tanto’ (orthographical variation) 0.65
3 tantotanto ‘tanto’ (repeated) 0.63
4 tantisimo ‘tanto’ (superlative) 0.60
5 simuchas (sı́ muchas as one word, ’yes a lot’) 0.60
6 jskdkd ‘laughter’ 0.60
7 jajajajajajaun ‘laughter’ 0.60
8 muchogracias (muchas gracias as one word, ‘thanks a lot’) 0.59
9 tisin (tı́ sin as one word, ‘you (prepositional), without) 0.58
10 pueso (portmanteau of pues eso, ‘exactly’) 0.58

Table 7: Ranked words with their scores (cosine) for
tanto for w = 10. Bold words correspond to quantifiers.

the lexical noun. We hypothesize that this is due
to the fact that as a degree word, caleta is a modi-
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Rank Word (Gloss) Score
1 muchisimo ‘mucho’ (superlative) 0.91
2 mxo ‘mucho’ (orthographical variation) 0.88
3 harto ‘a lot’ 0.82
4 muxo ‘mucho’ (orthographical variation) 0.81
5 mucjo ‘mucho’ (orthographical variation) 0.80
6 muchi ‘mucho’ (diminutive) 0.77
7 muho ‘mucho’ (orthographical variation) 0.77
8 muxho ‘mucho’ (orthographical variation) 0.77
9 arto ‘harto’ (orthographical variation) 0.76
10 nucho ‘mucho’ (orthographical variation) 0.75

Table 8: Ranked words with their scores (cosine) for
mucho for w = 1. Bold words correspond to quantifiers.

Rank Word (Gloss) Score
1 muchisimo ‘mucho’ (superlative) 0.79
2 harto ‘a lot’ 0.74
3 tanto ‘so much’ 0.71
4 poco ‘a little’ 0.67
5 muchoy (mucho y as one word, ‘a lot and’ 0.65
6 muccho‘mucho’ (orthographical variation) 0.65
7 bastante ‘quite’ 0.65
8 muchopero (mucho pero as one word, ‘a lot but’) 0.64
9 aunpero (aún pero as one word, ‘still but’) 0.63
10 muchisisisismo ‘mucho’ (repeated superlative) 0.61

Table 9: Ranked words with their scores (cosine) for
mucho for w = 10. Bold words correspond to quanti-
fiers.

fier, and occurs in close adjacency to the modified
word. Hence, a small window captures this dis-
tribution. On the other hand, as a lexical noun
caleta is less syntactically constrained, with more
positional freedom and semantic content.

While cosine similarity scores give us insight
into a changing word’s distribution, they alone do
not tell us about its syntactic properties in detail.
To better understand caleta’s current status as a
degree modifier, we performed a post-hoc analysis
of the top 20 collocates of caleta and caleta de. We
looked specifically at the top tokens that immedi-
ately precede and proceed the two strings in our
unlemmatized corpus. We were interested in the
kinds of words that caleta and caleta de have come
to modify, in accordance to Doetjes’s typology of
degree modifiers (see Section 2).

Our analysis shows that caleta has evolved ex-
tensively beyond its original lexical usage, wherein
it was only compatible with count nouns that were
semantically related e.g. pescadores ‘fishermen’
camarones ‘shrimp (plural)’, headed by the prepo-
sition de. The structure caleta de is now com-
patible with count nouns beyond the semantic
domain of a fishing village: años ‘years’, veces
‘times/instances’ (see (6)), as well as mass nouns
e.g. plata ‘money (informal), tiempo ‘time’ (see

(7)). It can also modify comparatives e.g. mejor
‘better’, peor ‘worse’ (see (9)); eventive verbs e.g.
dormir ‘to sleep’, reı́r ‘to laugh’ (see (8)); grad-
able verbs gustar ‘to like’, querer ‘to want’ (see
(2); and finally gradable nominal predicates3 e.g.
hambre ‘hunger’, pena, ‘sorrow’, as in (10).

(6) Hace
make.PRS.3SG

caleta
caleta

de
of

años
years

‘Many years ago’

(7) es
be.PRS.3SG

caleta
caleta

de
of

plata
money

‘it’s a lot of money.’

(8) Yo
1SG.NOM

igual
same

reı́
laugh.PST.1SG

caleta.
caleta

‘I laughed a lot, anyway.’

(9) hay
be.existential.PRS.3SG

que
that

cuidarse
care.INF.REF

caleta
caleta

mejor...
better

‘one has to take care of themselves much
better.’

(10) Hace
make.PRS.3SG

caleta
caleta

de
of

frı́o.
coldness

‘It’s really cold.’

There were no cases of caleta modifying either
eventive adjectives or gradable adjectives within
our corpus. This, according to Doetjes’s classifica-
tion, indicates that caleta has evolved into a type D
degree modifier. Figure 7 shows caleta’s position
in this typology, in comparison to the other de-
gree expressions in Chilean Spanish that we have
discussed in this paper. Our results align with
claims in the literature that Type C and D are the
most common in the Romance languages (Doet-
jes, 2008). Lastly, within our results, caleta has
no nearest neighbors with Type A modifiers (e.g.
muy ‘very’), which combine exclusively with grad-
able adjectives. This is not surprising since Type
A modifiers have no overlap in word classes with
Type D modifiers; their distributions are disjoint.
This highlights how embeddings capture syntactic
properties of words, as opposed to just similarity
of meaning.

Our study has two main findings, which answer
the research questions above. First, we have shown
that caleta is undergoing grammaticalization: both

3Gradable nominal predicates, in Doetjes’s definition, are
nouns that are generally the objects of light verb expressions.
The examples she gives are from French e.g. Elle a très soif
‘She is very thirsty.’ In Spanish, such light verb constructions
also exist, so we consider cases like tener sed ‘to be thirsty
(lit. to have thirst)’ to also be examples of nominal predicates.
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Category Word Class

I gradable adjectives Type A

Type B Type C

harto

bastante

demasiado

IIa gradable nominal predicates Type D

caleta

ene

mucho

tanto

IIb gradable verbs

III

eventive verbs

eventive adjectives

comparatives Type E

IV mass nouns

Type F
un

montón
cantidad

mon-
tones

V plural nouns
Type G
vario

Figure 7: Degree words found in our results and their
corresponding types according to Doetjes’ model; mod-
ified table from (Doetjes, 2008, 138)

the older and the new meaning are captured by the
word embeddings. Importantly, we see a differ-
ence in the results depending on the window size,
when compared to other degree words which are
grammatical items and not undergoing change, like
mucho and harto. In the latter case, window size
does not significantly impact the neighbors. Addi-
tionally, our post-hoc analysis provided insight on
the properties of caleta as a degree word.

Second, our word embeddings have allowed us
to reveal the inventory of degree words in collo-
quial Chilean Spanish, including a word that to
date had never been investigated, ene. These words
denote high degree (intensifiers), words that are
known to change rapidly due to social and expres-
sive pressure (Ito and Tagliamonte, 2003). Since
caleta and ene are not normative forms, they are
left out of traditional studies. This entails that we
may miss instances of change possibly of interest
to current linguistic theory. Hence, word embed-
dings can be a tool to study lesser-known subsys-
tems of a language and capture ongoing changes
in synchrony.

6 Conclusion

Our study contributes to studies of language
change by analyzing intensifiers in colloquial
Chilean Spanish (an understudied variety) from the
past twenty years. We reveal an ongoing change
that had not been previously studied. Using spon-
taneous speech from tweets, we gained access to
informal speech where speakers communicate in

an unedited way, which has allowed us to study the
use of older and more recent degree expressions.
Hence, our study shows how Digital Humanities
as an interdisciplinary field can expand our knowl-
edge of low-resource language varieties. In our
specific case, the examination of the data through
language processing revealed instances of gram-
maticalization that to the best of our knowledge
had not been analyzed before.

We have shown that static word embeddings pro-
vide evidence for this change and can reveal mean-
ing relations not previously studied. Moreover,
we show that different choices of hyperparameters
have an effect on which meaning (the lexical vs.
the grammatical) of the word undergoing change,
caleta, is represented.

Some limitations of our study are due to the
genre itself. One such limitation is the difficulty
with lemmatization: as we have mentioned, these
are tweets, so we find strings that do not conform
to normative orthography (for example, typos, ab-
breviations etc), therefore the lemmatizer has diffi-
culty with detecting words of the same lexeme. In
addition, Tweeter users tend to adopt orthographi-
cal forms that reflect pronunciation and sometimes
are intended to be expressive, like repeating vowels
in a word to express a very high degree. Further-
more, using a corpus of tweets means that the char-
acter limit has an impact on the possible window
sizes. To obviate this problem, further studies on
caleta could use longer texts that have the same
register as tweets, e.g. blog posts.
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Abstract

Digital humanities scholars increasingly use
Large Language Models for historical docu-
ment digitization, yet lack appropriate evalua-
tion frameworks for LLM-based OCR. Tradi-
tional metrics fail to capture temporal biases and
period-specific errors crucial for historical cor-
pus creation. We present an evaluation method-
ology for LLM-based historical OCR, address-
ing contamination risks and systematic biases
in diplomatic transcription. Using 18th-century
Russian Civil font texts, we introduce novel met-
rics including Historical Character Preservation
Rate (HCPR) and Archaic Insertion Rate (AIR),
alongside protocols for contamination control
and stability testing. We evaluate 12 multimodal
LLMs, finding that Gemini and Qwen models
outperform traditional OCR while exhibiting
”over-historicization”—inserting archaic charac-
ters from incorrect historical periods. Post-OCR
correction degrades rather than improves perfor-
mance. Our methodology provides digital hu-
manities practitioners with guidelines for model
selection and quality assessment in historical cor-
pus digitization.

1 Introduction

The evolution of large language models (LLMs)
into powerful optical character recognition (OCR)
tools has created new opportunities in digital hu-
manities, especially for processing historical docu-
ments where traditional OCR systems struggle with
non-standard typography, evolving orthographic con-
ventions. However, evaluating LLM-based OCR
requires fundamentally different methodological ap-
proaches than those developed for traditional ma-
chine learning systems. Unlike conventional OCR
models, where researchers can control training
data, modify architectures, and perform fine-tuning,
LLMs present unique evaluation challenges: we can-
not access their training data, modify their parame-
ters, or retrain them for specific historical corpora.

This constraint necessitates new evaluation frame-
works that assess and optimize LLM performance
through external factors such as prompt engineering,
processing modes, and systematic bias detection.
Current OCR evaluation practices prove inade-

quate for LLM-based historical document process-
ing. Standard metrics like Character Error Rate
(CER) and Word Error Rate (WER) fail to capture
LLM-specific behaviors such as temporal conflation,
where models incorrectly apply orthographic fea-
tures from different historical periods, or systematic
insertion of anachronistic elements. Moreover, the
risk of training data contamination, where evaluation
texts may have been included in LLM pretraining
corpora, undermines traditional benchmarking ap-
proaches that assume clean train-test separation.
We address these methodological gaps through a

comprehensive evaluation framework, demonstrated
via the challenging case study of 18th-century Rus-
sian texts printed in Civil font. This domain ex-
emplifies evaluation challenges facing digital hu-
manities: texts feature distinctive orthographic ele-
ments (і, ѣ, ъ at word endings), archaic grammat-
ical forms, and syntactic structures unfamiliar to
modern readers, while being underrepresented in
digital corpora and thus effectively low-resource for
LLMs. These linguistic elements are seldom pre-
served online; even the Russian National Corpus of-
ten presents 18th-century texts in post-1918 orthog-
raphy (Savchuk, 2009). The diplomatic transcription
requirement—preserving exact textual features in-
cluding line breaks, hyphens, and original typograph-
ical errors—further demands precise character-level
fidelity that tests LLM capabilities beyond normal-
ized text processing.
Building on recent evidence that LLMs can out-

perform specialized OCR systems through holistic
page processing and prompt engineering (Humphries
et al., 2024; Kim et al., 2025; Sohail et al., 2024),
our framework introduces key innovations: (1)
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contamination-aware dataset creation protocols en-
suring evaluation integrity, (2) novel metrics de-
signed to capture LLM behaviors in historical con-
texts, including Historical Character Preservation
Rate (HCPR) and Archaic Insertion Rate (AIR), (3)
systematic analysis of processing modes and prompt
engineering strategies, (4) comprehensive stability
testing accounting for LLM output variability, and
(5) feature sensitivity analysis identifying document
characteristics that affect performance.
Using this framework, we evaluate 12 leading

commercial and open-source multimodal LLMs on
a novel dataset of 1,029 pages from 428 unique
18th-century Russian books, revealing systematic
patterns in LLM behavior previously undocumented
in historical OCR literature. Our analysis uncovers
”over-historicization”—a phenomenon where LLMs
systematically insert archaic characters eliminated
from the target historical period—demonstrating
how LLMs exhibit unexpected temporal biases that
standard evaluation approaches cannot detect.

2 Literature review

Early research found LLM-based OCR often out-
performs state-of-the-art pipelines. Multimodal
LLMs often transcribe unseen manuscripts zero-
shot for printed and even handwritten documents
in English, Finnish, Italian and Japanese. For in-
stance, Humphries et al. (2024) report GPT-4–class
models achieved CER around 5–7% on 18th–19th
century English manuscripts—a 14% relative im-
provement over Transkribus—and further reduced
CER to 1.8% with LLM-based post-correction
(Humphries et al., 2024). Similarly, Kim et al.
(2025) found general-purpose LLMs outperform-
ing tools like Tesseract and TrOCR on historical
tables, and early benchmarks highlight the impor-
tance of prompt design (e.g., two-shot prompting,
line-by-line input) (Kim et al., 2025).
However, recent studies underscore limitations.

Crosilla et al. (2025) benchmarked LLMs against
Transkribus on multilingual historical datasets and
found no consistent overall winner (Crosilla et al.,
2025). Proprietary models excelled in English, while
open-source LLMs and non-English scripts showed
weaker performance, reflecting pretraining data bi-
ases. Unpredictable generative outputs and hallu-
cinations remain challenges (Thomas et al., 2024;
Boros et al., 2024). While instruction-tuning can
aid post-OCR correction, zero-shot self-correction
abilities are still limited.

In summary, while LLMs have advanced OCR
for some languages, new risks arise: contamination
from training data, unpredictable outputs, and the
need for task-specific prompt engineering. Notably,
little work has evaluated LLMs on Russian historical
texts, motivating our focus.

3 Methodology and Data Integrity
Controls

Preventing Training Data Contamination. Eval-
uation of LLMs on OCR tasks is complicated by
the risk of test set contamination, as standard bench-
marks are often present in LLM pretraining corpora.
Prior studies have used n-gram overlap, member-
ship inference attacks (MIAs), and surprisal-based
probes, but these methods are limited, especially for
historical material (Chang et al., 2023; Ravichander
et al., 2025). To ensure robust evaluation, we created
a novel dataset of 18th-century Russian texts, dig-
itized from sources never previously recognized or
published, and kept strictly offline during all known
LLM pretraining periods.
Dataset. Our corpus consists of 1,029 scanned

pages from 428 unique 18th-century books printed
in Russian Civil font, sourced from the Na-
tional Library of Russia’s limited-access collection
”Русская книга гражданской печати XVIII в. в
библиотеках РФ” (Russian Civil Print Books of the
18th Century in Russian Federation Libraries). We
stratified the data by publication period (1750–1800),
text density, decorative elements, and subject (fic-
tion, science, religion, etc.) to ensure diversity (see
Appendix B for details). Images below 150ppi were
excluded, following evidence of poor LLM OCR
performance at low resolution (Inoue, 2025).
The ground truth (GT) for this corpus was pre-

pared through a multi-stage process:
Layout Analysis: a YOLOv8 model (Varghese

and M., 2024), fine-tuned on a 495-page subset of
this corpus, performed region detection; line detec-
tion within regions utilized a pre-trained Riksarkivet
model.
Initial OCR: A TrOCRmodel, also fine-tuned on

the same 495-page subset (13,456 lines), generated
initial transcriptions for the entire corpus. On a held-
out portion of the tool-training data, the TrOCR
model achieved a CER of 1.83%, WER of 7.82%,
and line Exact Match Rate (EMR) of 99.84%.
Manual Correction: 100% manual review us-

ing the eScriptorium interface. Our transcription
adheres to diplomatic principles, preserving period-
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OCR System CER (%) WER (%)
Surya (BT5) 45.96 78.33
Tesseract OCR 4.0 21.55 126.10
Transkribus PyLaia 26.93 29.07
Fine-tuned TrOCR∗ 1.83 7.82

Table 1: OCR results for Old Russian orthography
∗ Fine-tuned on our dataset; represents an upper
bound, not indicative of typical generalization.

specific orthography, hyphenation, original errors,
typos, and spacing conventions to accurately reflect
the source documents. The resulting GT for the
entire 1,029-page corpus (which serves as the evalu-
ation set for the LLMs) comprises 28,657 lines and
146,690 words. It will be released upon publication.
GT was produced by a single expert annotator

using a two-pass protocol. We audited a stratified
sample of 500 lines with a second verifier under the
same guidelines; line-level exact-match was 98.6%,
and character-level accuracy was 99.93%.
Baseline: Traditional OCR for Historical

Texts. Traditional OCR systems struggle with 18th-
century Russian texts in Civil font due to a confluence
of challenges, including visually confusable char-
acter pairs (e.g., i/ï, т/ш), divergent historical or-
thographic conventions, typographic inconsistencies
from printer-specific variations, and complex page
layouts with decorative elements.
To quantify these difficulties, we tested both a

general-purpose OCR system (Tesseract), the mul-
tilingual BT5 model from the Surya OCR frame-
work (Paruchuri and Team, 2025), and a specialized
“Russian print XVIII cent PyLaia” model trained on
similar material via Transkribus (reporting 2.40%
CER on its own data). On a 100-page sample from
our dataset, as shown in Table 1, Surya struggled
with the Old Russian orthography (45.96% CER),
PyLaia showed a markedly poorer CER of 26.93%,
and Tesseract performed significantly worse. For
reference, a TrOCR model fine-tuned on our data
achieved 1.83% CER—an upper bound, not typical
of generic OCR models.
This significant performance drop, even for spe-

cialized models not fine-tuned on our specific corpus,
underscores the generalization limits of traditional
OCR and the impracticality of achieving usable re-
sults without extensive, resource-intensive retraining
for specific collections. Such limitationsmotivate our
investigation into Large Language Models (LLMs)
as a more adaptable alternative.

Our study addresses three research questions:
RQ1: How do input parameters (processing mode,
text density, decorative elements, subject) affect
LLM OCR performance for 18th-century Russian
Civil font? RQ2: What is the impact of prompt
engineering on period-specific orthographic fidelity?
RQ3: What are the characteristic error patterns of
LLM-based OCR on historical Russian?

4 Experiment Setup

We evaluated 12 leading LLMs (see Appendix A), in-
cluding commercial models (Claude, GPT, Gemini)
and open-source models (Llama, Qwen). Models
were accessed either via their official APIs or, for
open-source models, through the TogetherAI ser-
vice.
Model Stability Evaluation Protocol. To assess

performance consistency, we re-evaluated a subset of
our models on a fixed sample of 20 documents daily
for seven consecutive days. Stability was measured
by the Coefficient of Variation (CV) of daily Word
Accuracy scores.
Recognition Modes. Single Line Processing:

Each text line is processed independently, mirror-
ing traditional OCR. This mode provides minimal
context and is efficient but may miss cross-line de-
pendencies.
Full Page Processing: The entire page image is

provided as a single input, maximizing contextual
information. While this may resolve ambiguities, it
risks hallucinations or detail loss on dense or complex
layouts.
Sliding Window Processing: Fixed-size windows

(e.g., 3 lines at a time, transcribing the center) pro-
vide more context than single-line but may be more
robust to local errors than full-page mode.
Prompt Engineering Experiments. We con-

ducted systematic prompt variation experiments (see
Appendix C), including 1) a baseline prompt with
basic image information (“Extract the OCR text
from this 18th-century Russian book line. Preserve
the original Old Russian orthography.”), 2) context-
enhanced prompts in English (including book in-
formation and character list), 3) context-enhanced
prompts in Russian.
Evaluation Metrics. We employed an evalua-

tion framework with multiple metrics to assess OCR
accuracy, historical fidelity, and case sensitivity:
Standard OCR Metrics. Character Error Rate

(CER) and Word Error Rate (WER), using Leven-
shtein distance between prediction and ground truth.
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Figure 1: CER distribution by models (full page mode)

Case-Insensitive Metrics. CER and WER after
lowercasing, to isolate character recognition from
case errors.
Historical Fidelity Metrics. Historical Character

Preservation Rate (HCPR) for period-specific char-
acters (і/ї, ѣ, ъ); Archaic Insertion Rate (AIR) for
insertion of obsolete, pre-Petrine characters.
Case Preservation Accuracy. Case Error Rate

(CaseER) to specifically assess case assignment er-
rors, with particular focus on visually distinctive char-
acters such as ѣ.

5 Experiments and Results

We evaluated all models across the three recognition
modes using standard metrics (CER,WER, CI-CER,
CI-WER, historical character fidelity, and case ac-
curacy). Table 2 summarizes model performance
for each mode; lower values indicate better perfor-
mance.
Recognition Mode Effectiveness. Table 3 re-

ports performance in full-page mode (the best mode
for most models). For each metric, we provide mean
values and the observed range (in parentheses) across
all documents. Gemini-2.5-Pro achieved the lowest
error rates overall. All models showed higher error
rates for historical character preservation than for
general character recognition, indicating persistent
difficulty with period-specific features.
Stability Testing. We assessed performance con-

sistency by processing 20 documents daily with each
model for seven consecutive days. Table 4 ranks
models by the coefficient of variation (CV) of daily
word accuracy; lower CV indicates greater stability.
Gemini-2.5-Pro showed both the highest stability
and the highest mean word accuracy, while Claude-
3.5 exhibited the highest variability. The distribution
of CERs by model (Figure 1) further illustrates these
differences in stability, with boxplots indicating both

Figure 2: Mean character error rate (CER) by model and
prompt strategy (simple English, context-enhanced En-
glish, context-enhanced Russian). Lower values indicate
better performance.

the central tendency and the frequency of outlier
cases for each model.
No model’s daily performance deviated by more

than one standard deviation from the previous day,
suggesting overall day-to-day consistency.
Prompt Engineering Impact. For the top-

performing models in full-page mode, we tested
three prompting strategies: a simple English prompt,
a context-enhanced English prompt, and a context-
enhanced Russian prompt. Context-enhanced Rus-
sian prompts led to statistically significant CER and
WER reductions for several models (e.g., Claude-3.7,
Claude-3.5, Gemini-2.5-Flash), with mean CER re-
ductions of up to 0.02 and WER reductions of up
to 0.03 (p < 0.05, paired t-test). Models such as
GPT-4.1 and o4-mini were less affected by prompt
type, suggesting greater robustness. In some cases,
context-enhanced English prompts increased error
rates, underscoring the impact of prompt language
and structure on performance. Figure 2 illustrates
the mean CER for each model and prompt type,
demonstrating the relative gains (or lack thereof)
from prompt engineering across systems.
Parameter Impact Visualization. We quanti-

fied each model’s sensitivity to 17 document and
image features by computing the absolute correla-
tion of each feature with CER and WER (see Fig-
ure 3). The most robust models (Gemini 2.5-Pro,
Gemini 2.5-Flash, Qwen 2.5) achieved the lowest
overall error rates and demonstrated the lowest sensi-
tivity to layout complexity and line count—features
that most strongly predict increased error for weaker
models (e.g., Claude 3.5, Llama4-Mav). Notably,
while most models were only moderately affected
by old-character content, layout complexity (r up to
0.39) and line count (r up to 0.55) sharply increased
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Model Full page Single Line Sliding Window
CER (%) WER (%) CER (%) WER (%) CER (%) WER (%)

Gemini-2.5-Pro 3.36 4.69 9.35 15.99 7.83 11.77
Gemini-2.5-Flash 4.94 6.70 18.79 26.21 25.63 30.77
Qwen-2.5-VL 5.81 7.48 7.70 11.29 8.87 12.72
Gemini-2.0 6.14 10.33 10.04 16.43 14.90 19.50
Claude-3.5 6.79 8.46 5.73 9.61 7.17 11.07
OpenAI-o4-mini 6.87 9.07 9.35 13.89 8.17 11.67
Claude-3.7 7.32 9.47 5.63 9.13 7.35 10.03
GPT-4.1 7.90 9.76 7.55 11.89 9.59 13.35
Llama-4-Maverick 8.29 11.87 8.98 16.62 11.57 16.81
GPT-4o 9.23 13.66 23.75 28.30 11.93 17.13
Llama-4-Scout 15.94 20.51 8.98 15.41 14.95 20.78

Table 2: Model Performance Comparison: Character Error Rate (CER) and Word Error Rate (WER) across three
recognition modes for each model. Best scores in each column are bolded.

Model CER (%) WER (%) CI-CER (%) Hist. Char. Error (%)
Gemini-2.5-Pro 3.36 (0.14–20.95) 4.69 (0.08–31.43) 3.19 9.83
Gemini-2.5-Flash 4.94 (0.75–22.11) 6.70 (0.41–22.82) 4.81 12.86
Qwen-2.5-VL 5.81 (0.81–86.86) 7.48 (0.99–90.14) 5.54 16.40
Gemini-2.0 6.14 (1.51–22.16) 10.33 (1.58–30.55) 5.66 32.00
Claude-3.5 6.79 (0.70–53.96) 8.46 (0.00–51.09) 5.75 15.24
OpenAI-o4-mini 6.87 (2.18–57.54) 9.07 (2.37–58.85) 6.76 18.38
Claude-3.7 7.32 (0.61–51.40) 9.47 (0.21–53.93) 6.21 15.29
GPT-4.1 7.90 (1.20–31.14) 9.76 (1.96–31.85) 7.80 16.94
Llama-4-Maverick 8.29 (1.34–72.57) 11.87 (1.68–69.81) 7.77 22.33
GPT-4o 9.23 (1.89–40.08) 13.66 (1.30–48.87) 9.07 20.70
Llama-4-Scout 15.94 (2.09–97.00) 20.51 (1.70–99.18) 14.95 42.23

Table 3: Full page mode results. For CER and WER, ranges in parentheses show minimum and maximum values
across all documents.

error rates for several models. Regression analysis
confirmed that text features explain the majority of
variance in error (R2 up to 0.83), with image features
only adding modest predictive power.
Document features such as line count and layout

complexity are the most predictive of model errors,
and only the top-performing models demonstrate
resilience to these challenges.
Error analysis. A striking and unexpected find-

ing is that LLMs consistently ”over-historicize” 18th-
century Russian texts by inserting archaic Slavonic
characters that had already been eliminated by Peter
the Great’s reforms. Instead of modernizing texts
(the expected error direction), models frequently in-
troduced obsolete characters, suggesting a systematic
bias.
Table 5 summarizes both the top archaic character

insertions and the most frequent error types for each
model. While OpenAI and Gemini models are prone

to introducing pre-Petrine archaic letters, all models
struggle most with the preservation of ‘ї’ and accurate
handling of the hard sign ‘ъ’.
Over-historicization appears most prominently

in OpenAI models, with GPT-4o inserting archaic
characters in 59% of files. These insertions are not
random, but follow recognizable patterns:
Medieval Slavonic characters: ’ѧ’ (little yus), ’ѡ’

(omega), ’ꙋ’ (monograph uk), and ’ѿ’ (ot) were stan-
dard in medieval manuscripts but had been elimi-
nated from Civil font by the mid-18th century.
Context-sensitive insertions: Models insert archaic

characters in predictable linguistic contexts—’ѧ’ typ-
ically replaces ’я’ in reflexive verb endings and after
palatalized consonants, ’ѡ’ appears in prepositions
and prefixes, and ’ꙋ’ substitutes for ’у’ in specific word
positions.
Over-Complication with Diacritics. Models of-

ten insert diacritical marks and combining characters
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Rank Model CV Mean Word Accuracy StdDev
1 Gemini-2.5-Pro 0.037 0.9620 0.036
2 Gemini-2.0-Flash-Lite 0.051 0.9300 0.048
3 Gemini-2.5-Flash 0.081 0.9430 0.077
4 GPT-4.1 0.113 0.9044 0.102
5 o4-mini 0.118 0.9070 0.107
6 GPT-4o 0.227 0.8620 0.195
7 Claude-3.7 0.271 0.8486 0.230
8 Claude-3.5 0.307 0.8340 0.256

Table 4: Models ranked by output stability over seven days (lower CV = higher stability).

Model Top Archaic Insertions Most Common Errors
GPT-4o ѡ, ѧ, ꙋ, ѿ, ꙗ ї→ і, ъ→ ь, т→ ш
GPT-4.1 ѡ, ѧ, ꙋ, ꙗ ї→ і, ъ→ ь, т→ ш
o4-mini ѧ, ѭ, ѥ ї→ і, ъ→ ь, ѣ→ е
Gemini-2.5-Flash ѧ, ѥ ї→ і, т→ ш, ъ→ ь
Claude-3.7 Minimal archaic insertions ъ→ Ъ, ї→ і, ь→ ъ
Qwen2.5 Minimal archaic insertions ї→ і, т→ п, ъ→ ь

Table 5: Archaic character insertions and most common OCR errors by model.

that are not present in 18th-century Civil font, fur-
ther complicating the transcription and introducing
anachronistic features. This tendency may be exac-
erbated by visual noise and typographic ambiguity
in the source material. For example, faded ink, pa-
per discoloration, or ink bleed-through can produce
artifacts that models misinterpret as diacritics or ad-
ditional marks. Similarly, nonstandard or worn-out
typefaces might blur the distinction between basic
characters and diacritical elements, especially for
visually similar Cyrillic forms.
Character Preservation and Confusion. Dis-

tinct error patterns are evident in the handling of
period-specific characters:
‘ї’ vs. ‘і’: Although ‘ї’ is legitimate in 18th-century

Civil font, models frequently replace it with ‘і’: the
most common substitution error across all models.
‘ѣ’ (yat) preservation: Rates vary widely, from

77.30% (Claude-3.5) to 89.03% (Gemini-2.0).
Hard/soft sign confusion: All models have trouble

with the terminal hard sign ‘ъ’—commonly omitted
(Claude), replaced with ‘ь’ (Gemini), or incorrectly
capitalized ‘ъ→Ъ’ (Claude-3.5/3.7).
Visual similarity errors: Certain character

pairs are frequently confused due to visual similar-
ity—‘т→ш’ (Gemini), ‘т→п’ (Qwen, o4-mini). This
confusion is exacerbated not only by scan degrada-
tion or low resolution, but also by the nature of 18th-
century typography. Figure 4 illustrates how the
Civil font renders “т” and “ш” in ways that may ap-

pear nearly identical.
These systematic error patterns offer key insights

into LLM behavior on historical text: 1) Temporal
conflation: Models conflate orthographic features
from different periods (pre-Petrine Church Slavonic,
18th-century Civil font, modern Russian), struggling
to maintain strict period boundaries; 2) Contextual
over-fitting: There is a correlation between text sub-
ject and error types; models seem to apply different
orthographic standards by genre, likely reflecting
biases in their training data; 3) Model family sig-
natures: Error profiles differ by provider (OpenAI,
Anthropic, Google), suggesting differences in train-
ing data and strategies regarding historical texts.

6 Discussion

LLM Behavior: Over-Historicization and Error Pat-
terns. A surprising result is that LLMs systematically
”over-historicize” 18th-century Russian texts, intro-
ducing archaic Slavonic characters that had been
eliminated by the era in question. Rather than mod-
ernizing spelling, models often default to pre-reform
or even medieval forms.
This likely reflects how LLMs, lacking explicit

period awareness, generalize from a noisy mixture
of training data: rare or visually distinctive archaic
forms become signals for “historical text” regardless
of actual period accuracy. Multimodal and text-only
corpora contain heterogeneous historical Russian
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Figure 3: Model sensitivity to document features. Each cell shows the absolute correlation between a given feature (rows)
and OCR error rates (CER/WER, averaged) for each model (columns; names shortened for readability). Higher values
indicate greater sensitivity—that is, a model’s performance degrades more as that document feature increases. The
most robust models (e.g., Gemini-2.5-Pro, o4-mini) exhibit consistently low sensitivity, while others (e.g., Claude3.5,
Llama4-Mav) show heightened sensitivity to line count, old-character content, and layout complexity.

(Church Slavonic, pre-reform, post-1918), but mod-
els lack explicit period tags, so “historic” cues (yus
letters, omega, diacritics) become generic signals for
“old text”. Visual ambiguity in the typography and
degraded print quality may further reinforce these
mistakes, with models erring on the side of com-
plexity and inserting diacritics or combining marks
absent from authentic 18th-century Civil font.

Optimal Model and Prompting Strategies for His-
torical OCR. Our results indicate that Gemini and
Qwen models are the most robust and accurate mod-
els across diverse document types, especially where
high line counts or layout complexity would other-
wise increase error rates. Prompt engineering can
enhance performance, particularly when prompts

specify period features or are given in Russian, but
the best models are less dependent on prompt tweaks.
Full-page mode generally yields the best accuracy,
but for models highly sensitive to document length,
line-by-line mode can be preferable.

Post-OCR Correction Analysis. Our experiments
reveal counterintuitive findings about LLM post-
correction effectiveness: when providing both image
and OCR text to higher-performing models, perfor-
mance does not exceed the correcting model’s direct
OCR capabilities—models essentially re-perform
OCR rather than correct the provided text. We
suggest that models rarely apply constrained edits;
instead they re-decode from the image, using the
text as weak context. Text-only correction (without
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Figure 4: Excerpt from an 18th-century Russian book printed in Civil font. The letters “ш” (as in обетшаша, ослабѣша,
Бофортши, отшествїи) display notable typographic variability, occasionally resembling the “т” glyph. Such variability,
inherent to period printing, contributes to frequent “т→ш” substitution errors.

source images) consistently degrades performance,
with models introducing errors that corrupt the orig-
inal transcription. Two mechanisms likely apply: (i)
attention dilution/position effects—LLMs are known
to unevenly use long contexts; (ii) editor vs. genera-
tor mismatch—chat-tuned models prioritize fluent
regeneration over minimal edits unless decoding is
constrained. These findings suggest practitioners
should focus on selecting optimal models for direct
OCR rather than post-correction pipelines, as cor-
rection attempts either provide no benefit or actively
harm accuracy.

7 Conclusion

This paper introduces a comprehensive methodolog-
ical framework for evaluating large language models
(LLMs) on historical OCR tasks, exemplified by the
case study of 18th-century Russian prints in Civil
font. Our results demonstrate that LLM-based ap-
proaches substantially outperform traditional OCR
systems for these challengingmaterials, and our work
sets out best practices for reliable evaluation and
practical implementation. Our stratified coverage
across printers, decades, genres, and layouts sup-
ports transfer to other historical prints with period-
specific orthography; applying the same protocol
with a collection-specific grapheme inventory for
HCPR/AIR typically requires only a brief 10–20-
page pilot.
Looking ahead, we note that LLMs are rapidly im-

proving; having a clearly defined evaluation protocol,
public metrics, and detailed error analysis will al-
low ongoing, transparent tracking of model progress.
However, the publication of ground-truth datasets for
evaluation is a double-edged sword: once released,
they risk being incorporated into future model train-
ing, compromising their utility for truly unseen evalu-
ation. Even a single benchmarking release may affect
evaluation integrity if outputs are shared or scraped.
The trade-off between transparency, reproducibility,

and long-term benchmark validity remains an open
question for the community.

8 Limitations

Our dataset is specific to Russian Civil font print
from the second half of the 18th century, and our
manual ground truth verification process, while rig-
orous, may still be subject to rare annotation errors,
especially for visually ambiguous or degraded source
material. All evaluated LLMs were accessed via
their respective APIs; however, we excluded Ope-
nAI o3 due to prohibitive usage costs. For consis-
tency, we requested structured (JSON) outputs when
supported (e.g., OpenAI models) and programmati-
cally extracted lines from unstructured outputs oth-
erwise. Alternative output formats, such as Mark-
down or raw text, may yield different recognition
results and could be further investigated in future
work. Additionally, our model stability experiments
revealed that LLM outputs can vary between runs for
the same document and model, though this variance
was relatively minor within our observation window.
Nonetheless, this inherent non-determinism may af-
fect reproducibility and should be considered when
interpreting comparative results.

During evaluation, if a model’s response consisted
of a clear API error message (e.g., “Unable to pro-
cess image” or an explicit failure code), we resub-
mitted the OCR request to ensure that temporary
API or service issues did not affect the results. How-
ever, if a model returned a plausible but off-target
output (such as an explanation, commentary, or un-
related generative text instead of a transcription), we
recorded this as the model’s result without resubmis-
sion, in line with our goal of measuring real-world
output quality rather than optimizing for best-case
scenarios.
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A Evaluated Models

Provider Model Name
Anthropic Claude 3.7 Sonnet
Anthropic Claude 3.5 Sonnet 20241022
OpenAI GPT-4o-2024-08-06
OpenAI GPT-4.1-2025-04-14
OpenAI o4-mini-2025-04-16
Google Gemini 2.0 Flash
Google Gemini 2.5 Pro (05-06)
Google Gemini 2.5 Flash (04-17)
Google Gemini 2.0 Flash-Lite
Qwen AI Qwen2.5-VL-72B-Instruct
Meta Llama-4 Maverick 17B 128E

Instruct FP8
Meta Llama-4 Scout 17B 16E In-

struct

B Dataset Description

The evaluation dataset comprises 1,029 page images
sampled from 428 unique Russian books published
between 1752 and 1801, with the majority printed
in the 1780s and 1790s. The collection covers a
broad range of genres, with the largest shares con-
tributed by fiction (22.7%), religion (15.7%), history
(15.0%), and science (12.9%). This diversity helps
ensure that both typographical and linguistic varia-
tion in Russian print is well-represented for OCR
evaluation. All texts are printed in the Civil font,
introduced by Peter the Great’s typographic reform.
The resulting corpus contains 28,657 lines and

146,690 words. The 100-page sample from the cor-
pus is published online alongside the LLM-based
OCR results (github repository contains ground truth
transcriptions and model outputs). The year and sub-
ject distributions are shown in Figures 5 and 6. The
dataset is dominated by fiction, religion, history, and
science, but maintains coverage across a variety of
genres, supporting generalizable evaluation of histor-
ical OCR models

83



Figure 5: Subject distribution in the evaluation dataset. Left: Distribution by unique books (N=428). Right:
Distribution by sampled page images (N=1029). The dataset is dominated by fiction, religion, history, and science, but
maintains coverage across a variety of genres, supporting generalizable evaluation of historical OCR models.

Figure 6: Year distribution in the evaluation dataset. The
corpus reflects the rapid growth of Russian print in the
late 18th century.

C Prompts

Single Line Mode Prompt. Extract the OCR text
from this 18th-century Russian book line. Preserve
the original Old Russian orthography. Respond with
ONLY a JSON object containing the extracted text
in the ’line’ field.
Sliding Window Mode Prompt. Extract the

text from these consecutive lines of an 18th-century
Russian book. Focus on the middle line while using
surrounding lines as context. Preserve the original
Old Russian orthography. Respond with ONLY a
JSON object containing the extracted text of the
middle line in the ’line’ field. Do not include any
additional explanations.
Full Page Mode Prompt. Extract the OCR text

from this full page of an 18th-century Russian book.
Preserve the original Old Russian orthography. Pro-

cess each line independently. Respond with ONLY
a JSON array where each object has a ’line’ field
containing the transcribed text. Do not include any
additional explanations.
Full Page Context-Enhanced Prompt (En-

glish). You are an expert OCR system specialized in
processing 18th-century Russian texts. Your task is
to accurately transcribe text from an image of a page
from a {book_year} Russian book titled “{book_ti-
tle}” published in {publication_info}.
Instructions:
Analyze the entire image thoroughly before begin-

ning transcription.
Process the text line by line, maintaining the exact

layout of the original page.
Preserve all original Old Russian orthography, in-

cluding:
– special characters: ѣ, Ѳ, ѳ, ѵ, і, ї, ъ
– Original punctuation
– Capitalization as it appears in the original text.
Respond with ONLY a JSON array where each

object has a ’line’ field containing the extracted
text. Do not include any explanations or additional
formatting in your response.
Full Page Context-Enhanced Prompt (Rus-

sian). Вы являетесь экспертной OCR-системой,
специализирующейся на обработке русских
текстов XVIII века, напечатанных гражданским
шрифтом после реформы Петра I (1708–1710
гг.), но до реформы орфографии 1918 года.
Ваша задача — точно транскрибировать текст
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с изображения страницы из русской книги
{book_year} года под названием “{book_ti-
tle}”, опубликованной в {publication_info}.
Особенности орфографии этого периода
включают:
Наличие специфических букв: ѣ (ять), і (и

десятеричное) или ї, ѳ (фита), ѵ (ижица), ъ
(твёрдый знак на конце слов)
Отсутствие букв церковнославянского

алфавита (ѡ, ѧ, ѫ, ѯ, ѱ, etc.)
Использование гражданского шрифта вместо

устава или полуустава
Инструкции:
Тщательно проанализируйте всё изображение

перед началом транскрипции.
Обрабатывайте текст построчно, сохраняя

точное расположение оригинальной страницы.
Сохраняйте всю оригинальную старорусскую

орфографию, включая:
– специальные символы: ѣ, Ѳ, ѳ, ѵ, і, ї и ъ,
– оригинальную пунктуацию,
– заглавные буквы так, как они представлены

в оригинальном тексте.
Отвечайте ТОЛЬКО JSON-массивом,

где каждый объект имеет поле ’line’,
содержащее каждую извлеченную строку
текста. Не включайте никаких пояснений или
дополнительного форматирования в ваш ответ.
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Abstract
Large language models (LLMs) have shown
impressive capabilities across many NLP tasks,
but their effectiveness on fine-grained content
annotation, especially for historical texts, re-
mains underexplored. This study investigates
how well GPT-4, Gemini, Mixtral, Mistral, and
LLaMA can identify rhetorical sections (Saluta-
tio, Petitio, and Conclusio) in 100 English and
100 Swedish petitions using few-shot prompt-
ing with varying levels of detail. Most mod-
els perform very well, achieving F1 scores in
the high 90s for Salutatio, though Petitio and
Conclusio prove more challenging, particularly
for smaller models and Swedish data. Cross-
lingual prompting yields mixed results, and
models generally underestimate document dif-
ficulty. These findings demonstrate the strong
potential of LLMs for assisting with nuanced
historical annotation while highlighting areas
for further investigation.

1 Introduction

In recent years, large language models (LLMs)
have demonstrated remarkable capabilities across
many NLP tasks, including translation, summari-
sation, and question answering. However, their
performance on fine-grained, content-aware text
annotation tasks, particularly those involving his-
torical texts and moderately resourced languages,
remains a relatively unexamined area.

In this paper, we investigate to what extent LLMs
can be used to analyse and annotate a specific type
of historical document, the petition. In pre-modern
and pre-democratic societies, petitions allowed or-
dinary people to seek redress or support from those
in positions of authority — such as courts, par-
liaments, landlords, or monarchs (Houston, 2014).
Despite their potential to shed light on the everyday
lives, concerns, and ways of navigating authority
in the past, petitions have been relatively neglected
in both historical and computational research.

The interdisciplinary project Speaking to One’s
Superiors: Petitions as Cultural Heritage and
Sources of Knowledge, led by Uppsala Univer-
sity’s Gender and Work (GaW) research project
and funded by the Swedish Research Council, in-
vestigates 18th-century Swedish petitions.1 Thou-
sands of documents have been digitised, annotated,
and made publicly accessible to shed light on how
women and men in Early Modern Sweden made a
living and asserted their rights.

Petitions in early modern Europe often followed
a classical rhetorical structure, typically divided
into five sections: Salutatio, Exordium, Narratio
(including Argumentatio), Petitio, and Conclusio
(Dodd, 2011; Israelsson, 2016). This study ex-
plores the use of LLMs to automatically identify
such sections, with the aim of supporting infor-
mation extraction for historians and other scholars
working with petitions. We focus in particular on
three key components: the greeting (Salutatio), the
request (Petitio), and the ending (Conclusio).

To support this work, we have created a dataset
of 100 historical petitions in Swedish and 100 in
English, each annotated to mark the locations of
the targeted rhetorical sections. Each document is
also assigned a difficulty score, reflecting the level
of annotation difficulty, allowing us to evaluate the
relationship between model confidence and human-
perceived difficulty, for a more nuanced assessment
of LLM performance on complex historical texts.

With our experiments, we evaluate how ef-
fectively LLMs can find and annotate rhetorical
components in historical petitions using few-shot
prompting. We have four research goals:

1. Comparing model performance across a range
of commercial and open-source LLMs.

2. Studying how prompt complexity (less vs.
more detailed instructions) and one vs three

1https://gaw.hist.uu.se/petitions/
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output examples affect annotation accuracy.

3. Assessing cross-linguistic generalisation by
testing both English and Swedish, and varying
the prompt language used on Swedish data.

4. Comparing human and model uncertainty
by analysing how well the performance of
the models and their self-assigned difficulty
scores align with human difficulty ratings.

The models under investigation include a diverse
mix of architectures and scales: GPT-4 (OpenAI),
Gemini 1.5 Pro (Google DeepMind), Mistral 7B
and Mixtral 8x22B (Mistral AI), and LLaMA 3
(Meta AI) in both 8B and 70B configurations. We
evaluate the model outputs and also analyse how
closely model confidence aligns with human diffi-
culty judgments. By combining comparative eval-
uation, prompt design variation, and confidence
modeling, this work aims to illuminate both the ca-
pabilities and the limitations of LLMs in perform-
ing nuanced annotation tasks on historical texts
across diverse settings.

2 Related Work

Applying LLMs to structured tasks like rhetori-
cal analysis depends critically on methods used to
guide the model’s output, a field broadly known as
prompt engineering. Sahoo et al. (2024) empha-
sise that obtaining accurate and structured infor-
mation from LLMs is a non-trivial challenge that
requires carefully designed interaction strategies.
This can be argued to be particularly true for an-
notation and extraction tasks, where the desired
output is not free-form text but a structured rep-
resentation. Cheng et al. (2024) address this for
Named Entity Recognition (NER) by proposing
a standardised prompting method. They demon-
strate that a combination of a clear task defini-
tion, illustrative few-shot examples, and a strict
output format specification is essential for improv-
ing the reliability of structured data extraction in
a few-shot context. In the context of rhetorical
analysis, Maekawa et al. (2024) tackle discourse
parsing by translating traditional parsing strategies
into effective prompts for a decoder-only LLM. By
combining this with parameter-efficient fine-tuning
(QLoRA), they achieve state-of-the-art results with
strong generalisation, demonstrating that LLMs
can model complex rhetorical hierarchies.

The potential of using LLMs to process histori-
cal data is gaining attention, offering informative

Test Set Period # Docs # Toks Avg Toks/Doc
Swedish 1709–1800 100 24,904 249 ± 116
English 1692–1799 100 28,831 288 ± 172

Table 1: Overview of the Swedish and English test sets:
time period, document count, total token count, average
and standard deviation of tokens per document.

new tools for fields from behavioral science to
the digital humanities (Varnum et al., 2024). This
development has led to the application of LLMs
across all phases of historical research. At the most
foundational level, researchers are using LLMs
to overcome long-standing barriers, such as tran-
scribing handwritten historical documents to un-
lock previously inaccessible archives (Humphries
et al., 2025). Moving beyond data preparation to
analysis, Cohen et al. (2025) investigate the poten-
tial of BERT and GPT-4o models to detect irony
in 19th-century Latin American newspaper texts,
demonstrating how LLMs can be used in context-
dependent tasks given historical linguistic changes.
Overall, this body of research indicates that LLMs
could be highly effective for automated rhetorical
annotation of historical texts, a task that to the best
of our knowledge has not been explored previously.

3 The Petition Data Sets

An overview of the test set statistics is presented in
Table 1. Below, we describe the composition and
annotation process for each dataset in more detail.

3.1 The Swedish Data Set

The Swedish petition data set consists of 100 pe-
titions from the 18th century, transcribed by a his-
torian. These petitions were originally written be-
tween 1719 and 1800 and submitted to the regional
administration in Örebro, Sweden. We also make
use of an additional 10 petitions as a development
set, used when developing the code and prompts to
our experiments.

3.2 The English Data Set

The English dataset is drawn from the London
Lives 1690–1800 archive2 (Hitchcock et al., 2012),
a large digital collection of legal and social records
focusing on everyday Londoners. We use a digi-
tised subset of these materials curated for the Lon-
don Lives Petitions Project (Howard, 2016).3 The

2https://www.londonlives.org/
3https://github.com/sharonhoward/llpp?tab=readme-ov-

file
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whole digitised collection includes around 10,000
petitioning documents submitted to magistrates and
courts, from which we select petitions addressed
to the courts of the Old Bailey and Middlesex Ses-
sions and City of London. The petitions were orig-
inally transcribed using a double rekeying process,
where two (non-academic) typists transcribe text,
the two versions are compared and only discrep-
ancies are manually checked. We randomly select
100 petitions from this collection in a stratified man-
ner based on court for our English test set and 10
petitions for a development set.

3.3 Rhetorical Structure of Petitions
In many parts of premodern Europe, the structure of
petitions followed a classical rhetorical framework,
typically comprising five or six sections (Hansson,
1988; Sokoll, 2006; Israelsson, 2016):

1. Salutatio: Formal salutation to the addressee.

2. Exordium: Brief opening phrase appealing to
the recipient’s greatness or capacity to help.

3. Narratio: Narration of the circumstances lead-
ing to the petition, often mixed with arguments
(4. Argumentatio).

5. Petitio: Specific request or plea being made.

6. Conclusio: Final phrase(s) of courtesy and/or
inferiority, often including a signature.

In this study, we focus both manual annotation and
model evaluation on the sections Salutatio, Petitio,
and Conclusio. The Exordium is excluded, as it is
typically a brief phrase, may be absent from some
texts, and its identification is often more subjec-
tive. The sections Narratio and Argumentatio are
likewise omitted, as they are frequently intertwined
and difficult to distinguish reliably. As a result,
these parts remain unannotated, and the majority of
unmarked content in the corpus should correspond
to one or both of these rhetorical functions. Our ex-
periments thus primarily test the ability of language
models to identify the three selected sections.

3.4 Annotated Gold Data Sets
To identify the targeted rhetorical sections in both
the Swedish and English datasets, we manually in-
serted start and end tags for each section. Three
annotators carried out the work, with each petition
annotated by two of them. The data was divided
into batches, and after each round, the specific dis-
agreements were resolved and general principles
agreed upon to support consistency in later batches.

Swedish Dataset

Diff Section %Exact κ TokDist

1.60

Overall 48.0 0.82 5.76
Salutatio 100.0 1.00 0.00

Petitio 48.0 0.48 16.70
Conclusio 98.0 0.92 0.60

English Dataset

Diff Section %Exact κ TokDist

1.49

Overall 68.0 0.88 2.15
Salutatio 99.0 0.99 0.02

Petitio 69.0 0.68 5.84
Conclusio 95.0 0.95 0.59

Table 2: Inter-annotator agreement for Swedish and
English datasets. Diff = average difficulty score, %Exact
= percent exact matches, κ = Cohen’s kappa, TokDist =
mean token distance.

During the annotation process, each document
was also assigned a difficulty score ranging from
0 to 2. Scoring was based on annotator agreement
to reflect the level of annotation difficulty. Docu-
ments that received a score of 1 often exhibit mild
ambiguities, such as blended rhetorical sections
or unusual phrasing, leading to minor disagree-
ments, which were typically resolved quickly. A
score of 2 was assigned to cases that required ex-
tended discussion to resolve disagreement. These
documents often present interpretive challenges
due to older/non-standard orthography, incomplete
phrases, or heavy use of abbreviations, which com-
plicates clear identification of rhetorical bound-
aries. In particular, separating Petitio from Nar-
ratio/Argumentatio was frequently experienced as
challenging in these cases. Examples of annota-
tion agreements and the provided difficulty scores
can be found in the Appendix. By including diffi-
culty annotations, we can assess if and how model
confidence aligns with human-perceived complex-
ity thereby enriching the evaluation of LLMs on
historically and linguistically complex texts.

Table 2 presents the average difficulty scores and
inter-annotator agreement scores for each dataset.
The exact match score (%Exact) measures the per-
centage of petitions or sections where the two anno-
tations are token identical, while the κ score is Co-
hen’s kappa. The token distance measure (TokDist)
is the average number of tokens that differ between
the two annotations. It is worth noting that Petitio
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emerges as the most challenging petition segment
to annotate, as indicated by its lowest percentage
of identical tags and Cohen’s kappa scores, as well
as the highest mean token distance scores. This is
particularly evident in the Swedish dataset.

4 Method

With our experiments, we aim to evaluate how well
LLMs can annotate rhetorical sections of histori-
cal petitions using few-shot prompting. The key
components of our method are presented below.

Assess model performance on the annotation
task across several leading LLMs, including both
commercial and open-source systems.

Investigate the role of prompt design by com-
paring less vs. more detailed instructions and by
providing either one or three output examples to
understand how prompt complexity influences tag-
ging accuracy.

Evaluate cross-linguistic generalisation by
comparing results on English (a high-resource lan-
guage) and Swedish (a moderately resourced lan-
guage in the LLM training ecosystem). To fur-
ther explore cross-lingual effects, we prompt the
Swedish data set using both Swedish and English
instructions in the prompts (apart from the given
output examples), assessing how the prompt lan-
guage influences model tagging performance.

Compare human and model uncertainty by
assessing how well models can self-estimate un-
certainty in comparison to human judgments of
difficulty. Each text in the dataset has not only
been annotated for rhetorical sections but has also
been assigned a difficulty score by the human anno-
tators, on a scale from 0 (easy) to 2 (difficult) (see
more details in Section 3.4). To compare with hu-
man difficulty judgments, we instruct the language
models to return a difficulty score alongside each
predicted annotation.

4.1 Prompting Settings and Variations

To test whether and how model performance is
affected by prompt design, we developed three
prompt variations:

Prompt 1: short 1-shot This prompt includes a
less detailed description of the task, a list of the
tags to be used, the required output format, and one
example output showing an annotated petition.

Prompt 2: long 1-shot Similar to Prompt 1 but
with a more detailed and dataset-specific descrip-
tion, providing additional context and clarification
about the task.

Prompt 3: long 3-shot Extends Prompt 2 by in-
cluding three example outputs of annotated peti-
tions, giving the model more extensive demonstra-
tions of the expected tagging and formatting.

These variations were designed to evaluate how
the level of detail and the number of examples in-
fluence the ability of the models to perform the
tagging task accurately. For the Swedish dataset,
we also examine whether the language of the
prompt influences model performance by testing
each prompt in both Swedish and English. Exam-
ples of prompts for both datasets can be found in
the Appendix.

4.2 Models
We evaluate six contemporary LLMs with vary-
ing architectures and sizes: GPT-4 (Achiam et al.,
2023) from OpenAI, Gemini Pro 1.5 (Team et al.,
2024) from Google DeepMind, two LLaMA open-
weight transformers from Meta AI in both 8B and
70B configurations (Touvron et al., 2023) and the
open-source models Mixtral 8x22B (Jiang et al.,
2024) and Mistral 7B (Jiang et al., 2023) from Mis-
tral AI. All models are accessed via APIs (e.g.,
OpenAI, Google, Mistral), and we ensure consis-
tent prompt formatting and settings across runs for
comparability. To promote deterministic genera-
tion and reproducibility, all prompts are run with a
temperature setting of 0.

4.3 Evaluation Procedure
To evaluate the performance of the LLMs on the
rhetorical annotation task, we make use of a unified
evaluation framework applicable across all mod-
els and languages. Evaluation is conducted sepa-
rately on English and Swedish data sets to compare
model performance on a high-resource versus a
moderately resourced language. For the Swedish
data set, we evaluate both the use of Swedish in-
structions and English instructions. We perform an
evaluation per prompt type, to analyse the impact
of prompt complexity by comparing shorter versus
more detailed instructions.

Annotation The models are instructed to anno-
tate texts using predefined rhetorical tags, as de-
scribed in Section 3.4. We evaluate model predic-
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Results for the English Dataset
Prompt Model salutatio petitio conclusio

P R F1 TD P R F1 TD P R F1 TD

short
1-shot
prompt

GPT-4 68.4 100.0 81.2 0.46 94.9 97.3 96.1 0.11 97.2 97.6 97.4 0.03
Gemini 95.5 100.0 97.7 0.06 94.7 97.2 96.0 0.12 98.2 91.0 94.5 0.06
Mixtral 98.5 100.0 99.2 0.03 91.2 96.7 93.9 0.17 89.3 91.6 90.5 0.05
Mistral 98.5 99.9 99.2 0.03 74.3 86.0 79.8 0.40 87.7 72.6 79.4 0.23
LLaMA 70B 99.7 100.0 99.8 0.02 95.0 96.7 95.8 0.13 89.3 91.9 90.6 0.09
LLaMA 8B 98.8 99.9 99.4 0.02 90.6 90.5 90.5 0.18 64.4 21.2 31.8 0.68

long
1-shot
prompt

GPT-4 77.9 97.7 86.7 0.36 96.1 97.1 96.6 0.09 91.6 98.7 95.0 0.03
Gemini 98.6 100.0 99.3 0.02 96.3 96.1 96.2 0.15 98.1 89.4 93.6 0.04
Mixtral 98.8 100.0 99.4 0.03 89.7 96.5 93.0 0.25 82.2 91.9 86.8 0.07
Mistral 98.5 99.9 99.2 0.03 68.3 92.3 78.5 0.43 89.4 84.8 87.1 0.11
LLaMA 70B 99.4 100.0 99.7 0.03 96.4 97.1 96.7 0.18 97.1 94.3 95.7 0.06
LLaMA 8B 98.9 100.0 99.5 0.03 88.7 93.1 90.9 0.19 74.3 49.7 59.6 0.48

long
3-shot
prompt

GPT-4 89.8 100.0 94.6 0.15 95.6 97.8 96.7 0.08 89.9 97.5 93.5 0.04
Gemini 99.6 100.0 99.8 0.01 97.2 94.4 95.8 0.16 100.0 83.6 91.0 0.06
Mixtral 98.1 100.0 99.0 0.03 90.6 96.2 93.3 0.29 87.0 84.8 85.9 0.06
Mistral 98.5 99.9 99.2 0.03 59.4 91.1 71.9 0.53 83.9 63.7 72.4 0.21
LLaMA 70B 99.8 100.0 99.9 0.02 97.3 97.5 97.4 0.15 81.7 95.1 87.9 0.09
LLaMA 8B 98.3 99.9 99.1 0.02 86.4 94.5 90.3 0.25 88.2 67.6 76.6 0.25

Table 3: Results for English data across three prompt types and six models. Scores includes token-level precision
(P), recall (R), and F1 in percentage, and mean token-level edit distance for each predicted span.

tions against gold annotations using two metrics.
First, we compute token-level precision, recall, and
F1-score by collecting all tokens that occur inside
predicted spans and comparing them to all tokens
inside the corresponding gold spans for each rhetor-
ical tag. Second, we calculate the mean token-level
edit distance: for each predicted span, we com-
pute the minimum normalised edit distance (Leven-
shtein distance over whitespace-tokenised words)
to any gold span of the same tag. Distances are
averaged across all predicted spans, including per-
fect matches (where distance = 0). A tag that is
missing in both the model prediction and in the
gold annotation is scored as a perfect match.

Difficulty Estimation To evaluate the alignment
between model-assigned and human-assigned dif-
ficulty ratings, we calculate the mean error (ME)
as the average difference between model-predicted
and human-assigned difficulty scores:

Error = Model−Human (1)

A positive mean error indicates that the model sys-
tematically rates documents as more difficult than
human annotators, whereas a negative mean er-
ror indicates that the model rates documents as
easier than humans do. We also use Spearman’s
rank correlation coefficient (ρ) (Spearman, 1904)
to measure how well the order of difficulties as-
signed by the model agrees with the order assigned
by humans.

5 Results and Discussion

The results for the English dataset are presented in
Table 3, those for the Swedish dataset with Swedish
prompts in Table 4, and for the Swedish dataset
with English prompts in Table 5.

5.1 Results on the Annotation Task

Although results vary between specific models,
prompts, and datasets, an overall view suggests
that the models generally perform the task of anno-
tating the petitions very well, with many F1 scores
reaching into the high 90s. In particular, Saluta-
tio shows very strong results, aligning well with
the high inter-annotator agreement among human
annotators.

Results for the English data For English peti-
tions, Salutatio results were consistently strong.
Surprisingly, although Petitio posed the greatest
challenge for human annotators, models more often
had difficulty with Conclusio, particularly smaller
models such as LLaMA 8B and Mistral 7B, and to
some extent Mixtral.

LLaMA 70B and Gemini performed consis-
tently well across all parts. Interestingly, GPT-4,
while very strong on Petitio and Conclusio, showed
weaker performance on Salutatio than other mod-
els, often including paragraphs presenting the peti-
tioner (which usually followed the Salutatio in the
English dataset). By contrast, the smaller models,
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Results for the Swedish Dataset - using Swedish Instructions
Prompt Model salutatio petitio conclusio

P R F1 TD P R F1 TD P R F1 TD

short
1-shot
prompt

GPT-4 98.7 99.9 99.3 0.01 82.5 79.2 80.8 0.29 92.3 92.5 92.4 0.10
Gemini 94.0 100.0 96.9 0.02 80.8 80.7 80.7 0.35 100.0 62.1 76.6 0.34
Mixtral 93.8 99.6 96.6 0.02 64.5 66.1 65.3 0.55 79.8 64.0 71.0 0.34
Mistral 85.3 99.8 92.0 0.04 46.4 83.9 59.7 0.67 60.5 62.1 61.3 0.39
LLaMA 70B 98.7 99.9 99.3 0.01 82.1 83.6 82.8 0.38 83.0 88.2 85.5 0.19
LLaMA 8B 98.8 96.1 97.5 0.14 73.8 44.9 55.8 0.58 82.6 53.1 64.6 0.49

long
1-shot
prompt

GPT-4 98.7 100.0 99.3 0.01 85.3 80.8 83.0 0.27 85.6 93.4 89.3 0.10
Gemini 94.0 100.0 96.9 0.02 86.5 80.1 83.2 0.31 100.0 68.5 81.3 0.32
Mixtral 95.7 99.7 97.7 0.02 81.6 62.1 70.5 0.47 91.0 58.2 71.0 0.35
Mistral 80.1 99.4 88.7 0.05 53.2 89.3 66.7 0.55 95.3 59.4 73.2 0.31
LLaMA 70B 98.7 99.9 99.3 0.01 84.5 83.0 83.7 0.36 81.2 82.9 82.1 0.21
LLaMA 8B 98.8 96.7 97.7 0.12 75.3 42.1 54.0 0.56 87.2 54.6 67.1 0.47

long
3-shot
prompt

GPT-4 98.7 100.0 99.3 0.01 85.7 82.8 84.2 0.22 86.2 95.0 90.4 0.08
Gemini 100.0 100.0 100.0 0.00 86.5 81.2 83.8 0.30 100.0 71.6 83.4 0.28
Mixtral 94.1 99.8 96.9 0.02 79.6 57.9 67.0 0.53 86.7 51.6 64.7 0.35
Mistral 100.0 99.1 99.5 0.04 47.7 82.6 60.5 0.62 88.7 38.4 53.6 0.36
LLaMA 70B 97.6 99.8 98.7 0.01 86.2 77.8 81.8 0.36 92.0 75.7 83.0 0.25
LLaMA 8B 98.1 97.7 97.9 0.10 61.3 52.5 56.6 0.57 72.3 71.7 72.0 0.35

Table 4: Results for Swedish data across three Swedish prompt types and six models. Scores includes token-level
precision (P), recall (R), and F1 in percentage, and mean token-level edit distance for each predicted span.

though competitive on Salutatio, mostly underper-
formed on Petitio and Conclusio.

Manual inspection, focusing on Conclusio er-
rors from Mixtral, LLaMA 70B, and LLaMA 8B,
highlighted different sources of difficulty. Beyond
minor punctuation mismatches, some models omit-
ted tags entirely or hallucinated content, such as
fabricating a full Conclusio where none existed in
the gold annotation, or adding phrases not present
in the text. LLaMA 8B’s particularly low scores
for Conclusio were further explained by malformed
outputs, where tags were placed after the relevant
span instead of correctly wrapping it as specified
in the prompt.

Results for the Swedish data For the Swedish
petitions, as with the English data, strong results
were observed for Salutatio. Unlike in the English
dataset, GPT-4 did not struggle with annotating
Salutatio in Swedish, achieving one of the highest
F1 scores among the models. However, compared
to the English data, the models generally found
both Petitio and Conclusio more challenging to
annotate in the Swedish Petitions, though perfor-
mance varied across models.

When comparing models, larger models gener-
ally outperformed smaller ones on the Swedish peti-
tions, with GPT-4 being the top-performing model
for most petition parts and prompt types, followed
by Llama 70B. Gemini and Mixtral also produced
several high results, whereas the smaller models,

Llama 8B and Mistral, received lower scores, espe-
cially for Petitio and Conclusio.

5.2 The Effect of Prompt Complexity
Across all models and datasets, there is no con-
sistent pattern indicating that prompt length or the
number of examples (short 1-shot vs. long 1-shot vs.
long 3shot) systematically influences performance.
While minor differences appear for specific mod-
els or rhetorical sections, these variations do not
suggest a general advantage of more detailed or
example-rich prompts for this annotation task.

5.3 Cross-Lingual Prompting
Comparing the results for Swedish petitions us-
ing Swedish versus English prompts reveals barely
any consistent patterns. LLaMA 70B generally
performed better with Swedish prompts, suggest-
ing some advantage for this model, while other
models showed similar results regardless of prompt
language. There was a slight advantage for En-
glish prompts on Salutatio, whereas Conclusio
saw marginally better performance with Swedish
prompts. However, these differences were small,
and the lack of a clear preference overall suggests
that prompt language had little systematic effect.

5.4 Difficulty Ratings
Results for model performance and difficulty rat-
ings in comparison to human ratings are presented
in Table 6. Looking at the mean error (ME) scores,
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Results for the Swedish Dataset - using English Instructions
Prompt Model salutatio petitio conclusio

P R F1 TD P R F1 TD P R F1 TD

short
1-shot
prompt

GPT-4 98.7 100.0 99.3 0.01 84.1 78.9 81.4 0.29 87.3 92.3 89.7 0.11
Gemini 98.7 100.0 99.3 0.01 80.1 82.2 81.1 0.34 100.0 59.0 74.2 0.36
Mixtral 96.0 99.9 97.9 0.02 74.3 58.4 65.4 0.55 89.4 58.7 70.9 0.37
Mistral 95.9 98.4 97.1 0.04 51.6 77.2 61.8 0.65 85.1 54.0 66.1 0.40
LLaMA 70B 98.7 99.9 99.3 0.01 82.3 74.5 78.2 0.40 87.5 77.9 82.4 0.24
LLaMA 8B 99.2 97.2 98.2 0.11 72.9 32.4 44.8 0.53 85.6 56.7 68.2 0.46

long
1-shot
prompt

GPT-4 98.7 100.0 99.3 0.01 87.1 84.3 85.6 0.24 96.7 91.1 93.9 0.08
Gemini 100.0 100.0 100.0 0.00 86.4 82.5 84.4 0.28 100.0 63.7 77.9 0.34
Mixtral 95.8 99.9 97.8 0.01 84.8 68.1 75.5 0.40 86.4 55.5 67.6 0.34
Mistral 95.7 98.4 97.1 0.04 55.5 72.5 62.8 0.64 85.8 48.0 61.6 0.41
LLaMA 70B 82.9 60.1 69.7 0.55 78.1 38.0 51.2 0.77 73.7 37.8 50.0 0.74
LLaMA 8B 99.2 97.4 98.3 0.10 77.1 38.8 51.6 0.48 84.4 53.2 65.3 0.44

long
3-shot
prompt

GPT-4 97.7 96.4 97.1 0.06 84.8 80.0 82.3 0.28 85.8 88.5 87.1 0.16
Gemini 100.0 100.0 100.0 0.00 86.4 81.9 84.1 0.30 99.9 64.3 78.2 0.33
Mixtral 94.1 99.8 96.9 0.02 80.4 57.5 67.0 0.49 85.1 51.6 64.3 0.31
Mistral 93.9 98.6 96.2 0.05 55.3 53.9 54.6 0.70 84.3 43.3 57.2 0.39
LLaMA 70B 83.1 58.6 68.7 0.57 77.4 30.4 43.6 0.81 77.7 37.2 50.3 0.77
LLaMA 8B 98.8 98.3 98.5 0.09 75.8 50.5 60.6 0.51 83.8 56.4 67.4 0.40

Table 5: Results for Swedish data across three English prompt types and six models. Scores includes token-level
precision (P), recall (R), and F1 in percentage, and mean token-level edit distance for each predicted span.

the overwhelming majority of negative values indi-
cates that models, with few exceptions, rate docu-
ments as less difficult than humans do. An interest-
ing observation is that model difficulty ratings align
most closely with human ratings when models are
given detailed prompts with several examples (long
3-shot), as reflected by generally lower ME scores
in this condition.

The Spearman’s correlation coefficients further
illustrate the relationship between model and hu-
man difficulty assessments. Across prompts and
models, correlations ranged from -0.45 to +0.27,
with most values being negative. This suggests that
passages rated as more difficult by humans tended
to be rated as easier by the models. Even the few
positive correlations were weak, indicating mini-
mal alignment in the ranking of document difficulty
between models and humans.

When comparing model performance to human
difficulty ratings, clearer trends are harder to dis-
cern. For both languages, model performance tends
to be lowest on documents that humans rated as
most difficult to annotate (Difficulty 2), but there
is considerable variation as indicated by high stan-
dard deviations, and there is no clear difference
between levels 0 and 1.

6 Conclusion and Future Work

This study has demonstrated that LLMs can per-
form remarkably well in annotating rhetorical sec-

tions within historical petitions, with many models
achieving high F1 scores, particularly for Saluta-
tio. The results highlight both the capabilities and
limitations of current LLMs: while models gener-
ally perform strongly across datasets and prompt
types, performance varies by section, with Petitio
and Conclusio proving more challenging — par-
ticularly for the Swedish data and generally for
smaller models. Additionally, although model per-
formance and difficulty ratings correlate to some
extent with human ratings, models tend to underes-
timate document difficulty, suggesting that while
they can produce relative difficulty assessments,
their ratings may not fully align with human judg-
ments of annotation complexity.

Looking ahead, several avenues for future re-
search emerge from these findings. Firstly, al-
though few-shot prompting yields strong results,
training or fine-tuning models specifically on
rhetorical annotation tasks may further enhance
performance, particularly for more challenging sec-
tions such as Petitio and Conclusio. Fine-tuning
on domain-specific data could also improve model
calibration, reducing the gap between model and
human difficulty ratings. Secondly, future work
should explore how segmentation and rhetorical an-
notation affect downstream tasks such as informa-
tion retrieval, entity extraction, or social network
reconstruction from historical petitions. Given that
petitions often embed requests, narrations describ-

92



Model Language Prompt Mean Err Spearman ρ p-value (ρ) Difficulty 0 Difficulty 1 Difficulty 2
GPT-4 English short 1-shot -0.26 -0.05 0.64 91.6 ± 07.1 92.2 ± 06.4 89.4 ± 09.0

long 1-shot -0.27 -0.15 0.14 94.5 ± 05.1 94.7 ± 03.8 89.5 ± 08.8
long 3-shot -0.22 -0.12 0.25 97.2 ± 04.6 98.1 ± 2.9 90.9 ± 12.1

Swedish sv short 1-shot -0.55 -0.40 < 0.01 92.5 ± 12.9 90.4 ± 16.2 81.0 ± 16.6
sv long 1-shot -0.37 -0.44 < 0.01 94.1 ± 11.1 92.1 ± 12.3 81.0 ± 16.5
sv long 3-shot -0.03 -0.36 < 0.01 94.0 ± 11.2 92.0 ± 15.8 86.1 ± 13.9
eng short 1-shot -0.56 -0.43 < 0.01 93.4 ± 12.2 90.8 ± 13.9 79.9 ± 16.9
eng long 1-shot -0.50 -0.43 < 0.01 94.2 ± 11.8 94.2 ± 10.4 82.6 ± 16.7
eng long 3-shot -0.18 -0.32 < 0.01 90.6 ± 16.9 86.9 ± 17.6 83.1 ± 19.8

Gemini 1.5 Pro English short 1-shot 0.03 -0.25 0.01 98.1 ± 03.1 98.2 ± 01.9 92.0 ± 11.2
long 1-shot 0.08 -0.45 < 0.01 98.3 ± 03.8 97.4 ± 03.3 90.8 ± 11.0
long 3-shot 0.26 -0.42 < 0.01 98.6 ± 02.6 96.9 ± 06.2 89.7 ± 12.0

Swedish sv short 1-shot -0.09 -0.40 < 0.01 91.0 ± 10.5 87.5 ± 12.5 79.1 ± 14.8
sv long 1-shot -0.37 -0.20 0.04 89.8 ± 08.9 89.4 ± 10.4 82.7 ± 13.8
sv long 3-shot 0.14 -0.07 0.49 87.3 ± 14.4 90.9 ± 08.4 86.6 ± 12.2
eng short 1-shot -0.06 -0.27 0.01 88.3 ± 14.4 88.0 ± 14.0 82.5 ± 12.0
eng long 1-shot -0.19 -0.30 < 0.01 90.6 ± 09.1 89.1 ± 10.5 82.4 ± 13.1
eng long 3-shot 0.15 -0.12 0.22 88.9 ± 10.6 88.4 ± 10.5 86.0 ± 11.6

Mixtral 8x22B English short 1-shot -0.36 -0.38 < 0.01 97.6 ± 04.5 96.2 ± 03.7 89.4 ± 11.6
long 1-shot -0.32 -0.39 < 0.01 97.0 ± 06.0 94.9 ± 04.5 92.9 ± 06.6
long 3-shot -0.18 -0.38 < 0.01 97.7 ± 03.8 95.1 ± 09.0 88.4 ± 12.4

Swedish sv short 1-shot -0.33 -0.21 0.04 80.1 ± 20.7 75.1 ± 18.0 74.6 ± 14.6
sv long 1-shot -0.56 -0.33 < 0.01 83.9 ± 16.9 82.8 ± 16.1 71.2 ± 17.1
sv long 3-shot -0.07 -0.22 0.03 79.5 ± 18.1 72.3 ± 18.5 70.3 ± 21.1
eng short 1-shot -0.67 -0.27 0.01 80.9 ± 17.4 75.0 ± 21.9 69.0 ± 19.4
eng long 1-shot -0.66 -0.27 0.01 83.6 ± 16.7 87.9 ± 09.5 71.6 ± 19.7
eng long 3-shot -0.13 -0.23 0.02 79.8 ± 18.0 79.5 ± 18.0 68.4 ± 20.8

Mistral 7B English short 1-shot -0.35 -0.13 0.21 89.7 ± 13.2 93.7 ± 09.0 79.4 ± 18.4
long 1-shot -0.31 -0.22 0.03 88.3 ± 13.2 90.3 ± 09.4 79.5 ± 13.5
long 3-shot 0.25 0.04 0.71 82.7 ± 13.8 88.8 ± 08.0 79.6 ± 16.6

Swedish sv short 1-shot -0.25 0.27 0.17 67.5 ± 17.6 78.1 ± 16.9 77.2 ± 15.1
sv long 1-shot -0.39 -0.21 0.28 81.8 ± 13.9 79.0 ± 15.9 75.8 ± 13.6
sv long 3-shot -0.05 -0.08 0.43 70.7 ± 24.5 64.9 ± 17.5 68.8 ± 20.1
eng short 1-shot -0.79 -0.03 0.74 69.8 ± 20.9 73.5 ± 18.0 66.9 ± 21.4
eng long 1-shot -0.78 -0.07 0.48 71.0 ± 20.0 77.9 ± 15.2 64.8 ± 23.4
eng long 3-shot -0.10 -0.37 < 0.01 72.8 ± 20.3 69.9 ± 19.9 50.5 ± 21.6

LLaMA-3 70B English short 1-shot -0.34 -0.44 < 0.01 97.6 ± 05.8 98.4 ± 01.8 88.5 ± 13.5
long 1-shot -0.34 -0.45 < 0.01 98.7 ± 03.8 98.4 ± 02.1 92.5 ± 09.4
long 3-shot -0.33 -0.41 < 0.01 98.6 ± 04.4 98.9 ± 01.5 95.8 ± 04.3

Swedish sv short 1-shot -0.55 -0.26 0.01 91.1 ± 11.6 87.5 ± 15.3 86.7 ± 11.6
sv long 1-shot -0.41 -0.22 0.03 89.8 ± 13.7 91.6 ± 07.5 87.1 ± 11.1
sv long 3-shot 0.01 -0.23 0.02 89.8 ± 11.7 87.6 ± 11.9 84.8 ± 12.9
eng short 1-shot -0.67 -0.19 0.06 88.7 ± 14.0 82.3 ± 19.4 84.5 ± 17.7
eng long 1-shot -0.59 -0.02 0.86 54.0 ± 28.2 47.5 ± 23.4 54.7 ± 28.7
eng long 3-shot -0.33 -0.01 0.96 49.5 ± 25.6 46.4 ± 23.1 50.9 ± 27.5

LLaMA-3 8B English short 1-shot -0.06 -0.18 0.07 93.2 ± 08.0 94.8 ± 05.2 83.9 ± 14.1
long 1-shot -0.20 -0.25 0.01 94.1 ± 07.7 95.9 ± 03.1 83.7 ± 14.4
long 3-shot 0.37 -0.37 < 0.01 94.9 ± 07.7 94.7 ± 05.1 84.4 ± 11.5

Swedish sv short 1-shot 0.02 -0.19 0.06 72.3 ± 20.4 70.7 ± 15.7 62.3 ± 22.2
sv long 1-shot 0.07 -0.11 0.27 68.6 ± 20.3 71.9 ± 22.0 61.6 ± 22.8
sv long 3-shot 0.40 -0.19 0.05 76.1 ± 23.3 72.3 ± 24.2 67.6 ± 18.1
eng short 1-shot -0.30 -0.18 0.07 67.2 ± 20.7 69.4 ± 21.3 56.7 ± 23.6
eng long 1-shot -0.37 -0.24 0.01 71.6 ± 20.0 73.9 ± 20.8 57.4 ± 22.1
eng long 3-shot -0.03 -0.19 0.06 75.9 ± 22.0 71.0 ± 22.6 67.5 ± 21.9

Table 6: Comparison of model difficulty rating vs. human ratings expressed in Mean Error (Mean Err) and
Spearman’s correlation coefficients, including p-values, for each prompt type, together with performance of models
on different human difficulty ratings.

ing the everyday lives of people, and expressions
of social positioning within specific rhetorical sec-
tions, improved segmentation may directly enhance
the accuracy and interpretability of subsequent
analyses.

Finally, while this study has tested different
prompt designs varying in length and number of
examples, these variations do not yield systematic
differences in model performance. It is possible
that the different prompt types we employed do
not differ substantially enough to impact results,
suggesting that LLM outputs for this rhetorical an-
notation task may be relatively robust to prompt
complexity. Moreover, although this work focuses

on English and Swedish petitions, expanding to
additional languages, including those with even
fewer NLP resources, could further illuminate the
limitations of current models and the potential for
cross-lingual transfer. Together, such investigations
would support the development of robust computa-
tional workflows for historical document analysis,
enabling fine-grained, content-aware annotation at
scale to advance humanities research.
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A Annotation Examples

We include two annotation examples to illustrate how difficulty scores were assigned during annotation.
Text included only by Annotator 1 is shown in purple italics, while text where both annotators agreed is
shown in green bold.

Example 1: LMSMPS505520040_1765, disagreement in Petitio, difficulty score 1

<salutatio>To the Worshipfull his Majesty’s Justices of the Peace for the County of
Middlesex in their General Sessions of the Peace Assembled</salutatio>

The Humble Petition and Appeal of the Churchwardens and Overseers of the Poor of the Parish of
Saint Mary le bone in the said County of Middlesex

Sheweth That by Virtue of a Pass Warrant or Order under the Hands & Seals of George Wrighte
and Thomas Edwards Esquires two of his Majesty’s Justices of the Peace for the City and Liberty
of Westminster [...] (one whereof being of the Quorum) bearing Date the 12th. Day of August
1765 Elizabeth Gibson Wife of Bignall Gibson gone [...] James their Child were removd from the
Parish of Saint James within the Liberty of Westminster in the said County to the Parish of Saint
Mary Le Bone in the said County as the Place of the Last Legal Settlement of the said Bignall
Gibson Wife and Child <petitio>Whereby Your Petitioners Think themselves aggrieved and
Appeal to this Court against the same

<petitio>And Therefore humbly pray this Court will Please to Appoint a Time in this
Sessions for hearing and determining the said Appeal And that all Persons removed may
then attend.</petitio>

<conclusio>And your Petitioners shall ever Pray Etc</conclusio>

Example 2: LMSMPS502350016_1726, disagreement in Conclusio, difficulty score 2

<salutatio>To the Honble Bench of Justices Novemr. att Hickes Hall</salutatio>

The Humble Petition of the

Churchwarden and Overseer of the poor and Other Anchant Inhabitants of the Hamblett of Mile
and New Term in the parish of Stepney on the County of Middxss:

<petitio>Humbly Sheweth that your petitioners begs the favour of this Honble: Bench that
they would not Discharge John Bloom now in Custody at the Keeper of Bridwell</petitio>
for that he being a Loose Idle Disorderly person and Absenting himself from his familey whereby
the Said Hamblet has bin att great Expence and Charge for the two [...] last past for the Supps of
the child

<conclusio>[...] Duty on [...]

[...] April [...] } Overseer of the

<conclusio>Joe Mills John Turner [...] } [...] Stable [...]</conclusio>
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B Prompt Examples for the English Dataset

You are an expert on analysing historical texts. Your task is to identify and label rhetorical sections in
petitions from the 18th century using three specific tags.

### Tags to apply:
1. <salutatio>...</salutatio> - opening formal greeting to the recipient(s) of the petition
2. <petitio>...</petitio> - main request(s) being made
3. <conclusio>...</conclusio> - final phrase(s) of courtesy and/or inferiority, often including a signature

At the end, provide an overall score (0-2) for how difficult the text was to tag.

* **0 (Easy to tag):** All sections are clear and easily identifiable.

* **1 (Somewhat difficult):** Some sections may be a bit blended or phrasing may be unusual, requiring
careful judgment.

* **2 (Very difficult):** The text is irregular or difficult to interpret, making identification more
speculative. The distinction between narrative and request (petitio) can be ambiguous.

### Output Format:
Return only the following two sections. Do not add any explanations, comments, or other text before, between

, or after the sections. Use the exact following headings and formatting:

### TAGGED TEXT:
<salutatio>...</salutatio> [any untagged text goes here] <petitio>...</petitio> [any untagged text goes here

] <conclusio>...</conclusio>

### DIFFICULTY SCORE:
X

### Example Output:
### TAGGED TEXT:
<salutatio>To the Worshipfull his Majestys Justices of the Peace for the County of Middlesex in their

General [---] Sessions of the Peace Assembled</salutatio>

The Humble Petition and Appeal of the Churchwardens and Overseers of the Poor of the Parish of Enfield in
the County of Middlesex

Sheweth That by Virtue of a Pass Warrant or order of Removal under the Hands and Seals of John of Hesse and
Saunders Welch Esquires two of his Majestys Justices of the Peace for the County of Middlesex (One
whereof being of the Quorum) bearing Date the Twenty Sixth Day of October 1774 Robert Pearpoint and
Elizabeth his Wife were removed and Conveyed from and out of the Parish of Paddington in the said
County to the said Parish of Enfield in the said County of Middlesex as the Place of their last Legal
Settlement Whereby your Petitioners conceive themselves to be agrieved

<petitio>Therefore humbly pray your Worships to appoint a Short Day in this present Session to hear and
determine their said Appeal</petitio> <conclusio>And your Petitioners shall ever pray Etc

I Smart and Son Attorneys for Appellrs.</conclusio>

### DIFFICULTY SCORE:
0

### Now tag the following petition:

Figure 1: Prompt 1 for the English dataset, with less detailed instructions and one given example output.

96



You are an expert on analysing historical texts. Your task is to identify and label rhetorical sections in
petitions from the 18th century using three specific tags.

### Tags to apply:
1. <salutatio>...</salutatio> - opening formal greeting to the recipient(s) of the petition
2. <petitio>...</petitio> - main request(s) being made
3. <conclusio>...</conclusio> - final phrase(s) of courtesy and/or inferiority, often including a signature

### Core Instructions
1. **Preserve Original Text:** Do NOT add, remove, or change any words, spelling, or punctuation in the

original text.
2. **Tag Application:** Only apply tags where the content matches one of the three categories in the schema.
3. **Handle Missing Sections:** Sometimes a tag may be missing, though this should be rare.
4. **Handle Multiple Sections:** Tags may appear more than once, especially <petitio>...</petitio>, though

this should be rare.
5. **Identify Functional Boundary:** When tagging the text segments, the functional boundaries should be

prioritised over grammatical and/or syntactical boundaries if in conflict. Especially for petitio, this
means separating circumstances or arguments from the request itself, e.g. "That your Petitioner

conceives himself to be aggrievd by the said Conviction and humbly <petitio>appeals against the same</
petitio>".

6. **Difficulty Score:** At the end, provide an overall score (0-2) for how difficult the text was to tag.

* **0 (Easy to tag):** All sections are clear and easily identifiable.

* **1 (Somewhat difficult):** Some sections may be a bit blended or phrasing may be unusual, requiring
careful judgment.

* **2 (Very difficult):** The text is irregular or difficult to interpret, making identification more
speculative. The distinction between narrative and request (petitio) can be ambiguous.

### Output Format:
Return only the following two sections. Do not add any explanations, comments, or other text before, between

, or after the sections. Use the exact following headings and formatting:

### TAGGED TEXT:
<salutatio>...</salutatio> [any untagged text goes here] <petitio>...</petitio> [any untagged text goes here

] <conclusio>...</conclusio>

### DIFFICULTY SCORE:
X

### Example Output:
/.../

### Now tag the following petition:

Figure 2: Prompt 2 for the English dataset, with more detailed instructions and one given example output (though
the example text is left out in this figure).

97



C Swedish Prompt Examples for the Swedish Dataset

Du är expert på att analysera historiska texter. Din uppgift är att identifiera och märka upp retoriska
segment i svenska suppliker från 1700-talet med hjälp av tre specifika taggar.

### Taggar att använda:
1. <salutatio>...</salutatio> - inledande formell hälsning till mottagaren av suppliken
2. <petitio>...</petitio> - framställning av den huvudsakliga begäran
3. <conclusio>...</conclusio> - avslutande artighets- och/eller underdånighetsfras, ofta inkluderande en

signatur

Avslutningsvis, ange en övergripande svårighetsgrad (0-2) för hur svår texten var att tagga.

* **0 - Lätt att taggga**: Alla sektioner är tydliga och lätta att identifiera.

* **1 - Något svår**: Vissa sektioner kan flyta ihop något eller vissa formuleringar kan vara ovanliga,
vilket kräver noggrant omdöme.

* **2 - Mycket svår**: Texten är oregelbunden eller bitvis svårtolkad, vilket gör identifieringen mer
spekulativ. Distinktionen mellan berättelse och begäran (petitio) kan vara tvetydig.

### Outputformat:
Returnera enbart följande två sektioner. Lägg inte till några förklaringar, kommentarer eller annan text fö

re, mellan eller efter sektionerna. Använd exakt följande rubriker och formatering:

### TAGGAD TEXT:
<salutatio>...</salutatio> [eventuell otaggad text här] <petitio>...</petitio> [eventuell otaggad text här]

<conclusio>...</conclusio>

### SVÅRIGHETSGRAD:
X

### Exempel på output:
### TAGGAD TEXT:
<salutatio>Högwälborne H Baron och Landshöfdinge
Nådige Herre</salutatio>

Inför Eders Nåde ähr iag fattige änkia högst Nödsakat mig att beswära, och ödmiukeligast tillkiänna gifwa
huru som iag långt för detta dehlat om besittningen af 1/8 dehl uti helgiärds hemmanet bregården i
Carlskouga sochn, med min swåger Oluf Larsson därstädes hwilken mig der ifrån trängt, oacktat hwad rätt
iag der till äger och hoos gående högl kongl Bergs Collegii bref af d 8 Julij A 1711, samt det höga

Landshöfdinge Embetets Resolutioner af d 1 och 10 Julij A 1717, mig nåd rättwiseligen tillägga uppå hög
bem Kongl Collegii bref och dhe i mine Suppliqwer anförde skiähl, sedan hafwer och denna saak wähl

warit före uti den wähl låfl lagmans tings rätten d 22 Aprill nästl, Men efter den war Incamminerat så
i högl Kongl Bergs Collegium som och wyd detta Canceliet, Ty ähr den ej till afgiörande företagen
worden wydare än hoosgående Resolution förmår och utwysar. Wetandes iag ej hwad för Resolution Oluf
Larsson kunnat sig utwärka i Augusti månad A 1717. Ty så wyda han hållit sig intill Sanningen med sine
berättelser som Eders Nåde täcktes skåda af min hoosfougade Documenter äro grundade På, så har han
sannerligen intet Någon annan lydande Resolution kunnat utfå än iag; <petitio>Bönfaller för denskull
till Eders höga Nåde iag alldra ödmiukast, at, I anseende till min anförde rättmätiga skiähl till be
min hemmans dehl blifwa restituerat,</petitio> <conclusio>hwar öfwer, en nådig resolution afwacktandes
deremot iag förblifwer.

Eders Nåds
Alldra ödmiukaste
tienarinna
Margreta Andersdotter
i österwyk.</conclusio>

### SVÅRIGHETSGRAD:
0

### Tagga nu följande supplik:

Figure 3: Swedish Prompt 1 for the Swedish dataset, with less detailed instructions and one given example output.
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Du är expert på att analysera historiska texter. Din uppgift är att identifiera och märka upp retoriska
segment i svenska suppliker från 1700-talet med hjälp av tre specifika taggar.

### Taggar att använda:
1. <salutatio>...</salutatio> - inledande formell hälsning till mottagaren av suppliken
2. <petitio>...</petitio> - framställning av den huvudsakliga begäran
3. <conclusio>...</conclusio> - avslutande artighets- och/eller underdånighetsfras, ofta inkluderande en

signatur

### Huvudinstruktioner
1. **Bevara originaltexten:** Lägg INTE till, ta bort eller ändra några ord, stavningar eller skiljetecken i

originaltexten.
2. **Taggtillämpning:** Använd taggar endast där innehållet matchar en av de tre kategorierna.
3. **Hantera saknade segment:** Det kan förekomma texter där någon eller några av segmenten saknas. Detta bö

r dock vara sällsynt.
4. **Hantera flera segment:** Taggar kan förekomma mer än en gång, särskilt <petitio>. Även detta bör vara s

ällsynt.
5. **Semantik vs syntax** Din taggning ska ta stor hänsyn till semantik, inte enbart till grammatik. När du

taggar <petitio>, inkludera inte omgivande satser eller fraser som endast utgör argument eller
bakgrundsinformation. Undantag: Du ska inkludera korta bindeord eller fraser i form av kausala markörer,
som "därför" och "av detta skäl", om de direkt inleder eller avslutar själva begäran.

6. **Ange svårighetsgrad:** Avslutningsvis, ange en övergripande svårighetsgrad (0-2) för hur svår texten
var att tagga.

* **0 - Lätt att taggga**: Alla sektioner är tydliga och lätta att identifiera.

* **1 - Något svår**: Vissa sektioner kan flyta ihop något eller vissa formuleringar kan vara ovanliga,
vilket kräver noggrant omdöme.

* **2 - Mycket svår**: Texten är oregelbunden eller bitvis svårtolkad, vilket gör identifieringen mer
spekulativ. Distinktionen mellan berättelse och begäran (petitio) kan vara tvetydig.

### Outputformat:
Returnera enbart följande två sektioner. Lägg inte till några förklaringar, kommentarer eller annan text fö

re, mellan eller efter sektionerna. Använd exakt följande rubriker och formatering:

### TAGGAD TEXT:
<salutatio>...</salutatio> [eventuell otaggad text här] <petitio>...</petitio> [eventuell otaggad text här]

<conclusio>...</conclusio>

### SVÅRIGHETSGRAD:
X

### Exempel på output:
/.../

### Tagga nu följande supplik:

Figure 4: Swedish Prompt 2 for the Swedish dataset, with more detailed instructions and one given example output
(though the example text is left out in this figure).
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D English Prompt Examples for the Swedish Dataset

You are an expert on analysing historical texts. Your task is to identify and label rhetorical sections in
Swedish petitions from the 18th century using three specific tags.

### Tags to apply:
1. <salutatio>...</salutatio> - opening formal greeting to the recipient(s) of the petition
2. <petitio>...</petitio> - main request(s) being made
3. <conclusio>...</conclusio> - final phrase(s) of courtesy and/or inferiority, often including a signature

At the end, provide an overall score (0-2) for how difficult the text was to tag.

* **0 (Easy to tag):** All sections are clear and easily identifiable.

* **1 (Somewhat difficult):** Some sections may be a bit blended or phrasing may be unusual, requiring
careful judgment.

* **2 (Very difficult):** The text is irregular or difficult to interpret, making identification more
speculative. The distinction between narrative and request (petitio) can be ambiguous.

### Output Format:
Return only the following two sections. Do not add any explanations, comments, or other text before, between

, or after the sections. Use the exact following headings and formatting:

### TAGGED TEXT:
<salutatio>...</salutatio> [any untagged text goes here] <petitio>...</petitio> [any untagged text goes here

] <conclusio>...</conclusio>

### DIFFICULTY SCORE:
X

### Example Output:
### TAGGED TEXT:
<salutatio>Högwälborne H Baron och Landshöfdinge
Nådige Herre</salutatio>

Inför Eders Nåde ähr iag fattige änkia högst Nödsakat mig att beswära, och ödmiukeligast tillkiänna gifwa
huru som iag långt för detta dehlat om besittningen af 1/8 dehl uti helgiärds hemmanet bregården i
Carlskouga sochn, med min swåger Oluf Larsson därstädes hwilken mig der ifrån trängt, oacktat hwad rätt
iag der till äger och hoos gående högl kongl Bergs Collegii bref af d 8 Julij A 1711, samt det höga

Landshöfdinge Embetets Resolutioner af d 1 och 10 Julij A 1717, mig nåd rättwiseligen tillägga uppå hög
bem Kongl Collegii bref och dhe i mine Suppliqwer anförde skiähl, sedan hafwer och denna saak wähl

warit före uti den wähl låfl lagmans tings rätten d 22 Aprill nästl, Men efter den war Incamminerat så
i högl Kongl Bergs Collegium som och wyd detta Canceliet, Ty ähr den ej till afgiörande företagen
worden wydare än hoosgående Resolution förmår och utwysar. Wetandes iag ej hwad för Resolution Oluf
Larsson kunnat sig utwärka i Augusti månad A 1717. Ty så wyda han hållit sig intill Sanningen med sine
berättelser som Eders Nåde täcktes skåda af min hoosfougade Documenter äro grundade På, så har han
sannerligen intet Någon annan lydande Resolution kunnat utfå än iag; <petitio>Bönfaller för denskull
till Eders höga Nåde iag alldra ödmiukast, at, I anseende till min anförde rättmätiga skiähl till be
min hemmans dehl blifwa restituerat,</petitio> <conclusio>hwar öfwer, en nådig resolution afwacktandes
deremot iag förblifwer.

Eders Nåds
Alldra ödmiukaste
tienarinna
Margreta Andersdotter
i österwyk.</conclusio>

### DIFFICULTY SCORE:
0

### Now tag the following petition:

Figure 5: English Prompt 1 for the Swedish dataset, with less detailed instructions and one given example output.
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You are an expert on analysing historical texts. Your task is to identify and label rhetorical sections in
Swedish petitions from the 18th century using three specific tags.

### Tags to apply:
1. <salutatio>...</salutatio> - opening formal greeting to the recipient(s) of the petition
2. <petitio>...</petitio> - main request(s) being made
3. <conclusio>...</conclusio> - final phrase(s) of courtesy and/or inferiority, often including a signature

### Core Instructions
1. **Preserve Original Text:** Do NOT add, remove, or change any words, spelling, or punctuation in the

original text.
2. **Tag Application:** Only apply tags where the content matches one of the three categories in the schema.
3. **Handle Missing Sections:** Sometimes a tag may be missing, though this should be rare.
4. **Handle Multiple Sections:** Tags may appear more than once, <petitio>...</petitio>, though this should

be rare.especially <petitio>, though this should be rare.
5. **Semantics over Syntax:** Your tagging should be guided primarily by semantics, not just grammar. When

tagging <petitio>, do not include surrounding clauses or phrases that only provide arguments or
background information. Exception: You should include short linking words or phrases that act as
anaphoric causal markers, like "therefore" ("därför") and "for this reason" ("av detta skäl") if they
directly introduce or conclude the actual request.

6. **Difficulty Score:** At the end, provide an overall score (0-2) for how difficult the text was to tag.

* **0 (Easy to tag):** All sections are clear and easily identifiable.

* **1 (Somewhat difficult):** Some sections may be a bit blended or phrasing may be unusual, requiring
careful judgment.

* **2 (Very difficult):** The text is irregular or difficult to interpret, making identification more
speculative. The distinction between narrative and request (petitio) can be ambiguous.

### Output Format:
Return only the following two sections. Do not add any explanations, comments, or other text before, between

, or after the sections. Use the exact following headings and formatting:

### TAGGED TEXT:
<salutatio>...</salutatio> [any untagged text goes here] <petitio>...</petitio> [any untagged text goes here

] <conclusio>...</conclusio>

### DIFFICULTY SCORE:
X

### Example Output:
/.../

### Now tag the following petition:

Figure 6: English Prompt 2 for the Swedish dataset, with more detailed instructions and one given example output
(though the example text is left out in this figure).
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Abstract

We performed a diachronic analysis of sound
and language in toy commercials, leverag-
ing retrieval-augmented generation (RAG) and
open-weight language models in low-resource
settings. A pool of 2508 UK toy advertisements
spanning 14 years was semi-automatically an-
notated, integrating thematic coding of tran-
scripts with audio annotation. With our RAG
pipeline, we thematically coded and classi-
fied commercials by gender-target audience
(feminine, masculine, or mixed) achieving sub-
stantial inter-coder reliability. In parallel, a
music-focused multitask model was applied
to annotate affective and mid-level musical
perceptual attributes, enabling multimodal dis-
course analysis. Our findings reveal signifi-
cant diachronic shifts and enduring patterns.
Soundtracks classified as energizing registered
an overall increase across distinct themes and
audiences, but such increase was steeper for
masculine-adjacent commercials. Moreover,
themes stereotypically associated with mas-
culinity paired more frequently with louder,
distorted, and aggressive music, while stereo-
typically feminine themes with softer, calmer,
and more harmonious soundtracks. Code and
data to reproduce the results are available on
github.com/marinelliluca/low-resource-RAG.

1 Introduction

Toy advertisements are a rich site for investigating
gendered multimodal discourse, with five decades
of research showing persistent and marked gen-
der polarization (Verna, 1975; Johnson and Young,
2002; Marinelli et al., 2024). However, prior stud-
ies have relied on manual annotation of relatively
small corpora, limiting the ability to conduct large-
scale, longitudinal analyses, which are necessary
to track the societal impact of evolving stereotypes.

Large language models (LLMs) offer a promis-
ing outlook for analyses of large corpora (Xiao

et al., 2023; Alonso del Barrio et al., 2024; Gao
and Feng, 2025). We extended earlier research on
gendered toys marketing by integrating transcript-
based thematic coding via RAG and audio-based
automatic affective and music tagging. Notably,
we computed inter-coder reliability scores to assess
the quality of the results.

This study was conducted under self-imposed
compute constraints to highlight the benefits of us-
ing small open-weight models, rather than relying
on pay-walled APIs. There are two key reasons for
this approach: first, to ensure reproducibility; and
second, to keep computational costs low, making it
feasible to replicate this study on consumer hard-
ware. A key issue with pay-walled technology is
model deprecation: when models endpoints are re-
tired and become inaccessible, any research based
on them becomes immediately non-reproducible.
For these reasons, we used smaller open-weight
LLMs (4–9 billion parameters) deliberately steer-
ing clear of resource-heavy alternatives.

The contributions to the fields of Digital Human-
ities and Computational Linguistics are manifold.
First, this study shows that small open-weight lan-
guage models combined with RAG can achieve sub-
stantial inter-coder reliability, making large-scale
discourse analysis feasible on consumer-grade
hardware without relying on commercial APIs.
Second, it provides a reproducible pipeline that
integrates linguistic thematic coding with audio-
based affective and musical analysis, enabling
large-scale multimodal analysis. Moreover, our
empirical findings revealed a constantly evolving
multimodal alignment of gender stereotypes.

In the following, we briefly introduced the do-
main of the study, then we surveyed recent work
on applications of LLMs for discourse analysis, we
then provided details on our data collection, anno-
tation, and RAG pipeline, and finally we presented
and discussed the results of the diachronic analysis.
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1.1 Toy commercials as gender-based
multimodal genres

Across five decades of research, TV advertise-
ments targeted at children have consistently shown
marked gender polarization (Verna, 1975; John-
son and Young, 2002; Kahlenberg and Hein, 2010;
Marinelli et al., 2024). Differences between
feminine-targeted, masculine, and mixed-audience
commercials have been registered in sound (voices,
background music and sound effects), language,
transitions, and camera work, setting, interactions
and activities, and colors. Stark gender polariza-
tion was observed in both multimodal emotion rat-
ings and perceptual ratings of music in toy adverts
(Marinelli et al., 2024). Specifically, masculine-
targeted commercials were found to be signifi-
cantly more aggressive and auditorily abrasive than
feminine-targeted adverts.

Music can be imbued with distinct identity di-
mensions upon which ideological discourses are
promulgated. Gender is one of these identity di-
mensions (Dibben, 2002) while androcentrism and
heteronormativity are its hegemonic ideological
discourses. Multimodal genres—which underlie
this phenomenon in media portrayals—describe
“regular patterns of semiotic choices in multimodal
communicative objects and events that are particu-
lar to specific communities and cultures” (MODE,
2012). Toy commercials are organized in distinct
gender-based multimodal genres. In this work, we
explore how multimodal genres change over time,
at the intersection of music and language.

2 Recent work on LLMs for discourse
analysis

Historically, discourse analysis, including thematic
coding, and other forms of qualitative analysis
have been seen as domains reserved exclusively
for human interpretation (DeJeu, 2025). The intro-
duction of LLMs marks a significant development
in qualitative research methodologies. LLMs are
well-positioned to assist in qualitative coding, po-
tentially augmenting early analysis, reducing the
workload, and expanding the breadth of research
corpora through semi-automated coding. Xiao et al.
(2023) implemented in-context learning of a pre-
compiled codebook with LLMs and achieved fair to
substantial agreement with human coders; Gamiel-
dien et al. (2023) employed LLMs to thematically
code responses to a physics exam without an ini-
tial codebook; Bryda and Sadowski (2024) applied

them on podcast interviews to semi-automate the
creation of their codebook structure; and Yu et al.
(2024) investigated the use of LLMs to automate
pragma-discursive corpus annotation of apologies,
reporting near to human-level accuracy, although
stressing the importance of human oversight.

Curry et al. (2024) have reported negative re-
sults for the use of ChatGPT in replication studies
that exemplified important tasks in corpus analy-
sis, citing issues of repeatability and replicability
tied to its non-deterministic nature (i.e., using its
web-based interface). Garg et al. (2024) evaluated
the use of LLMs for automated discourse coding
in learning analytics on a dataset of questions and
responses from secondary school teachers. Even
though they obtained promising outcomes through
fine-tuning, none met the reliability standards re-
quired in their field. Which highlights the impor-
tance of reporting inter-coder reliability measure-
ments, as opposed to traditional classification met-
rics that do not account for chance agreement and
can lead to the overestimation of performance.

Building from earlier observations of the applica-
tion and limitations of the use of LLMs in analyzing
discourse in corpora, Li and Wang (2024) proposed
to improve the prompting method for LLM-based
discourse analysis via contextual learning, output
formatting, careful task description, and step by
step procedure. They reported good results, show-
ing that better prompting can overcome a number
of previously described shortcomings.

Successful attempts have also been reported
within critical discourse studies. Gao and Feng
(2025) employed LLMs to analyze a Hong Kong
news corpus and track media attitudes towards
China, reporting performance on a par with
trained coders. While Alonso del Barrio et al.
(2024) showed promising results towards a semi-
automated analysis of media content in the complex
task of analyzing the framing of TV shows.

3 Methods

3.1 Data collection and annotation

On the 23rd of May 2025 we downloaded 4968
videos from the official YouTube channel of
Smyths Toys Superstores, a major UK toy retailer.
We paired this sample with another 5614 ads origi-
nally downloaded for (Marinelli et al., 2024). Merg-
ing these two datasets resulted in many duplicates,
which were discarded. Then, only high-quality
videos were selected, where ads without audio,
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Figure 1: Distribution of the ads by year of upload.

formatted for mobile phones, or with substantial
on-screen text were excluded. We then selected
commercials where actors’ faces were visible, to
ensure the internal validity of the gender-targeting
construct. Finally, we only kept those commer-
cials that—once transcribed with Whisper large-v3
(Radford et al., 2023)—had transcripts longer than
40 characters. This resulted in 2508, by and large
unique, toy ads spanning a 14-year time frame that
were analyzed in this study. Their distribution per
upload year is shown in Figure 1. In all of the
following analyses, the upload years were grouped
together two-by-two, as some years had dispropor-
tionately less commercials than others.

Ground truth: The present analysis builds on
a previous study on the role of music in gendered
toy marketing (Marinelli et al., 2024). In the ini-
tial ground truth, 606 commercials were manually
annotated in terms of their gender orientation—
i.e., their intended target audience. This was de-
termined by the gender of the presenters and ac-
counted for token representations (Johnson and
Young, 2002). In order to determine the inter-coder
reliability for this variable, 15% of the commer-
cials was double-coded by two coders indepen-
dently, and a Krippendorff’s alpha of .91 was ob-
tained. Of the 606 commercials, 163 were coded
as being targeted at a feminine audience, 149 as
targeted at a masculine audience, 200 as targeted
at a mixed audience, and 94 did not cast any ac-
tors. A pool of 152 musically trained partici-
pants rated the soundtracks of the commercials
on music-focused scales: Electric/Acoustic, Dis-
torted/Clear, Loud/Soft, Many/Few instruments,
Heavy/Light, High/Low pitch, Punchy/Smooth,
Wide/Narrow pitch variation, Harmonious/Dishar-
monious, Clear melody/No melody, Complex/Sim-
ple rhythm, Repetitive/Non-repetitive, Dense/S-

parse, Fast/Slow tempo, and Strong/Weak beat. A
different pool of 151 participants rated the commer-
cials on seven emotion scales: Happy or Delight-
ful, Amusing or Funny, Beauty or Liking, Calm
or Relaxing, Energising or Invigorating, Angry or
Aggressive, and Triumphant or Awe-inspiring.

In this study, based on insights from (Let Toys be
Toys, 2021; de Iulio and Jarrin, 2004), we manually
annotated a subset of the masculine, feminine and
mixed ads in the ground truth that, once transcribed,
contained more than 40 characters. This subset of
467 commercials (which constituted the RAG pool)
was manually annotated in terms of the following
themes: Domesticity and Nurturing, Fashion and
Beauty, Nature and Animals, Love and Tenderness,
Magic and Fantasy, Action and Adventure, Fight
and Combat, Horror and Monsters, Speed and Rac-
ing, and Arts and Crafts.1 Inter-coder reliability
scores (Cohen’s kappa) across 467 ads between a
human coder (first author) and the RAG pipeline
are provided at the end of section 3.3; where due
to subpar reliability, three of the ten themes were
excluded from the final diachronic analysis.

3.2 Automatic annotation of the soundtracks

We based our multitask transfer-learning model on
a previous study performed on the same ground
truth (Marinelli et al., 2023). However, differently
from that study, we employed CLAP (Contrastive
Language-Audio Pretraining) embeddings as audio
representation (Elizalde et al., 2024). In addition,
we turned the mid-level music-focused descriptors
and the emotion scales into binary classifications
by binning them on the 50% percentile, and we
only kept those scales that performed well above
chance in a 10-fold cross validation (i.e., scoring
an average F1 above .60). The remaining emo-
tion scales were Happy or Delightful, Beauty or
Liking, Calm or Relaxing, and Angry or Aggres-
sive; whilst the mid-level descriptors were Strong
beat/Weak beat, Electric/Acoustic, Distorted/Clear,
Loud/Soft, Heavy/Light, High pitch/Low pitch,
Punchy/Smooth, Harmonious/Disharmonious, and
Dense/Sparse. The resulting average F1 for the
emotion scales was .67 ± .03, whilst for the mid-
level descriptors it was .75± .05.

1Themes related to consumerism, competitions and sports,
science and technology, and fun and play, were initially coded,
but were later excluded due to their too broad applicability.
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3.3 RAG pipeline

It is well-known that language models are few-shot
learners (Brown et al., 2020; Schick and Schütze,
2021) as these models are able to achieve strong
performance on many downstream NLP tasks with-
out updating any parameters (i.e., without fine-
tuning) by pairing their existing knowledge base
and understanding of natural language with few
examples or context directly within the prompt.
Notably, Liu et al. (2022) found that retrieval-
augmented generation (RAG) helps to considerably
reduce hallucinations and stabilise performance,
by coupling LLMs with an external pre-trained re-
triever model (Reimers and Gurevych, 2019). With
this approach, the examples provided to the LLM
are dynamically retrieved so that they only reflect
the most relevant labels to the current data point,
thereby making up for issues related to the short
context windows. In particular, Milios et al. (2023)
demonstrated that RAG with off-the-shelf retriever
models can deliver robust performance in text clas-
sification tasks that involve many labels. In addi-
tion, with only 16 examples per class, the clever
prompting proposed by Sun et al. (2023), Clue And
Reasoning Prompting (CARP), achieved compara-
ble performances, in text classification, to super-
vised models with 1,024 examples per class.

Themes detection: To perform the detection of
the themes, we implemented what could be called
a “reverse CARP” technique (see Listing 1) where
the model is presented with negative and positive
examples of transcripts that are either unrelated or
related to the theme under analysis, in order to give
it access to patterns and cues associated with the
theme. Both negative and positive examples are
retrieved via the retriever model (cosine similarity)
and each of the positive examples is presented with
a list of cues related to the theme under analysis.
The model is then given a specific theme definition,
the current datapoint transcript, and is asked to de-
termine if cues related to the theme are present.
The model is then asked to provide a brief reason-
ing paragraph, and to return a list of cues related
to the theme (or an empty list otherwise). Then,
any hallucinated cue not present in the transcript is
automatically removed. Finally, a theme is deemed
present when the system returned a non-empty list.

Target classification: The classification between
feminine, mixed audiences, and masculine-targeted
commercials was broken down in five sub-tasks:

Model Average F1 across themes
(1, 5, 10 examples)

CohereForAI/c4ai-command-r7b 82 ± 05 82 ± 04 81 ± 06
microsoft/Phi-3-small-8k-instruct 80 ± 07 79 ± 07 79 ± 07
microsoft/Phi-3.5-mini-instruct 81 ± 05 81 ± 06 82 ± 04
allenai/Llama-3.1-Tulu-3.1-8B 77 ± 07 77 ± 08 75 ± 08

google/gemma-2-9b-it 81 ± 05 81 ± 06 80 ± 06

Table 1: Preliminary evaluation of the themes detection.
The reported deviations are computed across themes.

one vote from each binary subset of the classes (i.e.,
feminine/masculine, feminine/mixed, mixed/mas-
culine), one vote from the full classification (where
the LLMs were presented with all three classes),
and one tie-breaking vote from the music-focused
model. This is justified under the assumption that
the models would be more reliable when comparing
only two classes at a time. Once collected all votes,
the hard-coded decision logic would either choose
the most frequent class, or in case of a tie, choose
the final class from the corresponding sub-task.

The prompting structure employed for each sub-
task is shown in Listing 2. First the model is pre-
sented with a set of examples that illustrate the
different possible classes, each with their corre-
sponding themes and transcripts. The model is
then instructed to analyze the themes (automati-
cally collected at the previous step) and transcript
of the current datapoint, taking into account po-
tential gender stereotypes to determine the target
audience. The model is then asked to provide a
reasoning paragraph that explains its decision, fol-
lowing a given structure that highlights the relevant
themes and their relationship to the target audience.
Finally, the model is prompted to return the inferred
class, choosing depending on the sub-task, from a
predefined set of possible values.

Preliminary evaluation: All experiments were
run on a single NVIDIA A5000 GPU. Different lan-
guage models between 4 and 9 billion parameters
were evaluated on the RAG pool consisting of 467
documents. Considering that the music model was
also being trained on the 606 ground truth commer-
cials (thus including data from the RAG pool), we
needed to implement a cross-validation algorithm
within which we positioned the RAG pipeline. This
consisted in excluding the data points of the test
set (i.e, fold) from the available RAG pool at each
iteration. Which means, that whilst we performed
a 10-fold cross-validation for the music model—
which on target classification achieved an F1 of
.70 ± .05—the RAG pipeline was instead effec-
tively evaluated as a leave-one-out cross-validation,
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Model Full logic
(1, 5, 10 examples)

Without music model
(1, 5, 10 examples)

3-classes sub-task
(1, 5, 10 examples)

CohereForAI/
c4ai-command-r7b 71 [62, 79] 71 [62, 79] 71 [63, 79] 64 [55, 73] 66 [57, 74] 68 [59, 76] 67 [58, 75] 64 [55, 73] 64 [55, 73]

microsoft/
Phi-3-small-8k-instruct 73 [65, 81] 68 [58, 76] 71 [63, 79] 65 [55, 73] 61 [51, 69] 62 [53, 71] 73 [64, 80] 63 [54, 72] 66 [56, 74]

microsoft/
Phi-3.5-mini-instruct 76 [68, 83] 77 [69, 84] 73 [65, 81] 71 [63, 79] 71 [62, 79] 68 [59, 76] 70 [62, 78] 72 [63, 80] 68 [60, 76]

allenai/
Llama-3.1-Tulu-3.1-8B 77 [69, 84] 78 [70, 85] 77 [ 69, 85] 75 [67, 83] 74 [66, 81] 74 [65, 82] 75 [66, 82] 75 [66, 82] 77 [69, 84]

google/
gemma-2-9b-it 77 [69, 84] 79 [71, 86] 78 [70, 85] 75 [67, 82] 78 [70, 85] 76 [68, 84] 74 [66, 82] 75 [67, 82] 73 [65, 80]

c4ai (theme) +
gemma-2 (target) // 80 [72, 87] // // 78 [70, 85] // // 75 [66, 82] //

Table 2: Preliminary evaluation of the target classification, F1 scores with corresponding 95% CI (bootstrapped).

with a slightly reduced RAG pool at each fold.
For the sake of brevity, the results of the theme

evaluation are reported as averages across themes
in Table 1. The best-performing models were, on
a par, Microsoft’s Phi-3.5-mini-instruct with 10
examples (effectively, 10 negative and 10 positive
examples), and Cohere’s c4ai-command-r7b with 5
negative and 5 positive examples. Generally, most
models performed similarly well on this task.

The results of the target classification are in-
stead reported in Table 2, where given the higher
level of abstraction of this task, we also performed
bootstrapping (with replacement, 10k iterations)
to provide the corresponding 95% confidence in-
tervals. The observed performance peak at 5 ex-
amples per class may be due to the limited size
of the RAG pool, with more examples leading to
an increased proportion of non-relevant examples
being presented to the model. Microsoft’s Phi-3.5-
mini, AllenAI’s Llama-Tulu, and Google’s Gemma
performed similarly well, with Gemma coming out
slightly ahead. As our last evaluation, we used Co-
here’s model to detect the themes, which then were
provided as context to Gemma. This resulted in the
best-performance, with an F1 score of .80 [.72, .87].
It is with this final combination that we proceeded
to analyze the larger corpus of toys commercials.

Listing 1: Themes detection prompt (shortened).
# N e g a t i v e examples : u n r e l a t e d t o { c u r r e n t t h e m e}
{ n e g a t i v e e x a m p l e s}

# P o s i t i v e examples : r e l a t e d t o { c u r r e n t t h e m e}
{ p o s i t i v e e x a m p l e s}

# Theme d e f i n i t i o n
Examples o f { c u r r e n t t h e m e} c o n t a i n cues r e f e r r i n g
t o { c u r r e n t t h e m e d e f i n i t i o n } .

# C u r r e n t d a t a p o i n t
t r a n s c r i p t : { c u r r e n t t r a n s c r i p t }

# INSTRUCTIONS
Based on t h e theme d e f i n i t i o n and on t h e examples
d e t e r m i n e i f t h e c u r r e n t d a t a p o i n t c o n t a i n s cues
a b o u t { c u r r e n t t h e m e } . F i r s t , p r o v i d e a r e a s o n i n g
p a r a g r a p h , t h e n r e t u r n t h e l i s t o f cues . I f no
r e l e v a n t cues a r e found r e t u r n an empty l i s t .

Listing 2: Target classification prompt (shortened).
# EXAMPLES ( grouped by c l a s s )
{examples}

# C u r r e n t d a t a p o i n t
t r a n s c r i p t : { c u r r e n t t r a n s c r i p t }
themes : { c u r r e n t t h e m e s}

# D e f i n i t i o n s o f t h e c o l l e c t e d themes
{ c u r r e n t t h e m e s d e f i n i t i o n s }

# INSTRUCTIONS
Based on t h e p r e v i o u s examples , d e t e r m i n e t h e t a r g e t
a u d i e n c e f o r t h e c u r r e n t d a t a p o i n t . F i r s t , choose
on ly one of t h e f o l l o w i n g r e a s o n i n g s t r u c t u r e s .

In t h e c u r r e n t t r a n s c r i p t , t h e themes <theme1>,
<theme2> . . a r e main ly a s s o c i a t e d wi th f e m i n i n i t y
so t h e t h e t a r g e t o f t h e t o y ad i s ‘ G i r l s / women ’ .

o r

In t h e c u r r e n t t r a n s c r i p t , t h e themes <theme1>,
<theme2> . . a r e main ly a s s o c i a t e d wi th m a s c u l i n i t y
so t h e t h e t a r g e t o f t h e t o y ad i s ‘ Boys / men ’ .

o r . . .

F i n a l l y , r e t u r n t h e above d e t e r m i n e d v a l u e .
Choose on ly one from : { c u r r e n t s u b − t a s k c l a s s e s } .

Inter-coder reliability: Before proceeding any
further we provided the Cohen’s kappa and related
95% confidence intervals (with replacement, 10k
repetitions) for each of the themes and for the clas-
sification of the gender-based target audience. Due
to space constraints, we only focus on the best-
performing combination highlighted in Table 1.
The theme Domesticity and Nurturing achieved
a κ of .72 [.52, .89]; Fashion and Beauty obtained
a κ of .76 [.57, .91]; Nature and Animals .67 [.50,
.81]; Love and Tenderness .65 [.46, .81]; Magic and
Fantasy .77 [.59, .91]; Action and Adventure .45
[.30, .60]; Fight and Combat .71 [.49, .89]; Speed
and Racing .78 [.62, .91]; Horror and Monsters .54
[0, 1] (due to numerical errors during bootstrap-
ping); Arts and Crafts .57 [.36, .75]. Considering
the traditional threshold of .61—where a score be-
tween .61 and .8 indicates substantial agreement
(Landis and Koch, 1977, p. 165)—we excluded the
following themes from the analysis of the results:

106



Action and Adventure, Horror and Monsters, and
Arts and Crafts. Finally, the main logic of the best-
performing combination of models achieved a κ of
.69 [.57, .79] on the gender target classification.

4 Results

Besides the 467 commercials from the ground truth,
2041 unseen ads were automatically annotated with
the previously described pipeline. In the following
we reported the results of analyses performed on
the hybrid dataset of 2508 commercials.

Diachronic analysis: Spearman’s rank correla-
tion coefficients were computed between upload
years and the ratio of positive predictions. For the
themes this number is simply the ratio of commer-
cials where a theme is predicted as present in the
transcript. Concerning unipolar affective scales,
positive predictions corresponded to commercials
with a soundtrack that was predicted as belonging
to the upper 50% percentile, while for bipolar mid-
level descriptors (e.g. Electric/Acoustic) positive
predictions corresponded to the rightmost polari-
ties of the scales, which were binned in the ground
truth as the upper 50% percentile.

A minimum count of 20 commercials per bin
(at the intersection of control variable and upload
year) was imposed. In one case, at the intersection
of the theme Love and Tenderness and the years
2024/2025, we dropped said bin from the analysis,
as it contained less than 20 commercials, and there-
fore representativeness could not be guaranteed.

First, no relevant trends were detected across
gender targets—that is, across the entire corpus.
However, once grouped by predicted gender tar-
get, two relevant trends emerged for the predicted
themes. Within commercials that were predicted as
targeted at a mixed audience, the theme Nature and
Animals has been almost steadily decreasing over
the last 14 years (Spearman’s ρ = −.86, p = .014),
as reported in Figure 2a. Similarly, although to a
lesser extent, as reported in Figure 2b, the theme
Fight and Combat has been steadily decreasing
within commercials predicted as targeted at a mas-
culine audience (ρ = −.93, p = .003). No trends
were detected for any theme within commercials
targeted at a feminine audience.

No relevant trends were also detected for emo-
tions within gender targets. However, as reported
in Figure 3a, commercials classified as targeted
to a mixed audience show a negative trend in the
ratio of soundtracks with a weak beat (ρ = −.82,

Theme ρ p Scale

fight combat
-.93 .003 Strong beat/Weak beat
-.89 .007 Loud/Soft
-.79 .036 Punchy/Smooth

love tenderness -.83 .042 Strong beat/Weak beat
-.89 .019 Electric/Acoustic

magic fantasy -.79 .036 Punchy/Smooth

speed racing

-.86 .014 Loud/Soft
-.93 .003 Punchy/Smooth
-.86 .014 Electric/Acoustic
-.86 .014 Distorted/Clear
-.79 .036 Strong beat/Weak beat

Table 3: Spearman’s coefficients and p-values of themes-
wise time trends of the mid-level music descriptors.

p = .023). Similarly, in Figure 3b, for commer-
cials classified as targeted to a masculine audience,
the ratio of those with a weak beat or with a soft
soundtrack has been steadily decreasing (both with
ρ = −.93, p = .003).

When grouped by theme, no relevant trend was
detected in any emotion scale. Instead, several
significant correlations emerged from the analysis
of mid-level music descriptors within commercials
grouped by theme. Which were reported in Figures
4a to 4d and in Table 3, with the corresponding
correlation coefficients and p-values.

Interactions between scales and themes: Fi-
nally, we explore the interaction between emotions
and mid-level descriptors predicted from the sound-
tracks, and the themes found in spoken language
that were annotated with the RAG pipeline. In
Figure 5 we reported the ratio of soundtracks—
grouped by theme—that were predicted in the up-
per 50% percentile of each scale.

A clear pattern emerged, where themes stereo-
typically associated with femininity (de Iulio and
Jarrin, 2004) co-occurred with soundtracks that
were softer, happier, calmer, more harmonious,
lighter, and—with the exception of the theme Fash-
ion and Beauty—with weaker beats, smoother and
more acoustic than electric; where such exception
is likely a reference to the electronic dance mu-
sic that accompanies fashion shows. Conversely,
themes associated with masculinity were mostly
paired with angrier, louder, heavier, more distorted,
[...], and more disharmonious soundtracks.

5 Discussion

As evidenced in the results, and as discussed in a
previous study (Marinelli et al., 2024), the mid-
level music descriptors in the ground truth are
collinear. Therefore, trends related to those scales
are better interpreted along two latent axes: the
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(a) (b)

Figure 2: Ratio of commercials grouped by gender target that contain the predicted theme.

(a) (b)

Figure 3: Ratio of commercials grouped by gender target in the upper 50% percentile of the scales.

(a) (b)

(c) (d)

Figure 4: Ratio of commercials grouped by theme in the upper 50% percentile of the scales.
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Figure 5: Heatmap showing the ratio of soundtracks
grouped by theme (columns) predicted in the upper 50%
percentile of each scale (rows).

“Energizing/Soothing” axis and the “Harmonious
and clear/Dissonant and distorted” axis.

Concerning the reported diachronic changes, a
counter-stereotypical trend was found in the de-
creasing ratio of masculine-targeted commercials
referring to Fight and Combat (Figure 2b). How-
ever, this change appeared to be offset by an overall
increase of loud soundtracks with a strong beat in
masculine-targeted ads (Figure 3b), also reported
for mixed-audience commercials (Figure 3a). In
particular, ads referring to Fight and Combat (Fig-
ure 4a) show a substantial increase in energizing
soundtracks. A similar trend appeared also for
the theme Love and Tenderness (4b) although to
a lesser degree. Moreover, ads referring to Speed
and Racing (Figure 4d) show the most pronounced
increase in both energizing and dissonant/distorted
soundtracks. Therefore, it appears that masculine-
adjacent commercials have become more abrasive
over the last 14 years, with little to no change to
report for feminine-targeted ones.

Tracking these patterns showed that, despite
widespread public backlash (Fine and Rush, 2018;
Marinelli et al., 2024), toy commercials continue to
reinforce traditional gender stereotypes through in-
creasingly polarized multimodal strategies. Specif-
ically, the finding that masculine-adjacent com-
mercials have become more auditorily aggressive,
while feminine ones remain largely unchanged,
suggests that gender polarization may be widen-
ing rather than narrowing. Moreover, diachronic
analysis can reveal counter-intuitive trends, such as
the decrease of Fight and Combat being offset by
increasingly aggressive soundtracks, showing how

stereotyped media portrayals can evolve in form
while maintaining their underlying polarization.

6 Conclusion

Our best-performing configuration achieved sub-
stantial agreement with a human annotator. Specif-
ically, it achieved an average Cohen’s κ of .66
across ten themes2 (average F1 of .82) and a κ
of .69 for gender-target classification (F1 of .80) in
a leave-one-out cross-validation on 467 ads. The
pipeline was then applied on 2041 unseen com-
mercials, for a total of 2508 toy ads spanning 14
years. Evolving patterns emerged in the interac-
tions between language and music in gendered toy
advertisements. Our findings reveal a multimodal
alignment of gender stereotypes, where stereotyp-
ically feminine themes in the transcripts co-occur
with soft, calm, harmonious soundtracks, while
stereotypically masculine themes consistently align
with loud, aggressive, and distorted soundtracks.
An overall increase of energizing soundtracks was
reported for masculine-targeted, mixed-audience
commercials, their themes, and even for one tra-
ditionally feminine theme (Love and Tenderness).
However, such increase was steeper for masculine-
targeted commercials and associated themes.

This study had a few limitations. In the ground
truth, the gender orientation of the commercials
was based on the gender of the actors in each video.
However, the pipeline based its decisions on pat-
terns in text and audio which can change over time,
undermining the internal validity of this particular
inference. Another limitation, which we partially
addressed by providing confidence intervals for the
performance metrics, is that the RAG pipeline was
built using the same set on which it was evaluated.

Future studies might consider testing the pipeline
across different cultures, as portrayals may vary be-
tween countries. Moreover, adding visual analysis
such as colors, character positions, and facial ex-
pressions would provide a complete picture of how
text, audio, and image cooperate in gendered adver-
tising. Finally, preregistration and other strategies
should be considered to ensure that a portion of
unseen data is also manually coded by experts and
only disclosed to system developers at evaluation
time. This is especially relevant when automated
annotation is employed on corpora that are orders
of magnitude larger than the initial ground truth.

2However, three subpar themes were excluded from the
final analysis. The remaining themes averaged at a κ of .72.
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Abstract

We study links between societal stress -
quantified from 18th–19th century Old Bailey
trial records - and weekly mortality in
historical London. Using MacBERTh-based
hardship sentiment and time-series analyses
(CCF, VAR/IRF, and a Temporal Fusion
Transformer, TFT), we find robust lead–lag
associations. Hardship sentiment shows its
strongest predictive contribution at a 5–6 week
lead for mortality in the TFT, while mortality
increases precede higher conviction rates in
the courts. Results align with Epidemic
Psychology and suggest that text-derived
stress markers can improve forecasting of
public-health relevant mortality fluctuations.

1 Introduction

“Great fears of the sickenesse here in the City, it
being said that two or three houses are already shut
up. God preserve us all!” This entry from Samuel
Pepys’ diary, written on Sunday 30 April (1665),
encapsulates the dread that gripped London during
the Great Plague. Accounts such as these show how
epidemics are not purely biological phenomena,
but events that have a widespread impact on social
order. The model of Epidemic Psychology put
forward by the sociologist Strong (1990) outlines
how societies can be caught up in what he calls a
“maelstrom” of impact, altering social structures.

This study investigates whether indicators of so-
cietal stress, expressed through historical crime
records, relate to fluctuations in total weekly mor-
tality. Such fluctuations are often indicative of
public-health crises, but also reflect broader soci-
etal vulnerabilities. Researchers such as Alcabes

∗Code for this study is available at: https://github.
com/Seb-Olsen/ranlp25-hardship-mortality

(2009) have explored the social impact of epi-
demics, with studies primarily focusing on their so-
ciological impacts (Chu et al., 2020; Muthuswamy,
2024). Modern quantitative studies exist, with
Kastalskiy et al. (2021) investigating the impact of
societal stress on the COVID-19 pandemic. Their
research finds that countries able to manage stress
can avoid strong second disease waves. These re-
sults highlight the potential for investigating similar
dynamics in historical contexts. However, there is a
distinct lack of quantitative research utilising high-
quality historical data. We aim to better understand
how societal stress has influenced mortality trends
and fill this gap in historical quantitative studies.

Our primary research question is: “How are pat-
terns of crime, judicial outcomes, and the senti-
ment expressed in criminal trial accounts related to
weekly mortality fluctuations in London, reflecting
societal stress during periods of crisis?". Our work
builds on previous studies that link text sentiment
to real-world measures (Bentley et al., 2014) and
on quantitative legal history and sentiment analysis
(Zhao et al., 2022; Pan et al., 2021).

Research Context and Motivation Modern
studies (e.g., Kruspe et al. 2020; Wang et al. 2020)
show that public sentiment can shift almost in real
time - lockdowns and policy announcements pro-
duce immediate mood changes on social media.
Such rapid shifts reflect how heightened societal
stress and widespread hardship can impair decision-
making, fuel policy overreactions, and undermine
social stability (FeldmanHall et al., 2015). His-
torical accounts (for example Bishop de Belsunce
on the Great Plague of Marseille; Devaux 2012)
suggest comparable social dynamics may have
occurred in earlier epidemics. By quantitatively
analysing trial texts alongside weekly mortality, we
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ask whether spikes in archival hardship language
precede or follow mortality surges and whether
trial sentiment echoes Strong’s “maelstrom” of fear-
driven social collapse (Strong, 1990). Applying
NLP and time-series forecasting gives us an empir-
ical way to test these dynamics in historical data.

Contributions (1) We construct a hardship sen-
timent proxy from historical trial texts using
MacBERTh and ABSA-style embedding similar-
ity; (2) We quantify lead–lag structure with CCF,
VAR/IRF, and predictive tests, separating con-
temporaneous from delayed associations; (3) We
benchmark forecasting with TFT against naïve and
seasonal baselines and interpret drivers via variable
importance; (4) We connect mortality dynamics
with judicial responses, providing quantitative evi-
dence consistent with Epidemic Psychology.

2 Related Work

This research is situated at the intersection of histor-
ical NLP, time-series forecasting, and public health.
The application of transformer-based models to
time-series forecasting is a burgeoning field. The
Temporal Fusion Transformer (TFT) (Lim et al.,
2021) has shown state-of-the-art performance in
various domains like retail and finance, but its ap-
plication to historical or epidemiological data is
less common. Makhonza et al. (2024) success-
fully applied TFT to modern mortality forecasting,
demonstrating its potential. Our work extends this
by applying TFT to a uniquely challenging histori-
cal dataset, characterised by noise, reporting lags,
and non-stationarity.

Furthermore, the use of NLP to extract pub-
lic health indicators is a well-established practice,
with systematic reviews highlighting its application
to infectious disease surveillance (Agbehadji and
Awad, 2023) and population mental health monitor-
ing (Gkotsis et al., 2024). Specific applications are
diverse: foundational studies used sentiment anal-
ysis to predict flu outbreaks (Pan et al., 2021) and
measure public reaction to health policies (Zhao
et al., 2022), while more recent work employs so-
phisticated transformer models for detailed emo-
tion classification (Cui et al., 2024) and leverages
the latest generation of LLMs to analyse health
discussions on social media (Zhang et al., 2024).
Our study is novel in its application of these tech-
niques to a large-scale historical corpus to create
a sentiment-based proxy for societal stress. By
linking this proxy to administrative records on mor-

tality and crime, we create a new, quantitative lens
through which to study historical societal dynam-
ics.

3 Methodology

3.1 Data Sources

Our primary text source is the Old Bailey Ses-
sions Papers XML corpus (Hitchcock et al., 2023),
covering 1678–1849. This corpus was chosen
for its detailed trial accounts and precise weekly
dating, which mitigates the publication lag found
in other historical text corpora and is crucial for
time-series analysis. Crucially, its focus on Lon-
don allowed for direct geographical and temporal
alignment with our mortality dataset. The source
boasts a 99.99% accurate transcription rate (Hitch-
cock and Turkel, 2016). We restricted our anal-
ysis to 1719–1829 to maximise data utility. We
programmatically extracted structured metadata
– offenceCategory, verdictCategory,
and punishmentCategory – from the records
(Hitchcock and Shoemaker, 2006), yielding a total
of 138,078 trial observations.

For mortality data, we used the London Bills of
Mortality dataset (Smith et al., 2020), which pro-
vides weekly mortality counts from 1644–1849. To
stabilise variance and mitigate extreme spikes, we
log-transformed the weekly death counts, creating
the log_deaths variable. Izdebski et al. (2022)
have previously used such mortality data as a reli-
able indicator of epidemic impact in pre-modern
periods.

3.2 Sentiment Analysis

A key challenge was the linguistic complexity of
historical texts and the lack of temporal general-
ization ability of language models (Verkijk et al.,
2025). We leveraged MacBERTh, a BERT model
adapted for historical English (1450-1950) (De-
vlin et al., 2019; Manjavacas and Fonteyn, 2022).
Its pre-training on historical corpora provides ro-
bustness to spelling variations and helps mitigate
semantic drift (Kutuzov and Giulianelli, 2020),
making it highly suitable for fine-grained semantic
tasks. Recent work has specifically demonstrated
the value of using MacBERTh for aspect-based
sentiment analysis (ABSA) in literary-historical
contexts (Dejaeghere et al., 2024).

Informed by this precedent, we adopted an
ABSA approach to quantify hardship within the
trial narratives. We generated embeddings for each
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trial’s text and computed reference embeddings
for a curated list of hardship-related terms (Ta-
ble 1). The resulting hardship sentiment score was
obtained by cosine similarity between trial embed-
dings and the hardship reference vectors.

Terms for hardship sentiment

poor poverty necessity
distress hardship starve
desperate ruin beggar
vagrant hunger want

Table 1. Terms used to generate reference embeddings
indicative of hardship sentiment.

3.3 Validation and Robustness of the
Hardship Measure

We qualitatively validated our hardship measure by
auditing a stratified sample of trials. High-scoring
texts clearly contained hardship narratives. For in-
stance, one trial described a prisoner who begged
a judge for mercy, stating: “What a sad thing will
this be for my Wife, who has not a Farthing in
the World.” In contrast, low-scoring trials were
typically terse and factual. To test robustness, we
compared our MacBERTh-based scores to a sim-
ple keyword-frequency baseline; correlations and
lead–lag patterns were similar. This triangulation
supports the validity of our construct, though fur-
ther multi-annotator evaluation remains a priority
for future work.

3.4 Time-Series Analysis and Forecasting
To explore the temporal dynamics between our vari-
ables, we employed several time-series analyses.
Cross-Correlation Functions (CCF) were used to
examine lead-lag relationships (Shumway and Stof-
fer, 2000). We then performed Granger causality
tests to assess whether one time series could be
used to forecast another (Granger, 1969). We tested
for lags from 1 to 12 weeks.

Finally, to model the system’s response to
shocks, we fitted a Vector Autoregression (VAR)
model. A VAR model expresses each variable as a
linear function of its own past values and the past
values of all other variables in the system (Sims,
1980). From the fitted VAR model, we generated
Impulse Response Functions (IRFs), which trace
the dynamic effect of a one-time, one-standard-
deviation shock in one variable on the future tra-
jectory of another variable, holding other shocks

constant. This allows for a deeper analysis of the
bivariate relationships.

For the primary forecasting task, we imple-
mented the Temporal Fusion Transformer (TFT)
(Lim et al., 2021), a neural network architecture
with built-in interpretability. We optimised hyper-
parameters using the Optuna framework, aiming
to minimise Symmetric Mean Absolute Percent-
age Error (SMAPE). The model was trained using
QuantileLoss at the 0.1, 0.5, and 0.9 quantiles
to estimate prediction intervals. We evaluated its
performance against three standard baselines: a
Naïve (last-value) forecast, a Seasonal Naïve (same-
week-last-year) forecast, and a Historical Average
forecast.

4 Results

The final DataFrame contains 5,768
weekly rows and 28 features (aggregated
hardship_sentiment, crime proportions,
conviction/punishment rates, trial counts, a
year_end_spike indicator, and mortality
variables). Trial-level hardship scores excluded
5,549 very-short trials (<30 words), i.e., ≈ 4.02%,
to improve reliability (see Figure 1).

Figure 1. Pipeline for sentiment analysis and mortality
data forecasting.
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4.1 Exploratory Data Analysis

The weekly death count (Figure 2) shows a grad-
ual decrease over the period, likely due to public
health improvements (Porter, 1991). The promi-
nent ’jitters’ are artefacts of historical reporting,
where parishes aggregated death counts at year-
end (Figure 3). The conviction rate (Figure 4) was
steady around 60%, but spiked to 97% between
1791–1793, possibly reflecting fears following the
French Revolution (Eastwood, 1995). Across the
series mean weekly deaths decline from ≈ 500
in the early 1700s to ≈ 420 by 1829, motivating
the log-transform used throughout. The dataset
therefore combines long-run decline with irregu-
lar, year-end aggregation spikes that we explicitly
model.

Figure 2. Weekly Death Rates (1719–1829).

Figure 3. Distribution of Deaths by Week (1719–1829).

Figure 4. Weekly Conviction Rate (1719–1829).

Analyses of trial and verdict counts around 1788–
1792 show that the conviction-rate spike was not
driven by fewer trials, suggesting a genuine in-
crease in conviction likelihood during that period.

4.2 Shock Analysis with VAR/IRF

VAR/IRF analysis shows that an unexpected shock
in hardship sentiment leads to a statistically signifi-
cant increase in the growth rate of log_deaths

about two weeks later, followed by oscillatory
effects (Figure 5a). Conversely, a shock in
log_deaths prompts smaller but statistically
significant responses in hardship sentiment (Fig-
ure 5b).

(a) Hardship → Deaths IRF (b) Deaths → Hardship IRF

Figure 5. Impulse response functions (95% CIs).

4.3 Lead–lag associations and predictive tests
The cross-correlation plot (Figure 6) shows a mod-
est peak when hardship_sentiment leads
log_deaths by 4–6 weeks, and a stronger, sig-
nificant correlation when deaths lead sentiment by
17–20 weeks. A five-year rolling correlation (Fig-
ure 7) reveals a highly dynamic relationship, with
a strong positive peak (>+0.6) around the 1740
“Great Frost” (Engler et al., 2013).

Granger causality tests (Figure 8)
for hardship_sentiment causing
log_deaths were not statistically signifi-
cant. However, tests show that log_deaths
significantly Granger-causes the conviction rate,
particularly with a lag of two or more weeks
(Figure 9).

Figure 6. Cross-correlation of hardship and deaths.

Figure 7. Five-year rolling correlation.
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Figure 8. Granger Test: Hardship → Deaths.

Figure 9. Granger Test: Deaths → Conviction Rate.

4.4 TFT Model Performance and Error
Analysis

The TFT model outperformed all baselines (Ta-
ble 2), achieving an MAE of 115.9. An error
analysis (Figure 10) reveals the TFT’s robustness.
The validation loss curve (Figure 10a) shows that
early stopping at epoch 20 prevented overfitting.
The forecast visualization (Figure 10b) shows that
the TFT model successfully captures the overall
mortality trend and year-end spikes, unlike the
baselines. The Seasonal Naïve model performs
worst (SMAPE: 43.8%), likely because it overfits
to past seasonal patterns and is brittle to the irregu-
lar shocks that drive historical mortality.

Model MAE MSE SMAPE (%) RMSE

TFT 115.9 20396.4 30.9 142.8
Naive 136.5 28921.7 34.3 170.1
Seasonal Naive 191.5 68216.0 43.8 261.2
Average 118.4 20562.2 31.0 143.4

Table 2. Forecasting performance of TFT and baselines.

The model’s interpretability features highlight
which signals drive forecasts. Among decoder vari-
ables, the year_end_spike indicator was most
influential (≈ 45%; Figure 11a). For encoder vari-
ables, hardship sentiment with a six-week lag was
the strongest predictor (≈ 16%; Figure 11b).

(a) TFT Validation Loss (early stop at epoch 20).

(b) Actual vs. TFT and Baseline Forecasts - Validation Period

Figure 10. TFT model performance and forecast visual-
ization.

(a) TFT – Decoder Variables Importance.

(b) TFT – Encoder Variables Importance.

Figure 11. TFT model interpretability: feature impor-
tance.
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5 Discussion

This research finds that patterns of crime, judicial
outcomes, and sentiment in trial accounts are signif-
icantly related to weekly mortality in historical Lon-
don. The finding that hardship sentiment lagged by
six weeks is the top encoder variable for the TFT
model strongly supports the hypothesis that hard-
ship has a tangible, though delayed, relationship
with mortality. This delay may be attributable to
the time it takes for chronic stress and worsening
living conditions to physically impact individuals,
a conclusion supported by sociological research on
unemployment and immune dysfunction (Milner
et al., 2013; Balakin et al., 2025).

The relationship is multifaceted and bidirec-
tional. While contemporaneous correlation is weak
(r = 0.01), time-lagged analyses reveal a more
complex story. The CCF, VAR/IRF, and TFT re-
sults all point to hardship sentiment having its
greatest impact on mortality with an approximate
six-week delay. Furthermore, mortality increases
appear to precede rises in hardship sentiment by
about 17-20 weeks, and Granger-cause a rise in
conviction rates after a lag of two weeks. This
indicates a bidirectional lead–lag pattern wherein
public health crises influence public sentiment and
judicial responses.

The finding that increased deaths Granger-cause
higher conviction rates (Figure 9) raises complex
questions about judicial objectivity, corroborating
conclusions from Jedwab et al. (2021). Was the
judicial system swayed by public fear, leading to
a search for ‘scapegoats’ during periods of high
mortality? Was it used by authorities to restore
order after periods of high societal stress? These
questions merit further research into the response
of the legal system to drivers of societal stress.

These results contribute directly to Strong’s
(1990) concept of the “maelstrom”, where disease
outbreaks are followed by suspicion and moral con-
troversy. As Strong notes, “friends, family and
neighbours may be feared... the world may be
turned upside down” (1990, p. 252). Our findings
build on this by showing that hardship sentiment
and judicial metrics can act as quantitative predic-
tors of future weekly mortality. Methodologically,
this offers a new way to track this historical ef-
fect and serves as a strong use case for applying
historical language models like MacBERTh to ex-
tract meaningful, predictive signals from complex
textual archives.

5.1 Limitations and Future Work
One key limitation is the quality of 18th-century
data reporting. Spikes in weekly deaths are often
artifacts of year-end data aggregation. While our
year_end_spike feature helps mitigate this, fu-
ture work could also benchmark our ABSA-style
approach against other sentiment analysis tech-
niques. A second challenge lies in the historical
texts themselves, which contain spelling variations
and semantic drift that are only partially mitigated
by models like MacBERTh.

Another limitation is the use of total weekly mor-
tality as a proxy for epidemic periods. This aggre-
gate measure includes deaths from other causes
potentially influenced by societal stress (e.g., mal-
nutrition). Future work with more disaggregated,
cause-specific death records could differentiate the
impact of hardship more clearly. The findings of
this study are specific to London from 1719-1829;
generalizing these links to other contexts or mod-
ern data requires caution and further investigation
to validate the relationships.

A final limitation concerns causal interpretation.
While lead–lag structure is suggestive, our analy-
ses cannot rule out unobserved confounders (e.g.,
climate, policing intensity). We therefore interpret
findings as predictive associations only.

6 Conclusion

This study explored the temporal relationships be-
tween societal stress indicators and weekly mor-
tality in 18th and 19th-century London. Our anal-
ysis revealed several key findings: (1) hardship
sentiment, particularly with a 5-6 week lag, is a
significant leading predictor of weekly mortality
fluctuations; (2) patterns of crime also demonstrate
predictive value; and (3) a bidirectional pattern is
observed, with rising mortality improving forecasts
of subsequent conviction rates.

The demonstrated link between text-derived
hardship and mortality suggests the potential utility
of similar sentiment analysis techniques on modern,
large-scale textual data (e.g., social media, news
reports) for early-warning systems of societal dis-
tress. By providing a quantitative lens on Epidemic
Psychology, this work underscores the far-reaching
societal impacts of public health crises and opens
new avenues for both historical inquiry and con-
temporary policy.
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Abstract

Temporal-aware language models have proved
to be effective over longer time periods as lan-
guage and its use changes, but little research
has looked at how language use can change
at different times of the day. We hypothesize
that a person’s usage of language varies at dif-
ferent times of day. We explore this concept
by evaluating if models for language modeling
and next word prediction improve their per-
formance when considering the time of day.
Specifically, we explore personalized temporal-
aware models for next-word prediction and
language modeling and compare them against
baseline models, including non-temporal-aware
personalized models. Specifically, our pro-
posed model considers which of the 8, 3-hr
daily time segments that a text snippet was
written during for a given author. We found
that our temporal-aware models tend to outper-
form temporal-agnostic models with respect to
accuracy and perplexity.

1 Introduction

Language models are often trained on large
amounts of text from many different people but
do not necessarily consider the time that the text
was written. In this work, we tailor a general pre-
trained language model (GPT2) (Radford et al.,
2019) toward a single person and the time of day
that their text was written. The intuition behind this
is that we believe that the same individual’s use of
a language varies throughout different times of the
day and we can use models to explore that. For
example, a person’s text snippets in morning could
differ from their text snippets in the evening. As
far as we have found, there has been no prior work
considering the use of language at different times
of day. Improving the performance of a language
model through considering the time of day that the
text was written, could potentially assist authorship

attribution models (Fabien et al., 2020), although
additional experiments are required to validate this.

Classifiers have been found to have improved
performance when tested on the same time pe-
riod they were trained on compared to other in-
tervals, both annually and seasonally (Huang and
Paul, 2018). Considering the month a post was
made in has been shown to have an impact on docu-
ment classification using a pre-trained BERT model
when looking at Reddit posts to classify which
political subreddit they belonged to (Röttger and
Pierrehumbert, 2021). Models trained on an even
shorter time frame, like day of the week, have also
been seen to outperform temporal-agnostic models
for tasks like word sense disambiguation (Wei and
King, 2024). We now aim to look at the potential
of time impacting next-word prediction and lan-
guage modeling in an even shorter duration. Many
applications that support sharing text often include
timestamps with text and therefore it is reasonable
to consider this type of data in real scenarios. Due
to the size of our dataset, we had segmented time
of day into 8, 3-hour segments, but acknowledge
that the size of the time segments could be a hy-
perparameter that could be tuned to select the best
performing time range size.

2 Related Work

Although there is a lot of previous work looking
at language models with a temporal context, rel-
atively low amounts of research have focused on
authors speaking differently at various times in
the context of improving next-word prediction and
language modeling. Some research showed that
there is a benefit in using temporal data for vari-
ous other tasks including document classification
(Huang and Paul, 2018; Röttger and Pierrehumbert,
2021). It’s suggested that classifiers perform better
when they are applied to the time period they were
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trained on, both on a seasonal level and by year
(Huang and Paul, 2018). They recommend train-
ing a classifier from the most current chronological
samples instead of randomly in order to get the best
performance (Huang and Paul, 2018). Word sense
disambiguation models — models that are tasked
with assigning a sense to a word in context — have
also been shown to perform better when tailored
toward temporal segments (Wei and King, 2024).

Rosin et al. (2021) proposed tempoBERT, a
model that considers the context of time and used
that alongside prepended text indicating the year
that it was written to initially help with time based
facts; they also explored semantic change and sen-
tence time prediction. They found that by using
smaller language models, they were able to produce
state-of-the-art results, outperforming the larger
models (Rosin et al., 2021). Rosin and Radinsky
(2022) worked on temporal attention by creating
a matrix of the input and embedding the time vec-
tor into that, allowing for the language model to
consider time without changing the input at all, so
there isn’t a need to prepend text based on what
year it is. King and Cook (2020) applied a similar
technique, which they refer to as priming, where
they input tokens from text from the author to an
LSTM-based language models before being evalu-
ated on some text for testing. They evaluated their
models using adjusted perplexity (a variation of per-
plexity), accuracy@k, and accuracy@k given the
first c number of characters from the target token.

Another contribution that involves temporal in-
formation is tempLAMA, a dataset which con-
tains queries with time-sensitive answers, making
it a good tool to test temporal language models
(Dhingra et al., 2022). They used tempLAMA to
train language models and found similar results,
where language models that consider time per-
formed better than time-agnostic models that were
trained on more text and temporal-aware models
have consistently performed better on these time-
sensitive questions compared to time-agnostic mod-
els (Dhingra et al., 2022).

There has been work and discussion around keep-
ing human nature in the field of natural language
processing. Hovy and Yang (2021) suggest that
there are many things that change the way the same
person will write text such as who the receiver of
the message is, what the event/occasion is or, based
on the topic. They suggest that we need to get
closer to social understanding of humans to better

language prediction (Hovy and Yang, 2021). We
agree with the idea that social modeling can benefit
with the addition of more context and our work
focuses on exploring if time of day has any impact
on this.

Soni et al. (2022) expanded on the idea that we
need human social understanding and had a similar
idea to our hypothesis in the sense that humans
will use language differently in various situations.
They segmented things by the human state and
were able to make the model aware of what state
of being the individual was in, personifying a bit
of the machine part of natural language processing
(Soni et al., 2022). In our case, the different states
can be comparable to what time of day the author
is writing during.

3 Dataset

We randomly selected 50 subreddits1 from a list
of popular communities2. We then extracted the
25 most recent posts from each of those subreddits.
We reselected a new subreddit if the originally se-
lected subreddit primarily consisted of images. We
collected all public comments and posts from the
users that were authors of each selected post from
the original list of subreddits, which includes com-
ments and posts from other subreddits. The intent
of gathering text from different subreddits by the
same user was to increase topic diversity for a given
user. We removed any authors that had less than
25 posts or comments total (across all subreddits,
selected originally and otherwise) from the dataset.
We converted the times of all posts and comments
from UTC into our local time (ADT). This was
done because there was no associated location and
time zone info publicly available and it is important
to mention that we do not have access to the actual
time of day for the timezone of the author when
the text was posted. Therefore, our analysis and
experiments will be considering the time relative to
each individual author and we cannot compare the
same time segment across authors. We then sepa-
rated all posts and comments from each author into
time segments (3-hour periods beginning at 12AM
ADT). This resulted in 8 different time segments
within a day. Authors that had not posted across
a minimum of two time segments were removed.

1Subreddits are topic-specific forums or sub-sites where
users can post and comment on the social media platform,
Reddit.

2https://www.reddit.com/best/
communities/1/
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Figure 1: The distribution of the number of time seg-
ments the authors had posted across.

This resulted in 163 different authors and 1,008
author/time segment combinations across those au-
thors — up to 8 time segments per author. The
number of time segments per author can be seen in
Figure 1). Most authors had posted across 6 or 7
time segments, with no authors posting across all
eight segments. There are very few authors that
only posted in 2 or 3 time segments. There are
2.34 posts and 101.01 comments per author on av-
erage, with an average length of 36.56 words. All
text included in this dataset is in English. Text that
was detected to be in multiple languages were re-
moved from the dataset before ensuring they met
the minimum post and time segment requirements.

4 Experimental Setup

The tasks that we focus on are language modeling
and next-word prediction. The same models will be
applied to both tasks. The models we used were not
trained specifically on temporal-aware data. Each
model varies by selecting different types of text
to prepend the text to be used for testing (or not
prepending any text in one case seen in Section 4.2).
From hereon, we refer to every piece of text the
author has written as a post, regardless of whether
it was a post or comment.

4.1 Models

Due to the lack of location-based information on
posts, and therefore timezone information, each
model is tailored toward a time segment for a given
author, instead of similar time segments across au-
thors. This is to capture that the timestamp for the
text is relative to the author’s time of day. For ex-
ample, morning in one location could be night in

another location, but the existing information with
the text does not provide enough location-based
context to determine the region-specific time of
day. Therefore, we can’t have a model tailored
towards text from a specific time segment from
multiple authors. We used GPT2 (Radford et al.,
2019) with a 1024 token limit from Huggingface
3 as our general pretrained language model and its
corresponding tokenizer.

Each of the following models use GPT2 and we
discuss the variations of the models in the follow-
ing subsections. Each model will be given text to
evaluate their language modeling capabilities and
next-word prediction.

4.2 Nothing

In this model, we use GPT2 without any modifica-
tions. Specifically, we pass each post on its own
to GPT2. We refer to this model as Nothing in the
later sections.

4.3 Random

In this model, each given post is prepended with
text selected randomly from any of the other au-
thors in our dataset and any relative time segment.
We refer to this model as Random in the later sec-
tions. For example, if the test text was from au-
thor A in time segment 7, then the Random text
prepended to that could be from any time segment
(1-8) and any author that isn’t author A.

4.4 Author

In this model, each given post is prepended with
text from the same author and different time seg-
ments to the post that was being evaluated. For
example if the test text is from author A in time
segment 7, then the Author text prepended to it
would be from author A and any available time
segment other than 7. We refer to this model as
Author in the later sections.

4.5 Temporal

In this model, each post is prepended with text from
the same author and the same time segment. The
text can be from different days, but it is the same
daily time segment relative to the given author. For
example, if the test text is from author A and time
segment 7, Temporal text prepended to it would
include all other posts from time segment 7 for

3https://huggingface.co/docs/
transformers/en/model_doc/gpt2#
openai-gpt2
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author A. We refer to this model as Temporal in the
later sections.

We chose these experimental setups to explore
the influence of time in the models. For example,
if someone were to write in the same manner re-
gardless of the time of day, we would expect the
improvement in performance to be similar between
Author and Temporal. However, if Temporal out-
performs Author, then we would expect that it is
due to same person changing their manner of writ-
ing throughout the day. Random was chosen so
that we could test if simply adding more prepended
text could help as much as the personalized mod-
els. Since this dataset was limited and token length
can vary within time segments of an author, we
recorded the length of text used for the Temporal
model and limited the amount of text for Author
and Random to have the same token length so that
results would not be affected by one model simply
having more text to benefit from.

5 Results

In this section, we discuss our results from the
experiment.

5.1 Evaluation Metrics

The performance of Each of the models were mea-
sured in terms of perplexity per post and accuracy
at k, with k ranging from 1 through 5. The Perplex-
ity score per post was averaged to be one value for
each author/time segment combination. The accu-
racy at k for every post was summed and divided
by the sum of all tokens in a time segment to be the
percentage of tokens accurately predicted in that
time segment. These values were then compared
across all four of the models for each time segment.

For every time segment for every author, each
post had a perplexity value and accuracy@k — the
number of tokens accurately predicted within the
top k predictions – for each value 1-5. Accuracy@k
lends itself as a more extrinsic evaluation and re-
sembles the desired performance on systems with
next-word prediction, such as messaging applica-
tions. For example, the application recommends k
words as a prediction when writing text.

Both the values for perplexity and accuracy@k
from our models were then compared against all
our other models to see how frequently one model
produced a better value (lower perplexity or greater
accuracy@k) than the model it was being compared
against.

5.2 Evaluation Results

Table 1 shows each model’s weighted average per-
plexity and accuracy@k. The weighted average in-
corporates the number of tokens in each post. The
weighting was done so that the impact of perplexity
scores was relative to the length of a post, for exam-
ple, a short post could dominate the overall score
if it performed exceptionally poorly on it. Tempo-
ral consistently outperforms all other considered
models on both perplexity and accuracy@k. Al-
though showing relatively large improvements over
Author for perplexity, the difference with respect
to accuracy@k is marginal. Author consistently
outperformed Nothing and Random, which shows
that personalizing models is beneficial.

To directly compare between models, we cal-
culate the percentage of instances that one model
outperforms another model in Table 2. The values
in the table represent the percentage of all instances
that one model (row) beat the other model (column)
in regards to average perplexity. This further shows
that the temporal-aware model, Temporal more of-
ten outperforms the other temporal-agnostic mod-
els with respect to perplexity.

Similarly, Table 3 shows the percentage of time
segments that one model outperformed another
model on next-word prediction with respect to accu-
racy@1. Table 4 and Table 5 also show next-word
prediction results for a model comparison at k be-
ing equal to 3 and 5, respectively. The values in
these table show that Temporal is more likely to out-
perform the other temporal-agnostic models than
be outperformed by them. Interestingly, Author
outperforms Nothing more often than Temporal
outperforms Nothing.

Random outperforming Nothing on most in-
stances shows that more text typically does help a
model improve accuracy in next-word prediction
and lowers perplexity. However, seeing that both
Temporal and Author beat Random a majority of
the time supports the idea that performance can be
improved with human context, simply giving the
model more text doesn’t have as significant of an
impact as targeting that text to represent the human
who it is testing on. Author-specific text is better
than random posts, but if you can get time segment
info, that does tend to perform better, supporting
our hypothesis.

Our results show that the type of text provided to
the model can influence the performance, which is
demonstrated by Author and Temporal outperform-
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Nothing Random Author Temporal
Perplexity 198.21 180.61 160.31 129.14
% Acc@1 0.25 0.27 0.29 0.30
% Acc@2 0.34 0.36 0.38 0.39
% Acc@3 0.39 0.41 0.44 0.45
% Acc@4 0.43 0.45 0.47 0.48
% Acc@5 0.45 0.48 0.50 0.51

Table 1: The overall weighted average perplexity (lower
is better) and accuracy@k (higher is better).

Nothing Random Author Temporal
Nothing 17.76 8.23 7.54
Random 82.24 13.59 12.4
Author 91.77 82.14 37.8

Temporal 92.46 83.13 57.94

Table 2: The percentage of time that one model (row)
outperformed the other (column) with regards to per-
plexity.

ing Random. This finding supports existing work
regarding personalized models. Lastly, the manner
in which a person uses a language during different
times of day is potentially captured by our model
and presented as Temporal outperforming Author.

6 Conclusions

At the root of human nature is communication, and
much of that exists in the context that language is
used. In this work, we focused on the time segment
that the text was written in for our context. We
examined if the usage of language for an individual
author changes at different times of day. To explore
this phenomena, we compared the performance of
different models with respect to language model-
ing (perplexity) and next-word prediction (accu-
racy@k). Our Temporal model outperformed the
other temporal-agnostic models on both perplexity
and accuracy@k. This demonstrates the difference
in the usage of language for an individual author
at different times of day (time segments). Further-
more, in a direct comparison, Temporal outper-
formed the other temporal-agnostic models more
than half the time for all accuracy@k and perplex-

Nothing Random Author Temporal
Nothing 25.50 5.26 5.85
Random 74.11 8.73 9.03
Author 94.44 82.34 38.19

Temporal 93.85 83.33 51.49

Table 3: The percentage of time that one model (row)
outperformed the other (column) with regards to accu-
racy@1.

Nothing Random Author Temporal
Nothing 14.88 4.27 4.76
Random 84.92 9.62 6.75
Author 95.44 83.13 34.42

Temporal 95.04 85.62 55.06

Table 4: The percentage of time that one model (row)
outperformed the other (column) with regards to accu-
racy@3.

Nothing Random Author Temporal
Nothing 12.3 3.97 4.56
Random 87.5 8.33 6.25
Author 95.83 83.83 33.43

Temporal 95.24 86.21 55.95

Table 5: The percentage of time that one model (row)
outperformed the other (column) with regards to accu-
racy@5.

ity on each segment. Our results also reinforce the
benefit of personalized models, since both the per-
sonalized temporal-aware and temporal-agnostic
models outperform both non-personalized models.
An additional benefit to the use of prepending text
for our models is that it is not relatively computa-
tionally expensive and it does not require high-end
GPUs as our experiments were conducted primarily
on a computer with modest hardware.

Unfortunately, the dataset could not access the
user’s location data, and therefore we could not
compare time segments across authors as we are
unable to know what time it is relevant to their
timezone, which could allow us to explore if peo-
ple use language differently at different times of
day regardless of the specific author. For example,
exploring if people generally use language differ-
ently in their morning compared to their evening.
This would be a reasonable and interesting direc-
tion for future work.

7 Ethical Considerations

All text was acquired through Reddit’s public API
and anything posted on private subreddits was not
included in this research.
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Abstract 

This paper presents our approach to the 

RANLP 2025 Shared Task on 

"Identification of the Severity of 

Depression in Forum Posts." The objective 

of the task is to classify user-generated 

posts into one of four severity levels of 

depression: subthreshold, mild, moderate, 

or severe. A key challenge in the task was 

the absence of annotated training data. To 

address this, we employed a two-stage 

pipeline: first, we used zero-shot 

classification with facebook/bart-large-

mnli to generate pseudo-labels for the 

unlabeled training set. Next, we fine-tuned 

a DistilBERT model on the pseudo-labeled 

data for multi-class classification. Our 

system achieved an internal accuracy of 

0.92 on the pseudo-labeled test set and an 

accuracy of 0.289 on the official blind 

evaluation set. These results demonstrate 

the feasibility of leveraging zero-shot 

learning and weak supervision for mental 

health classification tasks, even in the 

absence of gold-standard annotations. 

1 Introduction 

In the 21st Century, mental health has become a 

pressing global concern, with depression 

identified as one of the most prevalent and 

disabling mental disorders. The World Health 

Organization (WHO) estimates that more than 280 

million people globally suffer from depression, 

with significant impacts on quality of life, social 

functioning, and productivity (WHO, 2023). 

Depression can affect individuals of all ages and 

backgrounds, with symptoms often developing as 

early as childhood or adolescence. Left untreated, 

depression can lead to severe consequences, 

including self-harm and suicide (Friedrich, 2017). 

Despite growing awareness, stigma around mental 

illness persists, discouraging many individuals 

from seeking professional help in a timely manner 

(Clement et al., 2015). 

Depression is not a binary condition but exists 

on a continuum of severity. It is typically 

categorized into subthreshold, mild, moderate, and 

severe levels, each requiring different clinical 

interventions (American Psychiatric Association, 

2013). Diagnosis traditionally involves 

psychological evaluations conducted by trained 

professionals through interviews or standardized 

questionnaires. However, the subjective nature of 

symptoms, reluctance to disclose emotional 

distress, and limited access to mental health 

services—especially in low-resource settings—

often delay diagnosis and treatment (Patel et al., 

2018). 

With the rapid growth of online platforms, 

individuals increasingly turn to anonymous forums 

for sharing mental health concerns. These 

platforms have become safe spaces for seeking 

peer and expert support. However, the sheer 

volume of posts makes manual monitoring by 

clinicians or moderators infeasible. To address this 

challenge, Machine Learning (ML), Deep 

Learning (DL) and Natural Language Processing 

(NLP) techniques offer promising solutions. By 

automatically analyzing linguistic patterns in user 

posts, ML and DL models can assess emotional 

states and estimate the severity of depression, 

enabling timely intervention and resource 

prioritization (Chancellor et al., 2019). 

We have participated in the RANLP 2025 shared 

task on “Identification of the Severity of 

Depression in Forum Posts.” Our findings of the 

task are presented through this paper. The objective 

of the task is to classify forum posts into four 

severity levels: subthreshold depression (label 0), 

mild (label 1), moderate (label 2), and severe 

depression (label 3). A notable challenge is the 

absence of annotated training data. To overcome 

this, we first employed zero-shot classification 
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using the facebook/bart-large-mnli 1  model to 

generate pseudo-labels. This model is a version of 

the BART model (Lewis et al., 2019) that has been 

fine-tuned on the MultiNLI (MNLI) database. The 

generated pseudo-labels are then used to fine-tune 

a DistilBERT 2  model, optimized for multi-class 

classification. Finally, we have evaluated our 

system on the organizers’ evaluation data set. Our 

submission achieved a decent accuracy, 

demonstrating the potential of semi-supervised 

approaches in mental health NLP tasks. 

2 Related Work 

The automatic detection and classification of 

depression severity using digital platforms has 

garnered substantial attention in recent years. 

Traditional clinical diagnosis relies heavily on self-

report questionnaires such as the Hamilton 

Depression Rating scale (HAM-D) and the Patient 

Health Questionnaire (PHQ-9), which, despite 

their clinical validity, are limited by subjectivity 

and inaccessibility for real-time monitoring (Nease 

et al., 2002). Consequently, researchers have 

explored computational methods leveraging 

textual, vocal, and neurophysiological signals to 

identify not only the presence of depression but 

also its severity. 

Multimodal approaches have proven 

particularly effective in assessing depression. The 

authors (Stepanov et al., 2018) employed speech, 

facial expression, and linguistic features to predict 

PHQ-8 scores, concluding that behavioral cues 

from speech were the most reliable predictors of 

depression severity, surpassing visual and 

linguistic signals in accuracy. Similarly, an article 

(Dibeklioglu et al., 2017) demonstrated that 

combining facial and head movement dynamics 

with vocal prosody using autoencoders achieved 

robust severity classification, particularly for 

moderate and severe depression categories. 

Language-based detection methods have also 

shown promise. The authors (Kabir et al., 2023) 

proposed a clinically inspired framework 

(DepTweet) to label Twitter posts using DSM-5 

and PHQ-9 criteria. Their annotated dataset of over 

40,000 tweets allowed for the training of models 

such as BERT and DistilBERT to classify posts 

across multiple severity levels, highlighting the 

 
1https://huggingface.co/facebook/bart-

large-mnli 

potential of social media text in real-world 

depression assessment. 

Neurophysiological research has added another 

dimension to severity estimation. Study in a paper 

(Liu et al., 2023) identified neurobiological 

correlates of depression severity in first-episode 

major depressive disorder using gamma-band EEG 

responses. They observed that 40 Hz and 60 Hz 

Auditory Steady State Responses (ASSRs) 

significantly correlated with clinical severity, 

suggesting these measures as potential diagnostic 

biomarkers. Similarly, another work (Mahato et al., 

2020) demonstrated the effectiveness of EEG-

derived features like wavelet energy and 

asymmetry measures in both detection and severity 

scaling of depression, achieving high classification 

accuracy using Support Vector Machine (SVM) 

based models. 

While many prior works have relied on 

clinically labeled data or multimodal inputs, 

challenges remain in applying such techniques to 

forum or social media text, where class labels are 

often unavailable. To address this, zero-shot 

learning has emerged as a viable solution. In the 

absence of labeled data, zero-shot classification 

models such as facebook/bart-large-mnli have 

been utilized to generate pseudo-labels, which are 

then used to fine-tune more efficient downstream 

models like DistilBERT. This two-stage approach 

forms the foundation of our methodology, enabling 

the construction of supervised models from 

unlabeled depression forum datasets. 

Collectively, these studies underline the 

effectiveness of machine learning models in 

detecting depressive symptoms and classifying 

their severity across various modalities and data 

sources. Our work contributes to this growing field 

by applying zero-shot learning and transformer 

fine-tuning techniques in a low-resource, text-only 

setting aligned with real-world use cases. 

3 Datasets 

The dataset for the RANLP 2025 Shared Task on 

‘Identification of the Severity of Depression in 

Forum Posts’ consists of two main components: an 

unlabeled training dataset and an evaluation 

dataset intended for system testing. Both datasets 

contain user-generated content collected from 

mental health-related online forums. 

2https://huggingface.co/distilbert/dis

tilbert-base-uncased 
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The training data, distributed as a tab-separated 

file titled Training_data_D-severity.tsv, comprises 

4536 entries. Each entry includes three textual 

fields: a user identifier (user), a short post heading 

(title), and a longer description (question). To 

prepare the data for model training, we merged the 

‘title’ and ‘question’ fields into a single input string 

‘text’. This dataset does not include any severity 

labels, which required us to generate pseudo-labels 

through zero-shot classification (Figure 1). The 

data reflects typical user-generated texts from 

mental health forums, featuring informal language, 

emotional expressions, and variability in length 

and structure. 

The evaluation dataset, provided in a CSV file 

titled evaluation_textonly.csv, contains 5189 user 

posts. Each entry consists of a single column (text), 

representing the full body of a forum post. Unlike 

the training data, the evaluation set does not 

include any identifiers or structured fields such as 

title or question, and the gold labels indicating 

severity levels are not released to participants. 

Instead, predictions submitted by participants are 

scored externally by the organizers against the 

hidden gold labels. This setup reflects a real-world 

application scenario, where systems are expected 

to classify the severity of depression in 

anonymous, unstructured forum posts without 

access to contextual or metadata cues. 

4 Methodology 

Our approach to the shared task involves two-

major phases - (1) generating pseudo-labels for the 

unlabeled training data using zero-shot 

classification, and (2) training a supervised text 

classification model using a fine-tuned transformer 

architecture on the pseudo-labeled data (Figure 2). 

4.1  Pseudo-label Generation 

The training data was provided without severity 

labels. To overcome this limitation, we employed 

the facebook/bart-large-mnli model from Hugging 

Face Transformers for zero-shot classification (Yin 

et. al., 2019; Schopf et. al., 2022). For each forum 

 

Figure 1: Training dataset after generating pseudo-labels by using zero-shot classification. 

    

Figure 2: Pipeline of Proposed Approach. 
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post, the title and question fields were concatenated 

to form a complete input. We defined four 

candidate labels — subthreshold depression (label 

0), mild depression (label 1), moderate depression 

(label 2), and severe depression (label 3) — and 

allowed the model to assign the most probable 

label to each post based on natural language 

inference. The predictions were stored and used to 

create a pseudo-labeled dataset.  

4.2 Statistical Analysis of Data 

After label generation, we have conducted some 

statistical analysis on data to understand the 

behavior and relationships among the variables. 

From the label distribution graph (Figure 3), it’s 

clearly understandable that the data has imbalance 

and for model fitting we need to apply some data-

imbalance handling techniques. The dataset 

contains 63.16% severe cases, which means most 

of the users have a serious need for some 

consultation and help to deal with their problems. 

Severe depression is majority and subthreshold is 

minority class here. 

 

A distribution of text lengths with various class 

shows that most posts fall between 100–400 words 

(Figure 4). A steep drop-off after 500 words is 

observed, but some posts go up to 1900+ words 

also (outliers). This long tail implies that a small 

number of users write significantly longer posts. 

That’s why, text with ~512 tokens are considered 

during preprocessing to avoid undue influence 

from outliers and ensure model stability.  

 Another important observation from the 

boxplot (Figure 5) is that - median text lengths are 

longer for severe and mild categories than for 

moderate and subthreshold categories. The greatest 

number of extreme outliers falls into the serious 

group, indicating that those who suffer from severe 

depression might typically make longer messages. 

The lengths of subthreshold entries are often 

shorter and less varied. The degree of severity and 

verbosity may be related. More expressive or in-

depth narratives may be linked to higher severity. 

To deal with this doubt we apply Chi-Squared test 

and got p-value = 4.42e-22 < 0.05, which clearly 

indicates that the earlier observation that verbosity 

varies across severity levels and is not due to 

chance. 

4.3  Data Preprocessing and Resampling 

After zero-shot labelling, we cleaned the dataset by 

removing rows with missing values and incorrect 

predictions. A LabelEncoder was applied to map 

the textual labels to numeric values (0–3). To 

address label imbalance (Figure 3) — where the 

majority class was ‘moderate depression’ — we 

applied random up-sampling (Gosain and Sardana, 

2017; Chai et. al., 2025) to the minority classes to 

improve class representation in training. 

 

Figure 3: Label Distribution (Training Data). 

 

Figure 4: Distribution Plot. 

 

Figure 5: Box Plot. 
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4.4 Fine-Tuning with DistilBERT 

For the classification model, we fine-tuned the 

distilbert-base-uncased transformer (Sanh et. al., 

2019) using the Hugging Face Trainer API. The 

data was split into training (75%), validation 

(15%), and test (10%) sets. Tokenization was 

performed with a maximum sequence length of 

128 tokens. We also computed class weights to 

balance the loss function during training and 

implemented a custom DistilBERT subclass using 

a weighted CrossEntropyLoss function. Training 

was conducted for 10 epochs with early stopping 

(patience = 2). We used mixed-precision training 

(fp16=True) to optimize performance and avoid 

GPU memory overflow. Evaluation was conducted 

at the end of each epoch using weighted precision, 

recall, F1 score, and accuracy as metrics.  

5 Result Analysis 

This section presents a detailed analysis of our 

model's performance, covering both the internal 

evaluation on pseudo-labeled data and the external 

assessment on the official shared task evaluation 

set. The results illustrate the strengths and 

limitations of using zero-shot pseudo-labeling 

combined with fine-tuned transformer models for 

depression severity classification. 

As mentioned, the datasets (training and 

evaluation) provided for the task are fully 

unlabeled, which makes the task complicated one. 

The pseudo labels generated by zero-shot 

classification approach are the base of the training 

our model and which is not fully proof. A manual 

checking is done by us for a subsample of training 

dataset and also for the predicted results on the 

evaluating dataset. Though zero-shot performs 

well, there are several factors such as genuineness, 

biasness, acceptability of forum data etc. which 

have affected the labelling and classification. 

Using forum data in research needs to proper 

ethical guidelines and here for our task the 

organizers have taken care of the same too. 

Ultimately these have hampered the overall 

accuracy or performance of our model.  

5.1 Performance Metric 

To evaluate the performance of our depression 

severity classification model, we employed 

multiple standard classification metrics including 

accuracy, precision, recall, and F1 score. For the 

shared task submission, overall accuracy was used 

as the official scoring metric, calculated by 

comparing predicted labels with gold-standard 

labels on the hidden evaluation set. 

5.2  Result on Training Dataset 

To validate our training pipeline, we performed an 

internal evaluation using a held-out test set 

comprising 10% of the pseudo-labeled training 

data. The training-validation-test split was 75%-

15%-10%, with class labels derived from a zero-

shot classifier. We have tried various Machine 

Learning algorithms like Random Forest, Support 

Vector Machine, XGBoost etc. but transformer 

model DistilBERT has outperformed all Machine 

Learning (ML) algorithms. 

 

Figure 6:  Few word clouds for word-level understanding of classes. 
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The model, fine-tuned on this data with class-

balanced loss, demonstrated strong predictive 

performance. We have achieved accuracy 0.92 

(Figure 7). The confusion matrix (Figure 8) 

provides insight into per-class behavior. The model 

performed most reliably on the ‘moderate’ and 

‘severe’ depression classes, which were better 

represented in the pseudo-labeled training data. 

Confusions were observed primarily between 

‘subthreshold’ and ‘mild’ categories, suggesting 

overlap in their linguistic patterns. Despite the 

noisy supervision, the model learned useful class-

discriminative features. 

 

5.3 Result on Evaluation Dataset 

For the official evaluation, we applied the trained 

model to 5189 unseen forum posts provided in the 

evaluation_textonly.csv file. The true labels were 

hidden by the organizers, and predictions were 

evaluated externally upon submission. We have 

submitted our prediction in test.predictions file 

with our model’s predicted output. These 

predictions are finally evaluated with the original 

label or gold label by the organisers. Our model 

achieved final accuracy 0.289.  

While this result is significantly lower than 

internal test accuracy, it is consistent with 

expectations for weakly supervised learning. The 

discrepancy highlights two main issues: first, label 

noise in the training set due to the reliance on zero-

shot classification; second, a possible distributional 

shift between pseudo-labeled and official test data. 

Despite these limitations, the result establishes a 

baseline for depression severity classification 

using a fully unsupervised training pipeline. 

6 Conclusion and Future Work 

In this paper, we presented a two-stage system 

for classifying the severity of depression in forum 

posts. Our approach was designed to address the 

lack of annotated training data by first generating 

pseudo-labels through zero-shot classification 

using facebook/bart-large-mnli. These pseudo-

labels were then used to fine-tune a DistilBERT 

model for multi-class classification of depression 

severity. Despite the absence of gold-labelled 

training data, our system achieved a respectable 

internal accuracy of 92.1% on the pseudo-labelled 

test set. When evaluated on the official blind test 

data provided by the organizers, the model reached 

an accuracy of 0.289. These results highlight both 

the potential and the limitations of using zero-shot 

learning and weak supervision in sensitive tasks 

such as mental health assessment. The low score 

on the official evaluation set is primarily attributed 

to the inherent noise in the pseudo-labels generated 

by the zero-shot model, as well as possible 

distributional differences between the training and 

test sets. Nonetheless, the pipeline demonstrates 

that transformer-based models can be trained 

effectively even in severely label-scarce 

environments when combined with smart 

initialization strategies. 

 

Figure 7: Classification Report on Training Dataset. 

 

Figure 8: Confusion Matrix. 
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For future work, we plan to explore the 

integration of semi-supervised learning techniques, 

such as self-training or consistency regularization, 

to improve label reliability and model robustness. 

We also aim to incorporate uncertainty estimation 

to identify and filter out low-confidence 

predictions during pseudo-label generation. 

Additionally, extending the model to leverage user 

history or temporal context could provide more 

nuanced understanding of depressive states. 

Finally, we propose to evaluate our approach on 

multilingual or cross-platform datasets to assess 

generalizability across diverse user communities 

and linguistic expressions of distress. 
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Abstract

Language models can generate lists of salient
literary characters for specific relations but
struggle with long, complete lists spanning en-
tire novels. This paper studies the non-standard
setting of extracting complete entity lists from
full-length books, such as identifying all 50+
friends of Harry Potter across the 7-volume
book series. We construct a benchmark dataset
with meticulously compiled ground-truth, pos-
ing it as a challenge for the research community.
We present a first-cut method to tackle this task,
based on RAG with LLMs. Our method intro-
duces the novel contribution of harnessing IR-
style pseudo-relevance feedback for effective
passage retrieval from literary texts. Experi-
mental results show that our approach clearly
outperforms both LLM-only and standard RAG
baselines, achieving higher recall while main-
taining acceptable precision.

1 Introduction

Motivation and Problem. Analyzing literary texts
often involves entity markup and the extraction of
relations between characters (Piper et al., 2021;
Bamman et al., 2024). For example, to discover
narrative patterns in contemporary or historical fan-
tasy stories, a tool should track character move-
ments across locations and label them by role or
sentiment (Wilkens et al., 2024). Similarly, cultural
studies on gender roles in fiction across different
epochs and regions (Kejriwal and Nagaraj, 2024)
need labeling of character types and relationships.

To this end, tools for NER/NED and relational IE
(RE for short) must be adapted to the specifics of
literary language and narrative structure. In this
paper, we focus on the task of RE: identifying
subject-predicate-object (SPO) triples in fictional
narratives, where S and O are named entities, and
P is a binary relation such as parent, family, friend,
or opponent.

There is ample work on RE, based on deep neu-
ral networks (Han et al., 2020; Zhao et al., 2024).
Recent methods employ LLMs for encoding in-
put texts (Josifoski et al., 2022; Ma et al., 2023;
Xu et al., 2024). These models are sequence-to-
sequence taggers: given text T and target subject
S, they identify candidate objects O appearing in T,
tag cue words for relation P, and classify each SPO
candidate as valid or invalid. The key limitation is
that texts are short—often single paragraphs, com-
monly from Wikipedia. Thus, there are only a few
O candidates, and the task reduces to classification:
mapping SO candidates onto none, one, or more P.

RE methods perform well when the S and O
entities are salient, the text T is short, and the
language style can be learned upfront via training
on Wikipedia or fine-tuning on a specific corpus.
However, when the input spans an entire book, pre-
training has limited value and fine-tuning is infea-
sible due to the lack of annotated data. Also, the
desired outputs would include long-tailed O’s that
appear only a few times over hundreds of pages. In
contrast to the SO → P approach of standard RE,
we cast this underexplored task as SP → {O}:
given subject S and relation P, extract/generate
a long—ideally complete—list of objects O that
stand in relation P with S. This goal entails two
major research questions:

RQ1: How well are LLMs performing on this chal-
lenge? How much value is added by running
LLMs in RAG mode?

RQ2: How can the outcome of LLM/RAG meth-
ods be further enhanced? How can we boost
recall without losing too much in precision?

To illustrate the problem, consider ene-
mies/opponents of Michael Corleone in The Godfa-
ther books by Mario Puzo. Figure 1 shows book ex-
cerpts with cues about McCluskey, Sollozzo, Roth,
Tommasino and Fabrizzio being in this list (which,
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Michael had last seen him that fatal 
night when Clemenza had planted the 
gun he had used to assassinate the 
police captain and the Turk, Sollozzo. 

Hagen spoke quietly. “ … The police 
captain, McCluskey, is a guy who’s 
been on the take very heavy  …
And he’s greedy and untrustworthy to 
do business with. But Sollozzo must 
have paid him a big price. “
… 
“I’m OK,” Michael said. “What was 
that police captain’s name?” 
“McCluskey,” Hagen said. 

For example, the late Rocco 
Lampone … would have come in 
pretty handy at times like this, 
except that for who knows what 
reason Michael had used him to 
take out Hyman Roth. Who sends 
a capo to do a hit like that?

And then Don Tommasino had told Michael that 
the two shepherds, Fabrizzio and Calo, would go 
with him as bodyguards in the Alfa Romeo. 

“Get the car,” Michael called down to him. “I’ll 
be leaving in five minutes.” “Calo is having a cup 
of coffee,” Fabrizzio said. “Is your wife coming 
with you?”

Apollonia was sitting in the car  … Michael was 
annoyed to see Fabrizzio disappearing through 
the gates. What the hell was he doing? 

Michael shouted to the girl, “No! No!” But his 
shout was drowned in the roar of the tremendous 
explosion as Apollonia switched on the ignition. 

Figure 1: Example for the problem of long lists from long narratives. For the subject “Michael Corleone”, we aim
to extract all 40 enemies/opponents, appearing in the books.

according to sources like fan wikis, has 40 peo-
ple). We observe three cases: easy (left), hard
(middle), and challenging (right). The easy cases
are salient entities that are frequently mentioned—
extracting them needs only one or two informative
passages. The hard cases arise for entities that ap-
pear infrequently (like Hyman Roth, who is a minor
figure in the books); here, the issue is finding the
“needle in the haystack”. Finally, the most chal-
lenging cases involve vague and terse cues for the
predicate, requiring deeper inference over multiple,
possibly scattered, passages—such as identifying
Fabrizzio as the culprit behind the car bomb attack
on Michael Corleone’s wife.
Approach and Contributions. We devise a
novel methodology to address this challenging task.
Our method, called L3X (LM-based Long List
eXtraction), operates in two stages:
Stage 1: Recall-oriented Generation. An LLM
is prompted with a subject and predicate from a
book, to generate a long list of candidate objects
by various prompts, including RAG mode, with
passages retrieved from the book text. In contrast
to mainstream RAG, we retrieve a large number
of passages (e.g., 500 for a given SP pair) and
judiciously select the best ones for prompting.
Stage 2: Precision-oriented Scrutinization.
Given a high-recall list of object candidates, we
devise a classifier to corroborate or prune objects.

Since we tackle an unexplored task, we construct
and release a new dataset for evaluation and as a
resource for the NLP community. The data com-
prises 11 books or book series, with 16,000 pages
total. It covers 8 relations of long-tailed nature
(friends, opponents etc.). To use the copyrighted
texts, purchasing the e-books is required.

Salient contributions of this work are: (1) the
new task of extracting a long list of objects for
a given subject and relation from book-length

narrative texts; (2) L3X methodology for this
task, based on retrieval-augmented LLMs and
combining information-retrieval (IR) techniques
with LLM generation; (3) experiments with a
new benchmark, showing that L3X outperforms
LLM-only and LLM-RAG baselines, with an in-
depth analysis of strengths and limitations of dif-
ferent methods. The dataset, licensing details,
code and experimental results are available at
https://anonymous.4open.science/r/l3x-9E4A.

2 L3X Methodology

Figure 2 gives an overview of the L3X components
and the data flow between them. The first four
steps form the recall-oriented stage 1, the fifth step
is for the precision-oriented stage 2. The following
presents the full L3X pipeline. Baselines and L3X
variants are derived from specific configurations
(Sec 4) and given in experimental results (Sec 5).

2.1 Passage Retrieval

Long texts, like books, are chunked into short pas-
sages of 15 sentences, totaling up to 1000 char-
acters. We create all overlapping passages (i.e.,
with shared sentences) to ensure that sentences
with co-references stay connected to named en-
tities in their proximity. Since books often contain
extended direct speech, which may omit explicit
speaker names, we enrich each passage with men-
tions of people and locations from the preceding 10
passages. This metadata annotation ensures that rel-
evant named entity information from prior chunks
remains accessible within the current passage.

On the large pool of enriched passages, indexed
for efficient retrieval, we select the open-sourced
and effective Contriever (Izacard et al., 2022), a
BERT-based dense neural IR method fine-tuned on
MS-MARCO dataset1. The query vector is con-

1https://github.com/facebookresearch/contriever
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Figure 2: Overview of the L3X methodology.

structed from the SP pair; an example is: “enemies
of Michael Corleone.” Moreover, paraphrases of P
and alias names are included, such as “opponents
rivals Don Michael” for ensemble mode.

2.2 Passage Ranking

Default Ranking (def). The default passage rank-
ing is given by the retriever scores. For a given
SP pair, formulated as a natural language query,
the dense retriever ranks top-d passages based on
cosine similarity to the query vector.
Amplification (amp). For this novel re-ranking of
passages, we employ the IR principle of pseudo-
relevance feedback (Zhai, 2008). After extracting
O lists from the initially selected passages (see Sub-
section 2.4), we assess the passage quality based
on the number of distinct O’s the passage yields.
The best s passages are assumed to provide good
cues about relation P in surface form (with hyper-
parameter s). The averaged embedding vectors for
these high-yield passages are the reference against
which all retrieved passages are re-ranked. The
amp technique works in two alternating steps and
iterates them as follows:
1. For each SP pair, we consider the previously

generated O values and the best s high-yield
passages: those from which the LLM could
extract the most objects.

2. All retrieved passages are re-ranked by the re-
triever’s scoring model based on combining
the original query (about SP) with the selected
high-yield passages. The now highest-ranking
passages go into the next batch of O extraction
via LLM prompting, where each batch consists
of b passages (e.g., b = 4).

For scoring, we utilize the retriever for computing
cosine similarity of passages to a refined query:
convex combination of the original query vector
and the sum of top-s support passages’ vectors:

E(Q′) = αE(Q) + (1 − α)
∑s

i=1 E(Si) with

embeddings E( ) and hyper-parameter α.

2.3 Passage Batching

For the high cost (or even infeasibility) of aug-
menting a large number of passages (e.g., all 500
retrieved ones) into an LLM, we group the passages
into smaller batches of size b (a hyper-parameter;
typical values being 2, 4, or 6), by default in de-
scending ranking order. Alternatively, passages can
be batched using one of two criteria:
• Named Entity Overlap (neo): passages with

a large overlap in named entity mentions;
• Passage Similarity (sim): passages whose em-

beddings have a high cosine similarity.
For neo, we compute Jaccard similarity using min-
hash sketches of entity sets, while sim uses embed-
ding vectors computed by the retriever. Both strate-
gies process a priority queue of passages as follows:
for each rank r (starting with highest, r=1), find the
b-1 most related passages from lower ranks (r’>r)
to form a batch and prompt the LLM. Mark all the
batch passages as “done” and proceed with the next
lower rank (r’>r), which is not yet “done”.

2.4 Prompt-based Object-List Generation

We append passages into the prompt for RAG-
based list generation. As LLMs have limits on
input context (and GPU memory demands increase
with prompt length), we divide the top-k passages
(ranked by retriever scores) into batches of b pas-
sages each (e.g., k=20, b=4 gives 5 batches). The
O values generated from batch-wise processing are
combined by their union for high recall.

Prompts can be zero-shot or few-shot, with the
latter including a small set of demonstration ex-
amples for in-context inference. The examples
explicitly mention SP appearing in books disjoint
from the dataset, along with their complete O lists.
In single-prompt mode, the LLM uses only the
best of these formulations. In ensemble mode, for
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each relation, we manually prepare five prompt
templates, and repeat the LLM-based generation
with all templates. The final O list is the union of
the O values generated across all runs. We focus
on the few-ensemble setting for the main results.

2.5 Classifier to Enhance Precision

In the precision-oriented scrutinization stage, we
leverage the fact that, unlike in the first stage, we
have lists of candidate objects. This allows us to
identify the passages from which the corresponding
SPO triples were extracted or where they appear.
Scoring of O Candidates. Each LLM call returns
a list with a score for the entire list, no scores for
individual objects. However, with batch-wise LLM
calls and the ensemble with different prompts, we
can derive a total score for each O candidate (for a
given SP), by a weighted occurrence frequency:

score(O) =
∑

batchi exp (scoreM(Li))× Ii(O)

where Ii(O) is an indicator variable set to 1 if
O occurs in the output list Li for the ith batch of
passages, and zero otherwise. scoreM is the LLM
log probability. This can then be used for direct
pruning by thresholding on scores.
Default Thresholding (thr). The simplest scruti-
nizing technique is to prune O candidates below a
a specified cut-off point in the ranked list of per-O
scores. As the score distribution is often skewed,
we do not truncate by score value, but set the cut-
off point to be the tth quantile of the cumulative
score distribution, with the default setting t=0.8.
Support Passages as Evidence. While stage 1
starts with SP only, stage 2 has O candidates. This
allows us to search the full book for snippets that
contain cues for the entire SPO triple. For each
SPO, we retrieve the top-p passages, termed sup-
port passages. These passages differ from the high-
yield passages used by amp in stage 1, as they are
retrieved afresh for each SPO. For retrieval, we gen-
erate passage embeddings using the retriever’s text-
to-vector model. The vectors are compared against
embeddings of the concatenated SPO strings, in-
cluding SO alias names and paraphrases of P, using
cosine similarity.
Predicate Classifier (pred). The collection of sup-
port passages, for all SO with the same relation
P, can be used to learn an embedding for P cues,
sort of a “mini-LM” for P. The intuition is that
support passages with indicative phrases, such as
“life-or-death combat with”, “deeply hates” or “I
will destroy you” (in direct speech), can collec-

tively encode a better signal for P. To construct the
classifier, we perform the following steps:
1. For each O, retrieve top-p support passages,

and encode them into embedding vectors.
2. Identify the top-ranked O values with score(O)

above a threshold ω.
3. Using the top-ranked O, combine the per-O pas-

sage vectors by a weighted sum, with score(O)
as weights, to obtain a single P-vector.

4. Each SO pair under scrutiny (O below the
threshold ω) is tested by comparing the vec-
tor of the top-p support passages for this SPO
candidate against the P-vector computed using
steps 1 to 3.

5. Accept an SO pair if the cosine similarity be-
tween the embeddings is above threshold θ.

We construct a pred classifier for each SP pair, in a
completely self-supervised manner. All classifiers
share hyper-parameters ω, p and θ; these are tuned
via withheld train/dev data with SPO ground-truth,
but without any supervised passage labels.

3 Dataset

Extracting long O lists from long books is a new
task, with no suitable datasets available. We con-
structed a new dataset of books and ground-truth O
lists for SP pairs. We selected eleven book series2,
discussed on community websites3. These fan sites
feature lists and infoboxes from which we derived
SPO ground-truth with high confidence (with man-
ual curation). Book length goes up to 10K passages
in epic series like A Song of Ice and Fire.

Since entities often appear under multiple sur-
face forms, we manually constructed an alias name
dictionary. On a per-book basis, we ensured that
certain first names, last names, or nicknames were
uniquely identifiable, e.g., “Daenerys” is unique
but “Targaryen” is ambiguous. So for this en-
tity, aliases include “Dany”, “Daenerys Targaryen”,
“Daenerys Stormborn”, but not “Targaryen”. LLM
outputs like “Targaryen” alone are counted as false.

Our dataset comprises 764 distinct SP pairs for
8 relations. In total, it covers ca. 5,300 entities, ref-
erenced under ca. 12,000 alias names. While the S
entities are prominent book characters, their associ-
ated O lists are long and dominated by rarely men-

2A Song of Ice and Fire Series, Godfather Series, Harry
Potter Series, Outlander Series, Little Women, Malibu Rising,
Pride and Prejudice, Steve Jobs, The Girl with the Dragon
Tattoo, Wuthering Heights, The Void Trilogy

3www.cliffsnotes.com, www.bookcompanion.com,
www.fandom.com
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tioned, long-tail entities. To highlight the gap with
standard RE, we examined the Wikidata knowledge
graph (KG) for triples involving the 30 Harry Potter
characters used as target S. While the KG includes
most of our predicates, it lacks substance beyond
metadata (e.g., featured-in-media, library IDs). It
is also extremely sparse: it lists only 2 of Harry’s
enemies, compared to 50+ in our ground truth—a
trend consistent across other subjects and relations.

Relation Difficulty. The chosen 8 predicates
include 3 easy relations with a limited number of
O values (parent, child, and sibling) and 5 hard
relations with long O lists (family, friend, opponent,
placeHasPerson (i.e., people being at a place), and
hasMember (i.e., members of orgs. or events).

4 Experimental Setup

Evaluation Metrics. By the design rationale of
L3X, we use different metrics for stage 1 and stage
2. For the recall-oriented stage 1, the obvious mea-
sure of interest is Recall: the fraction of ground-
truth object (O) values correctly generated. For
stage 2, neither precision nor recall alone reflect
our objective, and F1 would merely be a generic
compromise. Instead, we aim to achieve high re-
call while keeping precision at an acceptable level.
Therefore, our key metric—computed from the fi-
nal ranked lists— is Recall@PrecisionX (R@Px),
where x is the precision to be guaranteed (e.g., x
being 50% or, ideally, 80%). R@Px metric reflects
the need for high-coverage outputs worthwhile for
downstream applications such as tool-supported lit-
erature analysis, while avoiding too many errors as
these entail manual curation. For both stages, we
also report precision values and the precision-recall
area under the curve, AUC.

All reported numbers are macro-averaged per-
centage scores, computed in three steps. For each
SP pair, we first compute the precision and recall of
the generated O list against the ground-truth. These
are then averaged across all SP pairs for each P. Fi-
nally, the results are averaged across all relations.
System Configurations and Baselines. The L3X
methodology comes with options for components
and configurations. For our main experiments, we
operate in the few-ensemble prompt setting and
focus on the following choices:
• LLM-only: directly prompting the LLM with-

out passages (Subsection 2.4). For stage 2, we
apply thr pruning with t=0.8.

• RAG: restricting L3X to the Retriever (Subsec-

tion 2.2) and LLM prompting, leads to standard
RAG, with def passage ranking at stage 1 and
thr (t=0.8) for stage 2.

• L3X-amp-thr: a configuration with amp for
re-ranking, and thr (t=0.8) for pruning.

• L3X-amp-pred: a configuration with amp
for re-ranking, and the pred classifier in two
variants: pred(g) with globally tuned hyper-
parameters and pred(p) with predicate-specific
hyper-parameter values (see below).

• L3X-amp-neo: a configuration with neo batch-
ing and a pruning classifier (thr or pred).

• L3X-amp-sim: a configuration with sim batch-
ing and a pruning classifier (thr or pred).

Hyper-Parameters. L3X includes several tunable
hyper-parameters; Optimal values are identified us-
ing withheld train/dev data. To this end, we split
the entire dataset into three folds (30:20:50), via
stratified sampling over books and SP pairs, ensur-
ing equal representation of varying O-list lengths.
For each S in train/dev, the complete O list is taken
in the ground-truth to avoid information leakage
into the test set. Hyper-parameters are tuned via
grid search, maximizing the recall metric in stage 1
and R@P50 metric in stage 2. This is done in two
modes: a single global value per hyper-parameter,
or per-predicate values, specific to each P.

5 Results

We present the main findings on the long list gener-
ation task.

5.1 RQ1: Performance of LLMs and RAG

Table 1 reports macro-averaged results for the
LLM-only setting with three widely used mod-
els (GPT-3.54, Llama3.1-8B, Llama3.1-70B5) and
RAG results with the best of these (Llama3.1-70B).
All are in few-shot ensemble mode, and all use thr
(t=0.8) for stage 2.

LLM-only performance is poor, achieving less
than 50% recall after stage 1, with mediocre preci-
sion. Llama-70B and GPT-3.5 perform comparably,
while Llama-8B substantially lags behind. In RAG
mode (with def ranking of passages), results im-
prove: 84% recall after stage 1, but precision stays
low even after thr-based scrutinization. The best
R@P50 number is 40.2%. As a reference, we es-
timate an oracle upper bound of 88% by counting

4platform.openai.com/docs/models/gpt-3.5-turbo
5huggingface.co/meta-llama/Llama-3.1-8B,

huggingface.co/meta-llama/Llama-3.1-70B
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the distinct O values from ground truth that appear
in at least one of the retrieved top-500 passages.

The insight here is that LLMs can recall only
a fraction of O’s from pre-training, and add many
false positives. Equipped with book passages, the
recall is improved, but false positives remain a ma-
jor challenge for this very difficult task.

5.2 RQ2: Added Value of L3X Configurations

Table 2 compares different L3X configurations,
contrasting them with Llama3.1-70B model in
RAG mode. Adding smart re-ranking (amp) and
batching to RAG pays off very well, and the so-
phisticated classifier (pred) also enhances scrutiny.
After stage 1, the recall by L3X variants is similar
to the RAG, but we observe a notable improvement
in AUC, reaching 27.5%. This signals a higher con-
centration of true positives among the top-ranked
O values—an important asset for stage 2.

The L3X amp method for iterative re-ranking
achieves the biggest boost over the RAG base-
line: moving R@P50 close to 50% and R@P80
to around 36%. Combining it with one of the two
batching techniques does not add value, as amp by
design is already judicious in picking its batches.
Replacing the thr pruning with the sophisticated
pred classifier further enhances the performance a
bit. Again, drill-down by predicate shows higher
gains for some of the hard P, indicating potential
for more. The influence of hyper-parameter tuning
for pred is discussed below.

The bottom line is that L3X amp adds substantial
benefits over LLM-only and standard RAG meth-
ods, highlighting the crucial role of judicious pas-
sage ranking. The final R@P results—reflecting
the benefit/cost ratio for downstream usage—are
promising, but still fall short of being fully satisfy-
ing. This emphasizes the challenging nature of the
new task explored in this paper.
Hyper-parameter Tuning for pred. The pred
classifier has three hyper-parameters. Setting their
values by global grid search with train/dev data in
a self-supervised manner leads to the best results,
with ω=20, p=5, and θ=0.75. As various P exhibit
different characteristics, we would expect further
gains with per-predicate grid search. Indeed, this
led to rather different predicate-specific values, e.g.,
for Sibling, the best values are ω=10, p=2, θ=0.9,
but for Friend we get ω=50, p=1, θ=0.55. Neverthe-
less, pred(p) did not achieve significant improve-
ments over the globally tuned variant pred(g). We

attribute this to the fact that the simpler configura-
tions are already close to the best possible outputs
given the inherent difficulty of the task.
Comparison to Other Classifiers. We explored
two alternative approaches for stage 2 scrutiniza-
tion. First, we used the LLM itself to elicit its
own confidence (Wang et al., 2023). For each SPO,
we included the support passages along with all
named entities into the prompt for in-context infer-
ence: “Given this information, is [SPO] a correct
statement?”. This approach performed poorly. For
example, with the L3X amp, it has 46.6% preci-
sion, 44.7% recall, 19.0% AUC, 31.7% R@P50
and 20.4% R@P80.

Second, we evaluated standard relational IE
methods that classify an SO pair to a given predi-
cate P. We fine-tuned two state-of-the-art models—
GenIE (Josifoski et al., 2022) and DREEAM (Ma
et al., 2023)—on our train/dev folds. However,
both models performed very poorly, with recall be-
low 5% and precision no higher than 10%. This
highlights the difficulty of our task: these models
were trained on Wikipedia-style text, very different
from long and complex fiction.

6 Discussion

6.1 Drill-Down and Sensitivity

Predicate Drill-Down. While results are macro-
averaged over all relations, some predicates are
easier than others (see Section 3). We analyzed
performance per predicate using the best configu-
rations after stage 1 and 2. Stage 1 recall is fairly
consistent across predicates (75-90%), but stage 2
R@P numbers vary widely:“easy” relations with
short, well-defined lists perform well, while “hard”
relations—those with longer lists and vaguer cues—
show a significant drop. As expected, Opponent
is the most difficult predicate, where even our best
method reaches only ca. 32% of R@P50. Full
per-predicate scores after both stages is in Table 3.

Entity Popularity. We further analyzed perfor-
mance by splitting ground-truth O entities in the
test set into head and tail groups, based on their
frequency in the book. Entities above the 75th

percentile were labeled as head, the rest as tail.
This results in four combinations: (easy P, head),
(easy P, tail), (hard P, head), and (hard P, tail). We
observe that L3X-amp consistently outperforms
standard RAG across all four cases. However, in
the most challenging setting—hard P with tail O—
performance drops sharply.
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LLM Config Stage 1 Stage 2 (thr, t=0.8)

P R AUC P R AUC R@P50 R@P80

GPT-3.5 LLM-only 43.6 43.9 21.3 41.5 31.4 17.4 25.4 20.2
Llama-8B LLM-only 21.2 31.9 11.5 21.2 27.8 10.5 16.9 12.4
Llama-70B LLM-only 34.1 47.7 20.5 37.0 39.5 20.5 31.4 21.9
Llama-70B RAG 12.0 84.3 22.9 14.6 82.8 22.7 40.2 26.1

Table 1: Results for LLM-only and RAG in few-shot ensemble mode.

L3X Config Stage 1 Stage 2

P R AUC P R AUC R@P50 R@P80

RAG-thr 12.0 84.3 22.9 14.6 82.8 22.7 40.2 26.1

amp-thr 13.7 83.6 27.5 16.0 81.0 27.4 48.6 35.9
amp-neo-thr 14.1 83.4 27.1 16.7 81.6 26.9 47.7 35.4
amp-sim-thr 14.1 83.4 27.1 16.0 80.5 26.3 47.0 33.8

amp-pred(p) 13.7 83.6 27.5 23.5 77.3 28.0 48.7 36.2
amp-pred(g) 13.7 83.6 27.5 20.4 80.4 28.1 49.7 36.5
amp-neo-pred(p) 14.1 83.4 27.1 22.1 76.4 27.4 48.0 35.4
amp-neo-pred(g) 14.1 83.4 27.1 19.8 79.9 27.6 48.7 35.7

Table 2: Results for L3X configurations with Llama-70B in few-shot ensemble mode.

Stage 1 Stage 2

Relation RAG L3X-amp RAG-pred(g) L3X-amp-pred(g)

P R AUC P R AUC P R AUC R@P50 P R AUC R@P50

parent 25.9 75.6 25.5 29.8 76.2 26.0 38.2 71.4 27.3 57.7 42.7 76.2 27.9 61.3
children 20.7 86.5 27.6 19.6 82.5 32.1 33.7 83.9 28.1 60.9 30.7 82.0 36.5 72.3
sibling 26.9 87.2 34.9 36.6 86.2 47.7 38.2 85.8 38.0 65.4 45.3 85.2 47.7 79.4

avg. Easy P 24.5 83.1 29.3 28.7 81.6 35.3 36.7 80.4 31.1 61.3 39.6 81.1 37.3 71.0

family 5.5 79.8 25.2 5.1 79.8 33.3 11.5 77.2 25.2 34.0 12.4 76.3 33.1 44.8
friend 7.1 85.4 20.1 7.5 85.5 24.1 11.7 80.3 19.7 27.1 11.7 80.3 23.8 35.5
opponent 4.1 80.8 17.7 4.4 81.1 18.9 7.2 73.6 17.6 29.3 8.6 74.3 18.9 32.4
hasMember 2.6 89.0 16.5 2.8 86.6 20.8 5.5 82.1 16.5 25.7 5.5 83.4 20.7 32.5
placeHasPer 3.0 89.8 15.4 3.4 90.7 16.8 5.6 82.0 14.7 30.3 6.0 85.3 16.5 39.6

avg. Hard P 4.5 85.0 19.0 4.7 84.7 22.8 8.3 79.0 18.7 29.3 8.8 79.9 22.6 37.0

avg. All P 12.0 84.3 22.9 13.7 83.6 27.5 18.9 79.5 23.4 41.3 20.4 80.4 28.1 49.7

Table 3: Drill-Down Recall Results by Predicate for Stage 1 and Stage 2.

Role of LLM’s Parametric Memory. To as-
sess the influence of pre-training, we compared
LLM-only to L3X-amp on the Void Trilogy—a
series with minimal Web coverage, for which we
invested great effort in compiling ground truth. Re-
sults show that LLM-only fails completely on this
case: 12% recall and just 5% precision, whereas
L3X-amp gets 82% recall after stage 1, and 34.1%
R@P50 and 38.3% R@P80 with thr in stage 2.

Sensitivity of Hyper-Parameters. We con-

ducted extensive experiments to assess the sensitiv-
ity of hyper-parameters, specifically the no. of top-
k retrieved passages and batch size b. We observe
that increasing k improves recall, but with dimin-
ishing returns and higher LLM cost. Batch size b
matters more when k is large—larger batches boost
recall by providing more context, but also increases
prompt length and cost. Reducing the number of
retriever query reformulations hurts both recall and
R@P, highlighting the value of query diversity.
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6.2 Error Cases.

We observed recurring error types and discuss three
of the most notable cases.
Hallucinations. LLM calls often return huge lists
of O’s, including names that do not occur in the
respective books. Even in RAG mode, the LLM
does not necessarily restrict its outputs to entities
present in the input passages—a case of unfaithful
generation. To quantify the effect, we compute
the no. of generated O’s that do not appear in the
respective book, normalized by the total no. of gen-
erated O values. Hallucination rates after stage 1
were: LLM-only: 55.3%, RAG: 51.7%, L3X-amp:
40.7%, L3X-amp-neo: 38.1%. Hallucinations in-
clude made-up names and non-entity phrases. This
underlines the importance of stage 2 scrutinization.
Confusing Predicates. LLMs generate valid O
values that are related to subject S, but under the
wrong relation P. A notable case is when O belongs
to a different ground-truth predicate Q (̸= P ) (e.g.,
Dumbledore appearing as Harry Potter’s parent
instead of friend), We computed the #P×#P confu-
sion matrix, counting Os generated under P when
their true relation is Q. With L3X-amp-pred(g), we
observed a 60:30:10 ratio: correct TPs, predicate-
confused TPs, and false positives (FPs). This shows
that most SO pairs are reasonable, but predicate ac-
curacy at high recall remains a challenge.
Missing True Positives in the Low Ranks. The
majority of TPs are at high ranks, followed by a
long tail of mostly FPs but sprinkled with TPs at
lower ranks. To assess how well stage 2 recovers
low-ranked TPs, we use the R@P50 cut-off rank to
count the missing TPs below this threshold—those
misclassified as false negatives. Even with our
best methods, about 16% of all the ground-truth O
values fall into this low-rank, missed-TP category.

7 Related Work

Relation Extraction. A core task in IE is extract-
ing the relation P between two entities, subject S
and object O, where P comes from a predefined
set of predicates. State-of-the-art methods (Han
et al., 2020; Wang et al., 2020; Cabot and Navigli,
2021; Josifoski et al., 2022; Ma et al., 2023) typi-
cally operate on single passages using a multi-label
classifier or sequence tagger. Recent works (Zhao
et al., 2024; Xu et al., 2024) have advanced the
scope of the extractors’ input under the theme of
“long-distance IE”, extending beyond single sen-
tences or passages. However, techniques like graph

neural networks or LLM-powered generative IE are
geared for short news or encyclopedic texts, and
cannot cope with book-length texts. Even the pop-
ular document-level benchmarks, DocRED (Yao
et al., 2019) and REBEL (Cabot and Navigli, 2021),
limit inputs to single Wikipedia paragraphs.
Retrieval-Augmented Generation. LLMs excel
in QA and IE tasks by drawing from their exten-
sive parametric knowledge (pretrained over mas-
sive contents), particularly with few-shot in-context
inference (Zhao et al., 2023; Minaee et al., 2024).
However, they are still susceptible to hallucinations,
especially for long-tail entities and facts (Ji et al.,
2022). To improve the overall task accuracy, re-
cent work has focused on integrating relevant text
snippets into in-context prompts through the RAG
paradigm (Lewis et al., 2020; Guu et al., 2020; Cai
et al., 2022; Asai et al., 2023; Wang et al., 2023;
Gao et al., 2023). However, the effectiveness of
RAG crucially depends on the retriever policy, and
the case of long novels has not been studied so far.
Information Extraction from Books. Prior
works (Bamman et al., 2019; Stammbach et al.,
2022; Chang et al., 2023) pursue LLM-supported
IE about characters from fiction books. But these
methods focus on NER-like generation of single
names from single passages. Bamman et al. (2024)
considers usage of LLMs for cultural analytics, and
Piper and Bagga (2024) shows LLMs for character-
izing and annotating narrative texts. None of these
works addresses full-fledged RE from entire books.

8 Conclusion

We introduced the task of extracting long lists of
objects from long documents, and proposed the
L3X methodology, comprising LLM prompting, re-
trieval augmentation, passage re-ranking and batch-
ing, and classifier-based pruning. Extensive ex-
periments demonstrate that L3X significantly out-
performs baselines in both recall and R@P. Our
best performing L3X configuration amp-pred(g),
leveraging pseudo-relevance feedback and a tuned
classifier, achieves remarkable performance of ca.
85% recall and ca. 37% R@P80 on full-length
books. However, drill-down analyses by relation
and entity popularity reveal substantial gaps in the
hard cases. This highlights the core challenge of
our task: while scattered textual cues across long
books may be intuitive for humans, they remain dif-
ficult for AI systems, including LLMs, to reliably
detect and extract.
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Abstract

The capabilities of Large Language Models
(LLMs) to mimic written content are being
tested on a wide range of tasks and settings,
from persuasive essays to programming code.
However, the question to what extent they are
capable of mimicking human conversational
monologue is less well-researched. In this
study, we explore the limits of popular LLMs in
impersonating content in a high-stakes legal set-
ting, namely for the generation of the decision
statement in parole suitability hearings: We
distill a linguistically well-motivated rhetorical
fingerprint from individual presiding commis-
sioners, based on patterns observed in verbatim
transcripts and then enhance the model prompts
with those characteristics. When comparing
this enhanced prompt with an underspecified
prompt we show that LLMs can approximate
certain rhetorical features when prompted ac-
cordingly, but are not able to fully replicate
the linguistic profile of the original speakers as
their own fingerprint dominates.

1 Introduction

Recent research on LLM alignment shows that de-
pending on the task, LLMs can mimic or imitate
human language to an extent that the generated
content is indistinguishable from or even surpasses
the quality of human language. Mimickry is an
intermediate step towards impersonation, the lat-
ter assuming that an agent not only copies general
human behavior, but pretends to be a specific per-
son and acts accordingly. In this paper we show
that we can nudge LLMs towards impersonation,
but that there remains a gap between actual hu-
man and generated content. We do so by crafting
speaker-specific rhetorical fingerprints that we first
use as prompt enhancements and then employ as
means to identify the differences between human
and generated content.

The setting in which we test this is sensitive:
we use anonymized parole suitability hearing tran-

scripts from California and task the model with
generating the decision statement of the presiding
commissioner. By distilling a rhetorical fingerprint
of the commissioner across multiple hearings, we
compare the effect of prompting several models
with the fingerprint-enhanced prompt and their per-
formance when prompted with a general prompt
not containing the fingerprint. The experiments
show that all LLMs seem to have their own linguis-
tic fingerprint from which they do not deviate even
if prompted so. Additionally, prompting the mod-
els to replicate the style they observe in a given text,
does not succeed, as their own fingerprint remains
more dominant.

2 Related Work

Recent studies explore how effectively LLMs can
mimic human-like behavior in different aspects.
For example, Milička et al. (2024) task different
versions of OpenAI’s GPT to impersonate children
between two and six years old. Their findings show
that the models are able to adapt their linguistic
behavior to the developmental stage expected from
them. Salewski et al. (2023) observe a boost in
performance by prompting the LLM to act as a
domain expert, but they also identify the reproduc-
tion of gender, age and racial biases in the model’s
output. Herbold et al. (2024) show that LLMs can
impersonate politicians to the extent that the model
responses are judged more authentic, relevant and
coherent than the actual human responses.

To the best of our knowledge, there has been
no work on how well LLMs perform in mimick-
ing human-like speech with rhetorically enhanced
prompts. Recently, several studies have focused on
the capabilities of LLMs to emulate human writing
styles by looking into coarse and more fine-grained
linguistic analysis (Bhandarkar et al., 2024; Al-
hafni et al., 2024). Bhandarkar et al. (2024) test the
performance of 12 pre-trained LLMs for stylistic
rewriting, by instructing them to mimic the author’s
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writing style together with shallow guided instruc-
tions regarding different linguistic features. While
their results show that current models are able to
replicate author style to some extent, they are not
capable of producing text that is fully indistinguish-
able from that of the original author.

In a more recent approach, Dinu et al. (2025)
tested how good LLMs are at imitating writing
styles by prompting it to complete an author’s un-
finished novel. While LLMs perform acceptably
in mimicking the literary style, their quality was
not assessed as being as good as the human written
ones.

In this present study, we build on this line of
research. We extend the focus from imitating writ-
ing styles to simulate spoken language, by using
detailed rhetorical prompts. We distill the linguis-
tic characteristics of each person and enhance the
prompts dynamically to simulate specifically tai-
lored spoken natural language dialogue.

3 The data

3.1 Parole Suitability Hearings

In California, an inmate’s potential to be reinte-
grated into society despite serving a life sentence
is assessed by one presiding and one deputy com-
missioner during parole suitability hearings (PSHs).
After an hour-long interview with the inmate and
their attorney, the presiding commissioner com-
municates the decision, taking into account the
inmate’s answers, a review of the rehabilitation
plan, psychological assessments and disciplinary
records.

Typically, decision statements follow a struc-
tured scheme, including an introduction, the an-
nouncement of the final decision, a discussion of
the mitigating and aggravating factors, such as the
institutional behavior of the inmate and the life
crime itself. In case of a parole denial, commis-
sioners may give recommendations for improve-
ment. Additionally, they are required to set a denial
length, which determines when the inmate is eligi-
ble to reappear before the parole board. While these
elements are consistently covered by all commis-
sioners, each commissioner may change the order
of covering those parts in their statements or may
choose to discuss one factor more in detail than
others. Rhetorically, the decision statement has to
establish authority by keeping a professional tone,
at the same time signaling empathy and a reasoned
judgment. We incorporated all these structural re-

quirements in our prompt design to ensure align-
ment of the generated decision statements with the
content observed in actual parole hearing decision
statements.

3.2 The PSH v1.0 corpus

The dataset that underlies the present study, PSH
v1.0, comprises 100 parole hearing transcripts that
we requested from the California Department of
Corrections and Rehabilitation (CDCR)1. We em-
ploy the anonymization model of Itani et al. (2024)
to remove any instances of names, locations and
age-related information to ensure no personal de-
tails of any individual involved in the parole hear-
ings is leaked.

For PSH v1.0 we select two female and two
male presiding commissioners with 25 transcripts
per commissioner. The PDF files range between 37
and 162 pages (8,171 pages in total) and contain the
verbatim transcripts of the hearing. The first section
of the transcript contains all content said during the
interview of the parole hearing. Altogether, this
section amounts to 1,297,488 words in PSH v1.0
(excluding punctuation and numbers), with a range
of 4,141 to 29,278 words per transcript.

The second section of each transcript contains
the decision statements. As we are only inter-
ested in the statement provided by the presiding
commissioner, we remove all utterances by other
speakers. These include mainly interruptions by
inmates, translations and supplementary remarks
made by the deputy commissioners. The human
presiding commissioner statements are between
890 and 4,049 words long and have not been shown
to the LLMs tested in this study. We use those de-
cision statements to first distill the rhetorical finger-
print of each commissioner and then to compare
the original statements with the LLM-generated
statements.

4 Rhetorical Fingerprints

4.1 The dimensions

To assess the relevant rhetorical characteristics of
human decision statements, we conduct a manual
analysis of 20 decision statements to identify key
rhetorical features that are across all four presiding
commissioners. This set of linguistic features rep-
resents the collective speech style of the presiding
commissioners overall, as well as their individual

1https://www.cdcr.ca.gov/bph/
psh-transcript/
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speech style. Deriving both the collective and the
individual fingerprint allows us to (1) create an in-
dividual linguistic profile to incorporate into the
prompt and (2) to conduct a systematic compari-
son of authentic commissioner statements and the
LLM-generated counterparts. The following fea-
tures are taken into account:

Sentence complexity This feature gives a mea-
surement of the syntactic complexity employed by
the presiding commissioners when formulating the
sentences. The score is calculated by counting the
number of clausal modifiers, conjuncts, adverbial
clauses, clausal complements, clausal subjects, and
parataxes in each sentence, based on the depen-
dency tag given to each token by SpaCy (Honnibal
and Montani, 2017). We then average the complex-
ity over all sentences.

Lexical diversity To assess the lexical diversity,
e.g. how much variety and complexity there is in
the statements, we use the measure of textual lexi-
cal diversity (MTLD) (McCarthy and Jarvis, 2010).
For implementation we use the module provided
by Shen (2022). Unlike Type-Token-Ratio (Chot-
los, 1944), MTLD is length-independent and mea-
sures how many words are needed before the Type-
Token-Ratio falls below a predefined threshold.
Due to the difference in text length between orig-
inal and AI-generated commissioner statements,
we use MTLD for reasons of comparability. An
MTLD score is calculated for each of the 25 deci-
sion statements and then averaged, resulting in an
overall measure per commissioner.

Discourse markers We expect a coherent line
of discourse and argumentation in a legal context
such as parole hearings. Discourse markers such
as because, therefore, and however help to link
evidence and conclusions and contribute to the per-
ception of fairness and transparency. We measure
the construction of reasoned decisions by count-
ing the occurrence of discourse markers listed in
the PDTB resource (Prasad et al., 2008). For ag-
gregating the information, we divide the number
of discourse markers across all 25 decision state-
ments by the total number of words spoken by each
commissioner.

Nominalizations Nominalizations are known to
abstract the responsibility and obscure agency (Fair-
clough, 2001). They are therefore attributed to an
authoritative and bureaucratic tone. Although they

are usually attributed to formal written language
(Siskou et al., 2022), the manual analysis of the
transcripts suggests that they are also relevant in
the current context. We estimate the preference
for nominalizations by counting nouns ending on
-tion, -ment, -ance, etc. across all 25 decision state-
ments and dividing them by the total wordcount
per commissioner.

Modals Modal verbs like must, should, could en-
code power (Fairclough, 2001) and are often used
by commissioners to frame parole decisions. De-
pending on the type and frequency of usage they
may convey obligation and institutional authority
or empathy. Building on the wordlist for modal-
ity used by Herbold et al. (2023), we added a few
more modal verbs and adverbs to evaluate the de-
gree of assertiveness in the commissioner’s speech
style. Modals are aggregated in the same way as
nominalizations.

Pronoun usage Pronouns are an important lin-
guistic feature, signaling how the presiding com-
missioners relate to the inmates and their role in
the hearing. We distinguish two dimensions: First,
the addressing of the inmate either with you versus
the reference with he (there are no female prisoners
in PSH v1.0), latter signaling are more distanced
tone. Second, pronouns used when the presiding
commissioners refer to themselves (e.g., the more
personal I) versus a more collective reference (e.g.,
we). Each pronoun version is aggregated in the
same way as nominalizations and modals are.

Jargon In institutional settings, such as parole
hearings, legal jargon conveys authority, but does
also exclude and confuse people who are not famil-
iar with the domain. To compile a domain-specific
wordlist of legal terms that are common in the con-
text of parole hearings, we extracted all nouns in
the corpus that occurred in at least 3 different deci-
sion statements. We then manually went through
this list and selected only abbreviations and parole
hearing specific and crime related terms. We pro-
ceeded in the same way for bigrams and trigrams of
consecutive nouns. After the statement generation,
we repeated this process to expand the list of jargon
used by the LLMs. The final list mainly consists
of abbreviations for rehabilitation programs, statu-
tory references, as well as references to forms that
inmates can request to file. We normalize jargon
usage by dividing the frequency count by the total
number of spoken words.
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4.2 Initial findings

Overall, we attribute high sentence complexity,
high lexical diversity, as well as a frequent use
of nominalizations, modals, jargon, indirect refer-
ences to the inmate (by using third person singular
pronouns), and collective self-reference (first per-
son plural) to an authoritative tone. Addressing
the inmate directly and framing the decision in the
first person singular are considered as empathetic
language. The use of discourse markers indicates a
reasoned judgment.

Commissioners might choose to alternate be-
tween direct and distanced references to the inmate.
In our dataset, we see a frequent use of second-
person singular pronouns (you, your), to directly
address the inmate either throughout the entire deci-
sion statement or only when providing recommen-
dations to the inmate directly for future hearings.
However, some commissioners completely avoid
direct engagement with the inmate. In this case, ad-
dressing the inmate by using third-person singular
pronouns (he, she, the inmate) establishes a more
distanced tone and enhances the power distance
between commissioners and the inmate.

Similarly, depending on the rhetorical intent of
the statement, they choose between pronouns that
frame the decision as a collective agreement be-
tween commissioners or those that signal the com-
missioner’s personal opinion. To emphasize the
collective nature of the board’s decision, most com-
missioners use first-person plural pronouns (we,
our). Through point-of-view distancing ((Brown
and Levinson, 1987, p. 204-206); (Locher, 2004,
p. 130)) the speaker puts the focus on the idea
that the decision resulted of panel deliberation and
therefore can distance themselves from individ-
ual responsibility. Phrases like e.g. ”Subsequent
growth [...] and increased maturity, um, while in-
carcerated, as we’ve reflected on this, we didn’t
find much.” highlight the institutional nature of
the decision and signal unity of the commissioners
in decision-making. Some commissioners might
use first-person singular (I, my) pronouns when
announcing the decision. As this breaks from the
institutional neutrality, it is rather unusual. When
it does appear, it typically is used to signal strong
personal conviction, as in ”You had a rule violation,
a pattern, um, back in and, uh, as I looked through
your history [...]”.

4.3 Standardization and visualization

To normalize the linguistic features, we first cal-
culate their relative frequency for each presiding
commissioner across all of their 25 original deci-
sion statements. Frequency counts of each feature
are aggregated and divided by the total word count
per commissioner.

As the features selected for the linguistic evalu-
ation do not share the same distribution, we stan-
dardize the normalized feature values with z-scores
for better comparability using the pandas library.
This allows us to observe differences in language
use and in units of standard deviations from the
mean use across all commissioners, giving insight
into how individual presiding commissioners differ
from the group norm in their feature use. Figure 1
shows an example of a fingerprint visualization.

Figure 1: Rhetorical fingerprint across eight dimensions.
Lexical Diversity and Sentence Complexity were ex-
cluded from this visualization.

The axes of the radarplots represent the rhetor-
ical features. The grey lines indicate the z-score
scale. The thick grid line indicates a z-score of 0.
Values below or above the thick grid line indicate
a lower or higher usage of this particular feature
compared to the average usage across all presiding
commissioners. For instance, according to Figure
1, commissioner 4 uses more nominalizations, first
person plural and jargon than their colleagues, with
a z-score of 1 (or higher) – indicating that their jar-
gon usage is at least one standard deviation above
the group average. In contrast, they are using less
modals, discourse markers and first person singular
than their colleagues. Although not included in
the Figure above, the z-scores from Table 1 show
that compared to their colleagues, commissioner 4
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prefers statements with a higher lexical diversity as
well as more complex sentences.

This information is used for an enhanced prompt-
ing of the models with a speaker-specific rhetorical
fingerprint, turning the z-scores into natural lan-
guage text. The details are discussed in the follow-
ing section.

5 Prompt engineering

5.1 Assembling the system prompt
In the system prompt, we instruct the models to im-
personate an experienced presiding commissioner
in a Californian parole hearing and to generate a
decision statement about whether to grant or deny
parole to the inmate. The decision must be based
on the information given in the transcript (provided
in the user prompt) and on California state laws
and policies. A description of the parole process
that is publicly available on the official website of
the Board of Parole Hearings2 and that explains
the general factors that need to be considered to
assess the risk of reintegration into society (c.f.,
Section 3.1) is also included in the system prompt.
To ensure realistic output, we instruct the models to
deliver a spoken statement. We also emphasize the
importance of professionalism and factual ground-
ing to prevent the LLMs of inventing details to the
case. We explicitly prohibit headings and bullet
points. The exact system prompt can be found in
Appendix A.1.

5.2 Assembling the user prompt
While the system prompt provides the more gen-
eral information about how we expect the LLMs
to behave as presiding commissioners, the user
prompt provides more detail on the linguistic char-
acteristics expected in the outputs as well as some
structural guidance (e.g., by providing introductory
phrases for the decision statements and instructions
on what to discuss in the statement itself).

The rhetorical fingerprint is assembled in a
building-block manner with static feature descrip-
tions and commissioner-specific prompt sections.
First, we define the usage categories. Previous
studies (Sun et al., 2023) show that LLMs tend to
underperform when prompted to use specific fea-
tures with a hard-restricted frequency. We therefore
turn the z-scores from the rhetorical fingerprint into
natural language sentences and provide those in the

2https://www.cdcr.ca.gov/
victim-services/parole-process/

user prompt. The z-scores are converted into four
categories, namely ‘strong’, ‘frequent’, ‘rare’, and
‘avoided’ feature usage by the following heuristics:

• Strong usage: if zf > 1

• Frequent usage: if 0 < zf ≤ 1

• Rare usage: if −1 < zf ≤ 0

• Avoided usage: if zf ≤ −1

Second, we add static explanations for each lin-
guistic feature in the fingerprint and add a usage
instruction based on the previously distilled finger-
prints for each commissioner. The user prompt
additionally provides the transcript and placehold-
ers for metadata concerning age and gender of the
inmate for each case. We also provide two typical
opening lines that we take from the original tran-
scripts and instruct the LLMs to not use section
headings or bullet points. To avoid hallucinations,
we include a section that demands the models to
only rely on facts given in the transcript. In the
end we arrive at a commissioner-specific imperson-
ation prompt, an example of which can be found in
Appendix A.2.

To test whether these precise linguistic instruc-
tions improve the rhetorical alignment, we mirror
the fingerprint prompt with a simplified version of
the user prompt, including only the general infor-
mation about parole hearings. Under this condi-
tion, we remove the information about the speaker
specific fingerprints and task the LLMs to mirror
the language style of the presiding commissioner
by drawing on the language patterns in the tran-
script without any guidance on linguistic features
and style. We refer to this condition as primed-by-
corpus.

5.3 Prompting parameters

During the prompt engineering phase, we test the
performance of all LLMs on a transcript that is not
included in the final corpus. We tested the perfor-
mance of user and system prompts multiple times
in an iterative way. Swapping information between
the system and the user prompt did not result in any
notable difference in response quality. The tem-
perature is set to 0.3 for stylistic consistency after
testing for multiple other temperature settings. The
three state-of-the-art models, namely GPT-4o, GPT-
4.1 and DeepSeek R1, were accessed and prompted
via their respective API by using the same system
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Figure 2: Comparison of rhetorical fingerprints when prompted with a commissioner’s rhetorical fingerprint.
Original vs. Generated statements. Solid lines indicate original commissioner fingerprints. Dotted lines indicate the
fingerprint of the respective models. The thick grid line indicates a z-score of 0.

and user prompts, with and without commissioner-
specific rhetorical fingerprints. Despite setting the
output token parameter to the highest possible for
each model, we observe that all three models give
responses that are way below their maximum token
output limit.

6 Results

The comparison in this paper is two-fold: First, we
identify the rhetorical differences that hold between

human and generated, impersonated content. Sec-
ond, we investigate whether an enhanced prompt
with a rhetorical fingerprint yields responses with a
higher level of impersonation than a ‘plain’ prompt
with general instructions.

Regarding the first question, we compare the
rhetorical approximation of the generated state-
ments with the original commissioners’ rhetorical
patterns. To this end we calculate the z-scores for
each of the selected linguistic features between
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Comm.
Original ChatGPT-4o ChatGPT-4.1 DeepSeek

byCorpus fingerprint byCorpus fingerprint byCorpus fingerprint
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

Lexical
Diversity -0.55 -0.32 -0.61 1.48 16.92 17.71 16.21 16.39 21.32 22.80 21.25 21.88 5.82 6.06 6.29 5.76 16.57 17.36 16.56 15.67 37.80 38.35 40.20 38.68 40.49 40.28 39.52 36.46

Sentence
Complexity

0.04 0.16 -1.31 1.10 25.32 27.67 26.35 27.61 30.02 31.76 33.30 33.66 17.52 19.02 18.24 16.52 23.25 27.20 25.26 27.13 28.23 30.18 28.64 29.96 32.09 30.48 31.19 34.91

Discourse
Markers 0.31 1.27 -0.73 -0.85 -2.23 -2.29 -2.09 -2.35 -2.14 -1.65 -2.21 -1.83 -0.93 -0.66 -1.00 -0.73 -2.05 -1.49 -2.47 -2.52 -1.95 -1.62 -2.72 -2.16 -1.95 -1.28 -2.36 -3.13

Modals 0.22 -0.62 1.31 -0.90 -0.18 0.28 -0.09 -0.30 0.22 0.78 -0.20 0.57 -0.83 -0.44 -0.41 -1.10 0.77 0.61 0.56 1.07 -1.06 -1.03 -0.23 -1.20 -1.01 -0.92 -0.36 0.12
Jargon 0.46 0.06 -1.41 0.88 -2.26 -2.75 -2.50 -2.03 -1.68 -2.19 -2.76 -0.21 0.49 -0.62 -1.33 0.27 -1.83 -2.10 -3.41 -0.30 3.16 2.66 1.01 3.18 1.43 1.26 0.01 2.40

Nominali-
zation -0.008 -0.35 -1.00 1.36 3.90 3.61 4.11 4.20 4.24 3.91 4.66 4.59 3.28 3.37 4.03 3.43 4.30 4.04 4.57 5.75 7.42 6.73 7.03 6.47 7.90 6.64 6.73 9.10

3rd Person
Addressing

-0.79 -0.76 1.31 0.24 -0.91 -0.92 -0.91 -0.91 -0.91 -0.91 -0.84 -0.60 -0.90 -0.91 -0.83 -0.88 -0.90 -0.90 -0.85 0.45 -0.91 -0.89 -0.88 -0.83 -0.91 -0.91 -0.72 -0.05

2nd Person
Addressing

0.88 0.78 -0.50 -1.15 0.77 0.83 0.57 0.71 0.65 0.77 0.61 0.07 1.22 1.25 0.97 1.12 0.70 0.74 0.44 -1.43 0.22 0.34 0.21 0.04 0.18 0.32 -0.08 -1.60

1st Person
Plural 0.63 -0.58 -1.08 1.04 -1.37 -1.13 -1.54 -1.36 -2.13 -1.03 -3.35 -1.69 -2.74 -2.75 -2.73 -2.60 -2.22 -1.56 -3.45 -2.25 -3.08 -3.21 -3.16 -3.01 -2.92 -3.09 -3.44 -3.52

1st Person
Singular 0.48 -0.35 1.08 -1.21 -1.48 -1.47 -1.50 -1.47 -0.05 -0.94 2.69 -1.90 -0.85 -1.01 -0.61 -0.94 -0.43 -1.50 1.66 -1.90 -1.81 -1.81 -1.76 -1.79 -1.68 -1.90 -0.79 -1.87

Table 1: Comparison of z-scores for all features across original and LLM-generated outputs

original and generated statement by first normal-
izing the frequency count for each feature in the
generated statements. To calculate the z-scores
we use the mean and standard deviations of each
feature calculated from the original commissioner
statements. Using the original mean and standard
deviation metrics establishes the baseline against
which the generated decisions statements are com-
pared. The resulting z-scores show to which degree
the generated statements deviate from the original
statements: Positive z-scores indicate a stronger
usage compared to the commissioner average, neg-
ative values reflect underuse (in terms of standard
deviations). An overview of the performance of
each LLM for the primed-by-corpus and rhetorical
fingerprint scenario can be found in Table 1.

Figure 2 shows the resulting radar plots of the
rhetorical fingerprint prompts in comparison to the
original fingerprint visualization3. The axes of the
radarplots represent the individual features. The
grey lines indicate the z-score scale. The thick
grid line indicates a z-score of 0. Columns rep-
resent LLMs, while lines represent the individual
commissioners. Each LLM and commissioner is
color-coded. Solid lines represent the scores in
the rhetorical fingerprint of the original commis-
sioners, while the dotted lines show the rhetorical
approximation of the generation models.

In the following we discuss the dimensions in
the fingerprint in terms of how the models devi-
ate rhetorically from the original commissioners
rhetorical patterns.

6.1 Lexical diversity and sentence complexity

From a procedural point of view, high lexical di-
versity and/or sentence complexity makes parole

3The visualizations for the primed-by-corpus condition
can be found in Appendix B.

hearing decision statements difficult to understand,
going against the guideline that the hearings should
be accessible and easy to understand by the inmates.
The original decision statements exhibit a relatively
stable usage of minimal lexical diversity and simple
sentence structures, indicating that commissioners
are mindful about making their statements accessi-
ble. In our dataset, Commissioner 4 is the only one
showing an elevated z-score for lexical diversity
(1.48) and sentence complexity (1.10).

The analysis of the LLM-generated statements
shows that all three LLMs highly deviate in lex-
ical diversity and sentence complexity compared
to the original decision statements (see Table 1),
across impersonated commissioners and conditions
in the user and system prompt. GPT-4.1 shows
the lowest z-score for lexical diversity (5.76) and
sentence complexity (16.52) for Commissioner 4
in the primed-by-corpus condition. All other mod-
els exceed these z-scores substantially (z-scores
range from 5.76 to 40.20 for Lexical Diversity and
16.52 to 34.91 for sentence complexity). DeepSeek
demonstrates the highest z-scores for both features,
indicating that even elaborate prompting does not
help to mitigate this behavior. Taken together,
this indicates that LLMs are insensitive to prompts
when it comes to aligning spoken content in terms
of its lexical diversity and sentence complexity.
This is probably due to the underlying training data
being mostly written language.

Due to the emerged non-alignment in terms of
lexical diversity and sentence complexity, we ex-
clude both dimensions from the radar plots in Fig-
ure 2 to prevent those features from skewing the
plots.
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6.2 Nominalizations and jargon

Nominalizations and a frequent use of domain-
specific jargon are attributed to written commu-
nication and make the content of the statement
inaccessible to individuals who are not familiar
with legal language. In the original statements
we observe a variety of jargon and nominalization
preference patterns. What we observe consistently
is that commissioners who are using more jargon
also use more nominalizations than their colleagues
and vice versa. The plots in Figure 2 indicate a
consistent underuse of jargon in both GPT mod-
els prompted with rhetorical fingerprints, unless
they are prompted to use jargon strongly (Commis-
sioner 4). When prompted with the more general
prompt without the rhetorical fingerprint, GPT-4o
continues to underperform, while GPT-4.1 seems to
approximate the linguistic behavior of the original
commissioner and thus infers the degree of usage
of this feature. DeepSeek consistently overuses
jargon.

Additionally, all three models show a strong
preference for using nominalizations, suggesting a
strong bias towards formal and written language,
likely due to their training data. A similar obser-
vation has been made by McGovern et al. (2025),
who show that LLMs exhibit a high usage of nouns
in their responses. This behavior cannot be miti-
gated by prompting and holds across all models
and conditions. Prompting for strong usage of
nominalizations even triggers the models to use
more nominalizations than they already do (see
DeepSeek for Commissioner 4, where z-score was
6.47 for primed-by-corpus and 9.1 for fingerprint
condition).

6.3 Modal verbs and discourse markers

Modal verbs and discourse markers are important
features for parole decision statements as they help
to convey authority and coherence by expressing
obligations and transparency about the reasoned
judgment. The commissioners in our dataset either
use modal verbs frequently or rarely. The same
applies for discourse markers, but Commissioner
2 is the only one showing a strong preference to
use them. The analysis of the generated statements
shows that all models tend to underuse modal verbs.
Only GPT-4o fully replicates the behavior of Com-
missioner 1 when prompted with the rhetorical fin-
gerprint instruction to frequently use modal verbs.

Discourse markers are consistently underused by

all models and all commissioners across prompting
conditions. This indicates that LLMs show limited
sensitivity to these features. We attribute this to the
fact that LLMs might interpret discourse markers
as filler words which can be dropped without af-
fecting the semantic structure of the generated text.
Overall, we can conclude that even when explic-
itly prompted with specific usage instructions all
LLMs show limitations in their ability to replicate
reasoning structures and modality for most cases.

6.4 Pronouns
Addressing the inmate in the third person singular
(‘he’, ‘she’,) even if they are present in the same
room conveys authority and manifests power. We
only see a preference for third person singular ad-
dresses with Commissioners 3 and 4, whereas Com-
missioners 1 and 2 prefer to address the inmates
directly by using the more personal ‘you’. By look-
ing at the radar plots for all commissioners in Fig-
ure 2, we see a pattern of preferring second person
singular addresses across all models. Prompting
them for strong indirect inmate addressing does not
yield the expected results (see model performance
for Commissioner 4). GPT-4.1 and DeepSeek fol-
low this instruction to a very small extent, but only
if prompted for strong usage. We attribute this be-
havior to our prompt context which explicitly asks
for conversational tone. The underlying dialogue
training data for each model is very likely coming
from written online communications (e.g. Reddit),
where indirect addresses are uncommon. LLMs
may therefore infer that they are speaking with the
inmate, instead of about them.

Regarding the use of pronouns when referencing
either themselves as individuals or as a collective,
we observe that all models underuse the first person
plural. We suspect here that our prompts are being
misinterpreted by the models, which are unaware
of the fact that the presiding commissioner is the
representative of the parole hearing panel. They
therefore default to the individual self-referencing
pronoun ‘I’ (which is also more likely to be over-
represented in their training data).

6.5 LLM-specific fingerprint
All models exhibit their own model-specific lin-
guistic characteristics, independent of the prompt.
This suggests that some features are inherent to the
model’s own rhetorical style and are therefore not
adjustable by prompting at all or only to a small de-
gree. This is particularly evident when comparing
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the radar plots of GPT-4o and GPT-4.1 under the
rhetorical fingerprint condition: The overall shape
of the fingerprint remains nearly identical across
these two model versions when prompted with the
speaker-specific rhetorical fingerprints, suggesting
that linguistic characteristics are inherited across
model versions. For the DeepSeek model we barely
see any change in linguistic behavior between the
two prompting conditions. Only when prompted
for strong usage of nominalizations we see a minor
adjustment in feature intensity. Nevertheless, the
instruction of using first person plural pronouns
gets ignored completely, which reinforces our sug-
gestion of model-specific rhetorical fingerprints.

7 Conclusion

In this study we test whether state-of-the-art
LLMs can be pushed to impersonate humans when
prompted with linguistically informed fingerprints.
Our findings from testing three off-the-shelf models
in generating parole hearing decision statements, a
high-stake setting, underscore the current rhetori-
cal limits of LLMs in mirroring human-like behav-
ior as they fail to deviate from their own model-
specific rhetorical fingerprint.

The next step in this endeavor is a more de-
tailed investigation of the effect of rhetorically en-
hanced prompting and the outcome of these hear-
ings (whether parole is granted or not and under
which conditions). A significant amount of more
detailed analyses is required in order to show the
limits of applying LLMs in sensitive and high-stake
settings like the present one.

Limitations

Feature selection. In this study we only consider
a limited number of linguistic features, which does
not cover the full complexity of human rhetorical
characteristics. We restricted the prompts to stylis-
tic characteristics, which may oversimplify human
language.
Domain. We test the ability of three LLMs on a
very specific domain. Future work should look into
the performance of LLMs when mimicking human-
like speech in different domains.
Model selection. At the time of writing, we cov-
ered the three most popular LLMs, all of which do
not openly disclose their training data. Therefore,
we do not know whether parole hearing transcripts
were included in the model’s training data. More
recent models may differ in performance.

Ethics Statement

While this paper focuses on the linguistic capa-
bilities of LLMs to reproduce a certain rhetorical
fingerprint, we are aware of the potential risks as-
sociated with generating human-like institutional
dialogue. This study intends to assess the stylis-
tic approximation capabilities of LLMs within a
controlled research setting. It is not intended to sup-
port or encourage the use of LLMs for deceptive
or harmful applications, especially in legal settings.
We also do not propose to actually use them in
parole hearing evaluations. For reasons of data pro-
tection, we will not publish the original, nor the
anonymized transcripts. However, we will provide
a list of the individual hearings upon request, mak-
ing it possible to interested researchers to request
the exact same files from the CDCR for replication
purposes.
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Ondřej Drobil. 2024. Large language models are able
to downplay their cognitive abilities to fit the persona
they simulate. PLOS ONE, 19(3):1–25.

Rashmi Prasad, Nikhil Dinesh, Alan Lee, Eleni Milt-
sakaki, Livio Robaldo, Aravind Joshi, and Bonnie
Webber. 2008. The Penn Discourse TreeBank 2.0.
In Proceedings of the Sixth International Conference
on Language Resources and Evaluation (LREC’08),
Marrakech, Morocco. European Language Resources
Association (ELRA).

Leonard Salewski, Stephan Alaniz, Isabel Rio-Torto,
Eric Schulz, and Zeynep Akata. 2023. In-context im-
personation reveals large language models’ strengths
and biases. In Proceedings of the 37th International

Conference on Neural Information Processing Sys-
tems, NIPS ’23, Red Hook, NY, USA. Curran Asso-
ciates Inc.

Lucas Shen. 2022. LexicalRichness: A small module to
compute textual lexical richness.

Wassiliki Siskou, Laurin Friedrich, Steffen Eckhard, In-
grid Espinoza, and Annette Hautli-Janisz. 2022. Mea-
suring plain language in public service encounters. In
Proceedings of the 2nd Workshop on Computational
Linguistics for Political Text Analysis (CPSS-2022)
Potsdam, Germany.

Jiao Sun, Yufei Tian, Wangchunshu Zhou, Nan Xu, Qian
Hu, Rahul Gupta, John Wieting, Nanyun Peng, and
Xuezhe Ma. 2023. Evaluating large language models
on controlled generation tasks. In Proceedings of the
2023 Conference on Empirical Methods in Natural
Language Processing, pages 3155–3168, Singapore.
Association for Computational Linguistics.

A Prompts

A.1 System prompt
This is the general system prompt that we used for
all 4 commissioners under all conditions:

You are an experienced Parole Commissioner from
the Board of Parole Hearings in California, deciding
whether to grant or deny parole to inmates. You
need to make informed parole decisions based on
California state laws and policies, including
the guidelines of the California Board of Parole
Hearings.
Parole proceedings are not to decide guilt or
innocence. The Board of Parole Hearings accepts as
fact the guilty verdict imposed by the courts. The
purpose of a parole proceeding is to determine if or
when an inmate can be returned to society. Under
normal circumstances, the panel or the Board shall
set a release date unless it determines that the
gravity of the crime (offense), or the timing and
gravity of current or past convictions, requires
a more lengthy period of incarceration to ensure
public safety.

In general, some of the factors considered by
the panel and which are discussed in the proceeding
include:

• counseling reports and psychological
evaluations

• behavior in prison (i.e., disciplinary notices
or laudatory accomplishments)

• vocational and educational accomplishments in
prison

• involvement in self-help therapy programs that
can range from anti-addiction programs for
drugs and alcohol to anger management

• parole plans, including where an inmate would
live and support themselves if they were
released

After reading the transcript provided by the
user, your task is to decide whether the inmate
should be granted or denied parole and deliver your
decision as spoken dialogue, mirroring a natural,
ongoing conversation in the hearing room. Do not
use headings or bullet points in your statement.

Remain professional and consistent with the tone
and format expected of official parole decision
statements. However, because you will be delivering
this decision as spoken dialogue, adapt the
formality to reflect a real parole hearing’s
conversational flow. You are not allowed to use
bullet points or headings in your statements. You
must provide detailed, professional, fair, and
well-reasoned responses. Avoid bias, stereotypes,
prejudice, or speculation. Refer only to the facts
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and background details included in the transcript.
If some details are missing, acknowledge them rather
than inventing information.

A.2 User prompt
This is an example of a commissioner prompt
(commissioner 4). Passages written in blue were
only included under the rhetorical fingerprint
condition. Passages written in violet were only
included under the primed-by-corpus condition.
Passages written in black appear in both conditions.

You will read a transcript of a Californian
parole hearing and act as the presiding
commissioner.

After reading the transcript, your task is to
decide whether the inmate should be granted or
denied parole and then deliver your decision as
spoken dialogue, mirroring a natural, ongoing
conversation in the hearing room.

These are the overall style requirements:
• Conversational tone: avoid enumerations,
headings, or overly formal written structures.
Instead, formulate your response as if it
were spoken in a parole hearing. You may
use occasional pauses and conversational
transitions to make it flow naturally.

• Commissioner style: You are speaking as the
presiding commissioner. Please adapt your
response to reflect the commissioner’s typical
language style, including tone, sentence
structure, level of formality, and use of
hesitation markers. Your statement should
feel authentic to a commissioner’s usual way
of delivering decisions.

Do not label sections in your final text, but
address these points in a conversational and
detailed manner:

• Introduction: Set the context of the hearing.
You can use these opening lines to do so:
"Today’s date is [MONTH] [DAY], [YEAR]. The
time is approximately [TIME] AM. All parties
who were present before have returned." or
"Today’s date is [MONTH] [DAY], [YEAR]. The
time is approximately [TIME] PM. We’re back in
the matter of Mr. ..."

• Decision: Clearly state whether the inmate is
granted or denied parole.

• Evaluation and Reasoning: Discuss both
aggravating and mitigating factors that
influence your decision.

• Recommendations (if parole is denied):
Specify the denial length and explain the
reasons for setting that length. You can set
3, 5, 7, 10 or 15 years of length, depending
on the severity of each case. Offer detailed
suggestions for what the inmate could do to
improve the likelihood of a positive outcome
at a future parole hearing (e.g. additional
programming, self-improvement efforts, insight
development).

• Clarify (only if parole is granted): Clarify
that this decision is not final and will be
subject to further review by the Governor.
Explain that the inmate will be formally
notified in writing once a final decision is
made.

After reading the transcript, your task is to
decide whether the inmate should be granted or
denied parole and deliver your decision as spoken
dialogue, mirroring a natural, ongoing conversation
in the hearing room. Do not use headings or bullet
points in your statement.

Below are the key linguistic features you may
use, along with usage instructions. Each feature
includes a Usage Category that can be set to any of
the following:

• avoid: Do not use this feature.
• rarely: Use this feature only a few times.
• frequently: Use this feature regularly, but
do not overuse it.

• strong: Use this feature a lot.
In your spoken statements, you are required to

use the following linguistic features with the
indicated frequency: In your spoken statements,
you are required to use the following linguistic
features with the indicated frequency:

• Lexical Diversity to express nuanced
viewpoints and considerations. Use a
wide-ranging vocabulary by using synonyms
and varied expressions throughout your
statements. This corresponds to the usage
category "strong".

• Sentence complexity: Use a lot of complex
and long sentences. This corresponds to the
category "strong".

• Discourse markers (e.g., "because", "however",
"while") to indicate causal reasoning,
contrasts, or transitions. Use these words
rarely.

• Modals: Words like "could", "should", "would",
"may", "might" are modal verbs and are used
to convey obligations or possibilities. Use
these words rarely.

• Nominalizations: Nominalizations are
verbs that are turned into nouns, like e.g.
"the denial", "the recommendation", "the
rehabilitation". This is a strong feature.
Use nominalizations very often.

• Jargon: Strongly use legal terms legal terms
like "recidivism", "suitability", "mitigating
factors" and other technical terms that
are typically used in the context of parole
hearings.

• First-Person Singular: Avoid using
first-person singular pronouns in phrases
like "I reviewed", "I find" to refer to the
presiding commissioner’s decision.

• First-Person Plural: Strongly use phrases
like "we reviewed", "we find" to refer to the
panel’s collective voice.

• Second-Person Singular References: Avoid
to directly address the inmate by using
second-person singular pronouns.

• Third-person singular when referencing the
inmate in a detached or formal sense (e.g.,
"he is not suitable for parole", "the inmate
has demonstrated insight"). Frequently refer
to the inmate by using third-person singular
pronouns to address them in a more detached
way.

At the very end, include one of the following
lines:

• Decision: granted
• Decision: denied
If you deny parole, also add:
• Denial length: X years You can set 3, 5, 7,
10 or 15 years of denial, depending on the
severity of each case.

Use the following details:
• Inmate ID: inmate id
• Gender: gender
• Current Age: current age
• Age of Imprisonment: age of imprisonment
Main Part of the Hearing Transcript:
• {transcript}
Base your decision solely on the facts provided.

Write your response as one continuous speech,
providing detailed reasoning. Your statement must
be very long and detailed.
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B Fingerprints primed-by-corpus condition

Figure 3: Comparison of linguistic fingerprints when primed-by-corpus. Original vs. Generated statements. Solid
lines indicate original commissioner fingerprints. Dotted lines indicate the fingerprint of the respective models. The
thick grid line indicates a z-score of 0.
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Abstract
Digital Humanities (DH) research, among
many others, relies on data, a subset of which
comes in the form of language data that con-
tains personal information (PI). Working with
and sharing such data has ethical and le-
gal implications. The process of removing
(anonymization) or replacing (pseudonymiza-
tion) of personal information in texts may be
used to address these issues, and often begins
with a PI detection and labeling stage. We
present a new tool for personal information
detection and labeling for Swedish, SBX-PI-
DETECTION (henceforth SBX-PI), alongside a
visualization interface, (IM)PERSONAL DATA,
which allows for the comparison of outputs
from different tools. A valuable feature of
SBX-PI is that it enables the users to run the
annotation locally. It is also integrated into the
text annotation pipeline SPARV, allowing for
other types of annotation to be performed si-
multaneously and contributing to the privacy by
design requirement set by the GDPR. A novel
feature of (IM)PERSONAL DATA is that it al-
lows researchers to assess the extent of detected
PI in a text and how much of it will be manip-
ulated once anonymization or pseudonymiza-
tion are applied. The tools are primarily aimed
at researchers within Digital Humanities and
Natural Language Processing and are linked to
CLARIN’s Virtual Language Observatory.1

1 Introduction and prior work

Personal information (PI) 2 is ubiquitous in many
kinds of language data – data which oftentimes

1https://spraakbanken.gu.se/en/
analyses/sbx-swe-pi_detection-sparv (DOI)
https://vlo.clarin.eu/record/Other_47_
doi_10_23695_6wp0_ds77.xml?1&count=3&
index=0&q=sparv-plugin (VLO)

2In this paper this term is used to refer to both information
that on its own or in combination with other pieces of informa-
tion can be used to re-identify a natural person, i.e. Personally
Identifiable Information (PII), and sensitive information (e.g.
sexuality, religious beliefs).

is the basis for research in fields such as Digital
Humanities (DH), Natural Language Processing
(NLP), or linguistics. When working with this
kind of data, one may choose to employ privacy-
protection measures in order to comply with ap-
propriate legislation (e.g. GDPR (Official Journal
of the European Union, 2016)) or out of ethically
motivated concerns for data subject privacy. Com-
monly employed privacy-protection methods at the
text level are the removal (anonymization) or re-
placement (pseudonymization) of PI. The differ-
ence is illustrated in (1), where the original sen-
tence is anonymized using , pseudonymized
using tags and pseudonymized using replace-
ment entities.

(1) Mitt
Mitt
Mitt
Mitt

namn
namn
namn
namn

är
är
är
är

Sonja

name
Anna

och
och
och
och

jag
jag
jag
jag

är
är
är
är

29

age
31

‘My name is Sonja and I am 29’

While anonymization and pseudonymization can
be carried out manually, it is very time-consuming.
As with many other types of annotation, this can
be sped up with the help of automated methods.

Both pseudonymization and anonymization can
be construed of as two-stage processes, with the
first one — PI detection and labeling, necessary
in order to know what elements need to be han-
dled — being shared by both, and succeeded by, re-
spectively, the removal or replacement of detected
spans.3 Automatic PI detection and labeling is
a task closely related to Named Entity Recogni-
tion and Classification (NER, NERC) (Lison et al.,
2021). The key distinction is that while the over-
lap between PI and Named Entities (NEs) is large,

3There exist approaches where this distinction is not made,
e.g. seq2seq or LLM prompting to directly return a sanitized
text, cf. Yermilov et al. (2023).
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not all PIs are NEs and not all NEs are personal in
nature; whether a piece of information in a text is
personal is highly dependent on the context.

The approaches to PI detection and labeling
range from rule-based systems (Accorsi et al.,
2012; Dalianis, 2019; Blokland et al., 2020; Volo-
dina et al., 2020) through machine learning ap-
proaches using e.g. Conditional Random Fields
(Berg and Dalianis, 2019, 2020; Adams et al., 2019;
Eder et al., 2020), Recurrent Neural Networks
(Adams et al., 2019; Eder et al., 2020; Jensen et al.,
2021; López-Garcı́a et al., 2023), or Transformer-
based classifiers (Johnson et al., 2020; Jensen et al.,
2021; Eder et al., 2022; Meaney et al., 2022; López-
Garcı́a et al., 2023; Ngo et al., 2024; Szawerna
et al., 2024, 2025), to Large Language Model
(LLM) prompting (Yang et al., 2023; Ilinykh and
Szawerna, 2025) or knowledge distillation from
LLMs (Deußer et al., 2025), and combined ap-
proaches (Jensen et al., 2021; Eder et al., 2022;
Cabrera-Diego and Gheewala, 2024). Notably, the
ability to conduct automated PI detection locally is
advantageous, since sending potentially sensitive
data to external tools or APIs increases the chance
of a security breach and information leakage. Ease
of use also plays a role, since the more complicated
a tool is to set up or use, the smaller its userbase is
likely to become.

In this paper we present a new, flexible plugin
SBX-PI for Personal Information detection and
labeling in Swedish for the SPARV text annota-
tion pipeline, alongside a novel visualization tool,
(IM)PERSONAL DATA, intended for analyzing and
comparing the performance of such systems. The
tools stand out in two ways: on the one hand, SBX-
PI embeds ethics into SPARV through addressing
the g the ‘privacy by design’ requirement imposed
by the GDPR (Official Journal of the European
Union, 2016); on the other hand, (IM)PERSONAL

DATA is the only tool known to us allowing the
users to assess how much of the research data will
be altered once anonymization or pseudonymiza-
tion are applied, making it possible to assess the
value and validity of the data after the applied ma-
nipulations. We showcase both tools on a sample
text4 and compare the performance of the PI detec-
tion plugin to that of the commercially available

4While we acknowledge that evaluation measures would be
valuable, there is no openly available dataset for PI detection
in Swedish. The performance of the models used in our tool
on their test set was reported in Szawerna et al. (2025).

tool MICROSOFT PRESIDIO,5, the web-based tool
for Swedish texts HB DEID (Berg and Dalianis,
2019, 2021),6 and the results of prompting GEMMA

2 9B (Gemma Team et al., 2024),7 with the help
of the visualization tool. GEMMA 2 9B has previ-
ously been used by Ilinykh and Szawerna (2025)
to detect and label personal information and per-
formed best out of the tested models; due to its size
it could potentially be run locally. We discuss the
differences in performance and the advantages and
disadvantages of the aforementioned approaches.
Finally, we present plans and suggestions for fur-
ther development of both of our tools.

2 SPARV plugin

SPARV (v5.3.0, Hammarstedt et al., 2022)8 is a
Python-based modular command line tool for text
annotation designed primarily for Swedish, created
and maintained by Språkbanken Text. It can be
run locally and is designed to handle importing the
data, annotating it, and exporting it. The choice
of formats and annotations is controlled using a
corpus configuration file. SPARV’s design makes
it also very easy to extend it with new modules or
plugins, which has enabled the addition of Personal
Information detection and labeling, meaning that
this task can be performed together with other kinds
of annotation, e.g. part-of-speech tagging.

2.1 System Design

Our plugin9 makes use of six PI detection clas-
sifiers for Swedish (Szawerna et al., 2025) based
on KB/bert-base-swedish-cased (Devlin
et al., 2019; Malmsten et al., 2020), hosted on
Språkbanken Text’s HuggingFace page.10 The
models’ performance reported in Szawerna et al.
(2025) is shown in Table 1. The models differ in
terms of the tags that they can assign to the de-
tected spans, as outlined in Table 2. It is very im-
portant to highlight that, as per their HuggingFace
model cards, these models “[...] perform best on
[...] second-language learner essays,” the type of
texts that they were trained on. By not including
the models in the plugin itself but accessing them

5https://microsoft.github.io/presidio/
6https://hbdeid.dsv.su.se/
7https://huggingface.co/google/

gemma-2-9b
8https://spraakbanken.gu.se/sparv/
9https://github.com/spraakbanken/

sparv-sbx-pi-detection
10https://huggingface.co/sbx
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Model F2
detailed iob 0.519 ± 0.085
detailed 0.558 ± 0.063
general iob 0.720 ± 0.054
general 0.763 ± 0.059
basic iob 0.800 ± 0.045
basic 0.824 ± 0.038

Table 1: Mean results ± standard deviation for each
type of model, courtesy of the authors (Szawerna et al.,
2025).

via HuggingFace, we make it possible to access
newer versions of the same models, should they
ever be released. It also makes it relatively sim-
ple to expand the plugin with additional models by
modifying very little of the code.

We follow the general recommended structure
for SPARV plugins.11 The code is accompanied
by a number of required or recommended files
specifying the functionality or behavior of the
plugin for both SPARV itself and the user. The
plugin’s requirements are Sparv 5.0 or higher,
Transformers 4.51.3 or higher (Wolf et al.,
2020), and PyTorch (Ansel et al., 2024).

The core of the plugin’s functionality lies in the
pi detection.py file, which defines the func-
tions called when the annotations provided by this
plugin are requested by the user. In such a case the
input is first tokenized at word level using a user-
defined or SPARV’s default tokenizer. The appro-
priate classifier model and corresponding tokenizer
are loaded in according to the corpus configura-
tion using Transformers. Since BERT-based
models use sub-word tokenization and have a max-
imum input length, each input text is chunked if it
were to exceed the length of 512 sub-word tokens,
with the boundaries following the word-level tok-
enization. Next, predictions are obtained from the
model for each chunk. Finally, these are mapped
back to the word-level tokens. In cases where mul-
tiple sub-word tokens constituting one word have
received different tags, the following heuristics are
applied: i) if at least one sub-word token is tagged
as personal information, the entire word is tagged
as that and ii) if two different personal information
tags were assigned to two sub-word tokens of one
word, the one closest to the beginning of the word
is selected, as we consider that to be more likely

11https://spraakbanken.gu.se/sparv/
developers-guide/writing-sparv-plugins/

to be the meaning-bearing element of the word.
These tags are then forwarded to the export method
defined by the user in the corpus configuration.

We also provide a sample corpus with our plu-
gin, which consists of two text files, one with an
example essay and one intended for the user to edit,
alongside a corpus configuration file.

2.2 Functionality
Once the plugin is installed following the instruc-
tions that come with it, the user can request the
PI annotation in the config.yaml configuration
file for their corpus. First of all, in annotations,
one has to specify the annotation type as
<token>:sbx pi detection.pi. Next, the
specific tagset (and, consequently, classifier) has to
be specified, e.g. pi detection: general.
The names of the available tagsets in the config-
uration are the same as in Table 2, and more de-
tailed user instructions are included in the plugin’s
README file. Both the input and output format
for the data are independent from our plugin and
depend on the user choice defined in the corpus
configuration.

A key advantage that our plugin has is its integra-
tion into SPARV, as that allows for other types of
annotation to be carried out simultaneously, accord-
ing to what is defined in the corpus configuration.
This also makes it easy for current SPARV users to
incorporate PI annotation in their workflow.

3 (Im)Personal Data visualization

In order to visualize the system output, a custom vi-
sualization12 was commissioned with INFRAVIS13,
the Swedish National Research Infrastructure for
Data Visualization.

3.1 System Design
The interface is realized as a Vue 3 frontend and
builds on two modules. The first module uses Texty
(Nualart and Pérez-Montoro, 2013), “an icon that
represents the physical distribution of keywords of
a text as a flat image,” to give an overall impression
of the distribution of labels in the text (see Figure 1).
The second module aligns the input texts on the
word level and allows for the comparison of labels
across different methods (see Figure 2).

In order to allow for new text additions, the in-
terface is written in such a way as to adapt to new

12https://github.com/spraakbanken/
impersonaldata

13infravis.se
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Model Tags

detailed

O, firstname male, firstname female, firstname unknown,
initials, middlename, surname, school, work,
other institution, area, city, geo, country, place,
region, street nr, zip code, transport name,
transport nr, age digits, age string, date digits, day,
month digit, month word, year, phone nr, email, url,
personid nr, account nr, license nr, other nr seq, extra,
prof, edu, fam, sensitive

detailed iob O, B-firstname male, I-firstname male, ...

general
O, personal name, institution, geographic,
transportation, age, date, other

general iob O, B-personal name, I-personal name, B-institution, ...
basic O, S
basic iob O, B, I

Table 2: Tagsets in the models available in the plugin. O appears in all of them and marks the non-PI tokens. IOB
models have the same semantic categories as their base versions, but with the addition of marking the beginning and
inside of the span. See Megyesi et al. (2018) and Szawerna et al. (2025) for more details on the tagsets and models.

data automatically. New data is added by adding
the annotated texts in a specific folder, running the
Texty Python script, and, finally, running a custom
script that calculates word alignment and copies all
the relevant data to the frontend folder.

3.2 Functionality

In the interface, the user can choose one of the pre-
selected texts, which is then displayed. The user
can then visualize the high-level label distribution
of different methods with Textys, and inspect the
labels more closely in detail view.

The current interface loads static pre-computed
files, but this behavior may be changed in the future
— adding a proper backend could allow users to test
their own texts dynamically.

4 Case study

We use a sample text in order to better illustrate
the performance of our plugin and the visualization
tool. The text is a fictive personal story in Swedish,
i.e. it contains information that would be personal
if it referred to any natural person, and is structured
like a personal story.14

We obtained PI annotations from four different
tools: (a) GEMMA 2 9B (Gemma Team et al.,
2024), (b) HB DEID (Berg and Dalianis, 2019,
2021), (c) MICROSOFT PRESIDIO, (d) our plu-
gin. In the case of MICROSOFT PRESIDIO and HB

14The text can be found here: https://github.com/
mormor-karl/annotating-PI-with-SPARV

DEID we mapped these tools’ tagsets to the one
used by the general model in our plugin, and we
instructed GEMMA 2 9B to follow the same type
of annotation (one-shot prompting adapted from
Ilinykh and Szawerna (2025) with alterations for
a different tagset and enforcing a JSON output).
Importantly, using MICROSOFT PRESIDIO for a
language other than English requires additional
coding to enable the use of NER models for the lan-
guage in question. While MICROSOFT PRESIDIO

can be further customized (e.g. by adding rules),
we opted for trying to use it as ”out of the box” as
possible; the same is true in the case of prompts for
GEMMA 2 9B, which we did not engineer beyond
including our tagset in the aforementioned prompt
structure. We unified the output formats to follow
the requirements for inputs to the visualization tool.

Figure 1 shows the generated Texty images for
the annotated text. It is immediately visible that
GEMMA 2 9B predicts the most diverse categories,
followed by our plugin; upon closer inspection,
though, it can be noted that the models disagree
on which entities should be marked as other.
HB DEID only detects three categories, and MI-
CROSOFT PRESIDIO just one; in the web inter-
face of the visualization tool these are identified
as personal name, age and geographic for
the former and only geographic for the latter.

The detailed view — shown in Figure 2 — is
required to properly assess the performance of the
tools against each other, as that is where the anno-
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(a) GEMMA 2 9B (b) HB DEID

(c) MICROSOFT PRESIDIO (d) SPARV plugin

Figure 1: Texty visualizations for the sample essay for
each annotation tool. Colors represent PI of different
categories across the running text.

tated tokens are displayed. All of the tools agree
on the annotation of the geographic entities,
and all but MICROSOFT PRESIDIO correctly iden-
tify the ages and personal names present in the
text; here GEMMA 2 9B returns two false positives,
marking namn ‘name’ and 23 (which in the context
clearly refers to a time). Further differences be-
tween our Sparv plugin and GEMMA 2 9B concern
the institution and other categories. The
Sparv plugin is the only one to mark the foreign
languages polska ‘Polish’, engelska ‘English’, and
tyska ‘German’ as other, which is an expected
behavior. GEMMA 2 9B instead assigns this tag
to four time points (including midnatt ‘midnight’)
marking the daily routine of the person in the text;
while this was not overtly stated in the prompt, it
is interesting to see the LLM make this general-
ization, as this type of information could in some
cases lead to re-identification. Finally, GEMMA 2
9B also tags the three mentions of förskolan ‘the
kindergarten’ as institution. This is another
justified generalization on the LLM’s part, as the
Sparv plugin tends to only mark specific institu-
tions with that tag due to the way it was used in

Figure 2: Detailed view of annotation differences from
the visualization tool.

the training data (i.e. these would likely have been
tagged by the plugin if they mentioned the name of
the kindergarten). It is, however, worth pointing out
that a big part of the text describes the activities at
the kindergarten, meaning that if the type of work-
place were to lead to reidentification, more than
just ‘kindergarten’ would have to be handled. Inter-
estingly, none of the models marked förskollärare
‘kindergarten teacher’ as other (which is meant
to include professions).

Overall, the Sparv plugin and GEMMA 2 9B
are the clear forerunners for this text. Sparv is
somewhat more conservative and does not make
the same kinds of generalizations as GEMMA 2 9B,
but it does not return false positives either. Both
of these tools potentially miss some additional per-
sonal information, which highlights the importance
of using these to assist de-identification, but not
completely automatize it, as it is a high-stakes task
and no existing tool can guarantee 100% accuracy.

Another relevant point for comparison is the time
it takes the tools to annotate the data. Table 3 shows
the times we have measured, although they are not
fully comparable. HB DEID is a web-based demon-
strator and while the annotation seemed instanta-
neous, it then had to be manually transfered into
a machine-readable format. While Sparv and MI-
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Tool Time
Sparv plugin 15s

MICROSOFT PRESIDIO 10s
HB DEID -

GEMMA 2 9B 59s

Table 3: A comparison of time it takes to run the differ-
ent annotation tools.

CROSOFT PRESIDIO were run on one of our local
machines, GEMMA 2 9B was run on a server with
two GeForce RTX 2080 Ti GPUs. With that in
mind, our plugin seems to strike a good balance
between performance, speed, and hardware require-
ments, and therefore a clear winner when it comes
to sustainability and eco-friendliness, as the other
well-performing tool takes nearly four times longer
on better hardware.

5 Discussion and conclusions

We have presented SBX-PI, a new tool for personal
information detection and labeling for Swedish
texts which empowers researchers in Digital Hu-
manities, linguistics, Natural Language Processing
and other research domains dependent on access
to language data. SBX-PI functions as a plugin
for the text annotation tool SPARV. As such, its
functionality can be combined with a range of other
annotations. Our plugin is relatively lightweight
and fast for its performance. It does not require
extensive programming knowledge to use, but with
some knowledge of Python it can be easily modi-
fied. Such modifications may include allowing the
model to use different PI classifier models, poten-
tially extending its use beyond Swedish. Addition-
ally, framing this tool as a SPARV plugin makes it
easy to combine it in the future with plugins that
would carry out the second stage of anonymiza-
tion or pseudonymization (i.e. remove or replace
the personal information in the text), effectively
completing the de-identification pipeline, which
we consider as our future goals.

We have also introduced the (IM)PERSONAL

DATA visualization tool which can be used to il-
lustrate and qualitatively analyze the output of our
plugin and other PI detection and labeling models,
as well as to visualize the extent of research data
that needs to be manipulated before it is shared
with other researchers. This interface, which cur-
rently operates by displaying static files, has the
potential to be expanded with a backend to display

the performance of specific models on the go.

We have also performed a case study to demon-
strate our plugin’s performance and the usefulness
of the (Im)Personal Data visualization tool. We
have shown that our plugin performs noticeably
better on the text we tested than one of the most
popular openly available tools, MICROSOFT PRE-
SIDIO. It can detect a wider range of personal in-
formation than the HB DEID tool, and seems to be
less prone to false positives than the LLM GEMMA

2 9B, in comparison to which it is also much faster
and less resource-intensive.

We believe that our plugin and the visualization
tool can contribute to language resource construc-
tion by facilitating the de-identification procedures,
indirectly contributing to research in a variety of
fields which rely on such data, including but not
limited to linguistics, Digital Humanities, or Nat-
ural Language Processing. At the same time, our
tools will hopefully enable further research on NLP
methods for anonymization and pseudonymization.

The future directions include, among others, (1)
developing models for pseudonymization step (i.e.
for the generation of replacement equivalents for
the detected spans), and (2) developing solutions
that would offer an option for customizing which
subset of PI categories to replace, thus protecting
research data from being over-manipulated. The
two future steps address the duality of the problem:
ethical requirement to protect people in the data
versus the need of valid research data that is as
close to the original as it is legally and ethically
allowed.
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Abstract

Large language models (LLMs) have demon-
strated increasing proficiency in general-
purpose translation, yet their effectiveness in
creative domains such as game localization re-
mains underexplored. This study focuses on
the role of LLMs in game localization from
both linguistic quality and sociocultural ade-
quacy through a case study of the video game
Black Myth: Wukong.

Results indicate that LLMs demonstrate ad-
equate competence in accuracy and fluency,
achieving performance comparable to human
translators. However, limitations remain in the
literal translation of culture-specific terms and
offensive language. Human oversight is re-
quired to ensure nuanced cultural authenticity
and sensitivity. Insights from human evalua-
tions also suggest that current automatic met-
rics and the Multidimensional Quality Met-
rics framework may be inadequate for evalu-
ating creative translation. Finally, varying hu-
man preferences in localization pose a learn-
ing ambiguity for LLMs to perform optimal
translation strategies. The findings highlight
the potential and shortcomings of LLMs to
serve as collaborative tools in game localiza-
tion workflows. Data are available at https:

//github.com/zcocozz/wukong-localization.

1 Introduction

Recent advances in large language models (LLMs)
have significantly expanded the frontiers of ma-
chine translation (MT), achieving state-of-the-art
performance across technical and literary domains
(Hendy et al., 2023; Jiao et al., 2023; Wang et al.,
2023). Unlike conventional MT systems, which
struggle with idiomatic expressions and context-
dependent scenarios, LLMs demonstrate poten-
tial in handling complex linguistic phenomena, in-
cluding metaphor and idioms (Stowe et al., 2022;
Tang et al., 2024; Yue et al., 2024). Moreover,

Culture-Specific Text

And they send you and those knuckleheads...

Let you bring some shrimp soldiers and crab

generals to make a show of strength.

让你小子带些虾兵蟹将  xia bing xie jiang

(shrimp soldiers and crab generals) 过来虚张声势

Tone down

Neutral

Offensive Degree

Derogatory

Contemptuous

Figure 1: Human and LLM translations for cultural and
offensive language in Black Myth: Wukong.

recent studies suggest that LLMs can match the
performance of junior human translators, signaling
progress toward human parity in MT (Yan et al.,
2024).

Despite these advancements, LLMs’ potential
for video game localization remains underex-
plored. The massive AAA game industry requires
rapid translation of high-budget games from pub-
lishers into multiple languages for simultaneous
global releases. While game localization teams
face constraints including time and resources, the
multilingual capabilities of LLMs offer a promising
solution. Moreover, initiatives like Sony’s China
Hero Project aim to introduce more Chinese games
into the global market1, intensifying the need for
culture-adapted multilingual translations. These
games, rich in culture- and history-specific imagery,
present a unique challenge of balancing preserving
original cultural nuances with reshaping content to
resonate with Western audiences.

This situation underscores a core dilemma in
game localization—maintaining fidelity to the
source material while adapting it appropriately for
the target market. On one hand, successful localiza-
tion requires preserving the “look and feel” of the
original version by retaining key elements that de-
fine the game (O’Hagan and Mangiron, 2006). On
the other hand, it demands sociocultural adaptation

1https://www.playstation.com/en-us/
china-hero-project/
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to meet target market expectations and avoid cul-
tural sensitivities, with offensive language emerg-
ing as a prominent concern (Al-Batineh, 2021).
This tension makes ensuring authentic gaming ex-
periences across diverse cultural contexts inher-
ently challenging. As illustrated in Figure 1, game
localization needs to ensure sociocultural adequacy,
including culture-specific terms and offensive lan-
guage. Games embed cultural references, slang,
and humor that demand context-aware translation.
For instance, human translators adapt the mytho-
logical term “虾兵蟹将 xia bing xie jiang” into
a colloquial equivalent “knuckleheads”, whereas
LLMs produce literal translation like “shrimp sol-
diers and crab generals”, confusing audiences un-
familiar with the source culture. Such equivalents
may also diminish original offensiveness by strip-
ping culturally charged connotations.

To investigate the potential of LLMs for video
game localization, this work presents a system-
atic evaluation combining automatic metrics with
human assessments, using the recent Black Myth:
Wukong game as a case study. We examine both
the linguistic quality (accuracy, fluency) and socio-
cultural adequacy (cultural appropriateness, offen-
siveness rating) of LLM translations.

Our findings reveal mixed capabilities of LLMs
in game localization. LLMs excel in linguistic qual-
ity, delivering satisfactory accuracy and fluency,
yet they struggle with the cultural adaptation of
culture-specific terms and offensive language. Hu-
man evaluations further suggest that automatic met-
rics and Multidimensional Quality Metrics (MQM)
standards may not be appropriate for evaluating
creative translation, while diverse human prefer-
ences in localization also pose learning ambigu-
ity for LLMs to identify optimal translation strate-
gies. The evolving capabilities of LLMs suggest
their potential as collaborative partners in game
localization workflows, though human post-editing
remains essential for maintaining cultural authen-
ticity and addressing cultural sensitivity. To our
knowledge, this study represents the first system-
atic evaluation of LLMs in video game localization.

2 Related Work

2.1 LLMs for Translation

Recent studies demonstrate that LLMs can rival
or even surpass traditional MT systems, achieving
performance that nears human parity in basic tasks,
such as GPT-4 showing ability competitive with

commercial MT systems (Jiao et al., 2023). Fur-
thermore, evaluations across 102 languages reveal
steady improvements in high-resource languages,
although challenges still remain in low-resource
contexts (Hendy et al., 2023; Zhu et al., 2024).

Beyond general-purpose translation, LLMs have
achieved notable advances in specialized profes-
sional and literary domains where traditional MT
systems typically struggle. In legal translation,
GPT-4 produces contextually accurate outputs com-
parable to human performance (Briva-Iglesias et al.,
2024). This capability extends to culturally com-
plex tasks, with LLMs successfully navigating
context-dependent challenges including idiomatic
expressions and poetry translation (Chen et al.,
2024; Tang et al., 2024; Yao et al., 2024).

Building on this progress, LLMs present promis-
ing applications for video game localization. How-
ever, despite their great potential, research inves-
tigating LLM performance in video gaming local-
ization remains limited. While Moreno García and
Mangiron (2024) examined GPT-4’s translation of
Pokémon terminology and found that the model
could successfully implement creative translations,
the scope and scale need to be enlarged to encom-
pass a broader range of linguistic contexts. Mean-
while, human evaluation is essential to assess the
fine-grained quality of LLM translations.

2.2 Game Localization

The emergence of LLMs has unveiled novel op-
portunities in video game localization. Localiza-
tion projects typically operate under severe time
and budget constraints that can undermine creative
adaptation and player experience (O’Hagan and
Chandler, 2016). These limitations create a press-
ing need for cost-effective and efficient translation
solutions. The ongoing progress of LLMs’ contex-
tual reasoning and cultural adaptation capabilities
presents promising opportunities for improving ef-
ficiency and translation quality in localization.

The core of successful game localization is to
deliver authentic player experiences. It involves
adapting in-game texts, audio, and visual elements
to match the target language and cultural con-
text while preserving the narrative intent. Re-
search reveals a strong player preference for lo-
calization that preserves original cultural elements
rather than adapting them to local norms, as cul-
tural authenticity is essential to player engagement
and gaming experience (Costales, 2016; Ellefsen
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and Bernal-Merino, 2018; Khoshsaligheh et al.,
2020; Wu and Chen, 2020). However, retaining
culture- and history-specific elements, such as id-
ioms, metaphors, and slang, remains a persistent
challenge due to the limited translatability across
sociolinguistic contexts.

Game localization also faces significant chal-
lenges in delivering culturally sensitive content,
particularly in regions with stringent regulatory or
sociocultural norms. For instance, Arabic-localized
games frequently undergo systematic sanitization
of profanity, nudity, and alcohol through omission,
substitution, or euphemistic translation (Mahasneh
and Abu Kishek, 2018; Al-Batineh, 2021). While
these practices comply with censorship require-
ments and cultural expectations, they frequently
lead to a loss of semantic or pragmatic nuances.

3 Methodology

Data We select the blockbuster video game Black
Myth: Wukong as our data source due to its unique
cultural and linguistic representativeness. The
game is adapted from the 16th-century Chinese
classic Journey to the West, blending poetic allu-
sions, religious themes, and vernacular dialogue.
Its dual mission—promoting traditional Chinese
culture while advancing global gaming experi-
ence—creates salient localization challenges: pre-
serving culturally embedded idioms and folklore
while ensuring accessibility for international play-
ers. Given the limited familiarity of Western audi-
ences with ancient Chinese cultures, the localiza-
tion of such a product poses significant complexity.

Although this game supports official subtitles in
12 languages on the interfaces, its voice dialogues
are available only in Chinese and English. Accord-
ingly, we focus on Chinese-to-English translations.
We transcribe subtitles from official cutscenes and
publicly available videos, followed by manual
proofreading of all content. The resulting parallel
corpus comprises 2,259 sentence-pairs, capturing
diverse narrative elements: main and side request
dialogues, chapter-ending narratives rich in cultural
metaphors, and song lyrics. Although the corpus of
the in-game subtitles may be modest in size, Black
Myth: Wukong is still unique as a Chinese AAA
game with a special historical background, and its
stylistic spectrum, spanning from story-based in-
game banter to literary prose, makes it an ideal test
case for investigating the culture-aware translation
capabilities of LLMs.

Pipeline To benchmark LLM performance from
coarse-grained to fine-grained perspectives, we re-
gard the collected official human translations in En-
glish from the game developer as gold references.
By comparing LLM outputs with human references,
we conduct a two-stage evaluation on mainstream
LLMs: 1) first, we employ multiple automatic met-
rics to evaluate diverse LLMs across strategically
varied prompts using a randomly sampled subset
from our Black Myth: Wukong parallel corpus. The
top-performing LLM-prompt configurations identi-
fied in this phase serve as the basis for subsequent
human evaluation, where 2) we compare the trans-
lations generated by the optimally prompted LLM
against human gold references across multidimen-
sional linguistic quality (accuracy, fluency) and
sociocultural adequacy (audience appropriateness,
offensiveness handling) based on subsets of sam-
pled cases as well as manually extracted offensive
instances. Further details for each evaluation stage
are presented in the following.

3.1 Automatic Evaluation

At this stage, we generate trial translations for 101
randomly sampled sentences from the complete
corpus first using four open-source LLMs with four
zero-shot prompting strategies, and then evaluate
them with six automatic metrics, aiming to build a
global view of LLMs’ performance in localization
and identify the optimal model-prompt pairing for
subsequent human evaluation.

Models Our model selection comprises Llama3(-
8B) (Grattafiori et al., 2024), TowerBase(-7B)
(Alves et al., 2024), Qwen2(-7B) (Yang et al.,
2024), and DeepSeek-LLM(-7B) (Bi et al., 2024),
chosen for their known abilities in multilingual pro-
cessing tasks. We choose all LLMs with around 7/8
billion parameters to compare the performance of
different architectures at a similar parameter size.

Prompts Prior work in translation prompt en-
gineering demonstrated that direct and minimal-
ist prompts outperform complex formulations and
achieve competitive performance (Jiao et al., 2023;
Yan et al., 2024). In light of this, we develop four
tailored and straightforward prompts addressing
main localization requirements through different
strategies: concise, role-playing, adaptive, and au-
thentic, as detailed in Figure 2.

Metrics Using official English subtitles as gold-
standard references, we automatically evaluate

166



Translate the following sentence from Chinese into English.

Chinese: {text}

English:

As a professional game localization expert for Black Myth: Wukong, 

translate the following sentence from Chinese into English.

Chinese: {text}

English:

Translate the following sentence from Chinese into English. Retain

the original mythological, Buddhist, and cultural elements.

Chinese: {text}

English:

Translate the following sentence from Chinese to natural, fluent

and engaging English. Adapt cultural references and idioms for 

international audiences while retaining the original essence.

Chinese: {text}

English:

Concise

Role-playing

Authentic

Adaptive

Figure 2: Different prompt types and specifications,
where {text} represents the input source sentence.

models with six metrics. BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), BERTScore
(Zhang et al., 2020), COMET (Rei et al., 2022),
XCOMET (Guerreiro et al., 2024), and XCOMET-
QE (Guerreiro et al., 2024). They capture dis-
tinct performance aspects based on different prin-
ciples: 1) string-overlap-based metrics (BLEU
and ROUGE) emphasize surface-level equiva-
lence; 2) among neural-network-based metrics
(BERTScore, COMET, XCOMET, and XCOMET-
QE), BERTScore uses the cosine similarity be-
tween token embeddings of candidate and refer-
ence texts, while the COMET-series metrics evalu-
ate both meaning and form, as they are fine-tuned
to predict human quality scores for translations.
Among them, XCOMET-QE is an exception, as
it assesses quality without any gold references by
cross-lingually comparing source and target texts.

3.2 Human Evaluation

To further explore LLMs’ culture-related capacity
in game localization, we then conduct a human
evaluation comparing the top-performing prompted
LLM with gold human translations from aspects of
linguistic quality in line with the MQM framework
and sociocultural adequacy in terms of offensive
language handling.

Multidimensional Translation Quality We eval-
uate translation quality using the MQM framework
(Lommel et al., 2014), a comprehensive error typol-
ogy enabling granular analysis of translation errors.
Adopting the MQM core typology, we prioritize
three key dimensions for localization: accuracy

(semantic completeness and faithfulness), fluency
(syntactic and grammatical correctness), and audi-
ence appropriateness (cross-cultural validity).

Offensive Language Annotation Beyond the
MQM framework, we specifically assess socio-
cultural adequacy through offensive language han-
dling. Offensive content was categorized along
eight dimensions, spanning from explicit insult to
culture-specific connotations. Two native Chinese
speakers (C1 English-proficient video game play-
ers) independently labeled offensive expressions,
achieving moderate agreement (Cohen’s κ = 0.48).
Discrepancies were resolved through consensus dis-
cussions with a third annotator, and 430 offensive
cases were identified in the whole corpus.

Evaluation Protocol For both human evaluation
tasks, ten postgraduate students specializing in
Translation Studies were recruited as raters. They
were paired into five groups, with each pair eval-
uating the same translations to ensure double an-
notation. Prior to the assessment, all these anno-
tators received comprehensive training covering
guidelines for the MQM translation error typol-
ogy and offensive language classification, as well
as gaining contextual familiarity with gameplay
narratives through story walkthrough videos and
detailed character biographies. Target human and
machine translations were assessed on:

• Translation Quality Scoring: A five-point
Likert scale for measuring accuracy, fluency,
and audience appropriateness (from 1 = Poor
to 5 = Excellent);

• Offensive Language Rating: A three-degree
classification comparing the target translations
to the source texts (less offensive, neutral, or
more offensive).

To avoid the preference for human translations
and biases to machine outputs, each rater conducted
blind evaluations on a balanced mix of human and
machine translations for sentences randomly se-
lected from our original corpus. The evaluation
yielded 1,972 ratings through a dual-rater process
where each translation received independent ratings
from two annotators. This included linguistic qual-
ity assessments of 900 translations across fluency,
accuracy, and audience appropriateness, alongside
offensiveness evaluations on 86 translations.

Although prior work has shown that MQM anno-
tations typically achieve low inter-annotator agree-
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Figure 3: Model performance across different prompts at the sentence level. Each value represents the average score
per LLM for the respective metric, with bold numbers highlighting the best performance within each prompt.

Task Linguistics Quality Sociocultural Adequacy

Metric MQM Framework Offensive Language

Group Accuracy Fluency
Audience

Appropriateness
Degree
Rating

1 0.31 0.25 0.34 0.69
2 0.24 0.20 0.22 0.66
3 0.16 0.19 0.25 0.55
4 0.23 0.25 0.28 0.60
5 0.26 0.16 0.22 0.65

Table 1: Cohen’s κ values for inter-rater agreement.

ment (Freitag et al., 2021), the framework remains
valuable for identifying translation errors. As Ta-
ble 1 shows, the Cohen’s κ metric indicates a fair
level of inter-annotator agreement overall for hu-
man evaluations in the present study. Notably, of-
fensiveness ratings achieved higher consensus than
translation quality assessment, as evaluating lin-
guistic offensiveness is more straightforward than
assessing holistic translation quality.

4 Results and Analysis

4.1 Automatic Evaluation
Results in Figure 3 show that LLMs achieve rela-
tively low scores on n-gram overlap metrics, such
as BLEU and ROUGE. In contrast, they achieve
high scores on embedding-based metrics such as
BERTScore and COMET-series, suggesting that
LLMs make different lexical choices from refer-
ence translations, but still preserve source meaning.

In general, Qwen comes out on top among the
four candidate models. When paired with role-
playing prompts, it consistently delivers the best
performance, only slightly trailing DeepSeek on

the ROUGE metric. Therefore, we adopt Qwen
with role-playing prompts as the exemplar LLM to
generate the remaining translations for subsequent
human evaluation.

4.2 Human Evaluation

This section presents human evaluation results from
the MQM and offensive language ratings. Results
indicate that while LLM translations achieve an
adequate level of competence in linguistic quality
comparable to human translations, they still fall
short of sociocultural adequacy.

4.2.1 Linguistic Quality

Accuracy As shown in Table 2, LLM translations
achieve scores comparable to human translations,
with only marginal differences in accuracy. How-
ever, a closer analysis reveals that these similar
scores hide different translation strategies. LLMs
generally adopt a literal translation approach that
prioritizes close alignment with the source text,
yielding high accuracy scores when evaluations fo-
cus on textual correspondence. In contrast, human
translations often incorporate creative adaptations
to more effectively convey the underlying intent,
which may result in deviations from the source
text. For instance, while LLM translates “正好
饿着 zheng hao e zhe” (happen to be hungry) as
“I’m hungry”, human translators render it as “Per-
fect timing”, capturing the implied meaning that
hunger coincides favorably with a meal opportunity.
As a result, although human translations convey the
communicative purposes, they may receive lower
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Dimension Group Annotator Human (M±SD) LLM (M±SD) t p Sig.

Accuracy

1 1 4.62±0.71 4.56±0.86 0.57 0.573
2 4.59±0.73 4.51±0.92 0.63 0.530

2 3 4.26±0.80 4.19±1.07 0.47 0.637
4 4.68±0.62 4.59±0.81 0.83 0.407

3 5 4.14±0.82 3.48±1.57 3.58 < 0.001 ***
6 4.32±0.78 4.62±0.88 -2.42 0.016 *

4 7 4.73±0.65 4.70±0.76 0.32 0.752
8 4.11±1.08 4.66±0.81 -3.84 < 0.001 ***

5 9 4.16±1.03 4.01±1.30 0.83 0.410
10 3.82±1.41 3.49±1.67 1.45 0.150

Table 2: Annotator’s average accuracy ratings (M) with standard deviations (SD). Statistically significant differences
(t, p, and Sig.) in scores between human and machine translations (Welch’s t-test) are highlighted in bold.

scores under accuracy metrics emphasizing fidelity.
This observation suggests a potential limitation

in applying MQM standards to creative texts. Un-
like conventional translation tasks that prioritize
accuracy in conveying propositional content, game
localization often requires deliberate departures
from the source text to achieve cultural adaptation,
emotional resonance, and player engagement. Con-
sequently, the emphasis on source-target fidelity
may inadvertently penalize the creative translation
that enhances quality in gaming contexts, indicat-
ing that specialized evaluation frameworks may be
needed for assessing game localization.

Fluency Table 3 illustrates the model’s capacity
to generate fluent translations. Overall, the model
performs strongly in terms of grammatical accu-
racy and punctuation. However, the lower fluency
scores primarily stem from register inconsistencies
and unnatural sentence flow, including awkward
phrasing and redundant constructions that disrupt
reading comprehension. These issues indicate per-
sistent challenges in achieving stylistic precision
for LLMs and directly affect player immersion in
narrative-driven games. For instance, the LLM gen-
erates, “The evil monk who incited Jinchi Elder to
set fire to burn down Tang Seng and his disciples
many years ago”. This translation suffers from
redundant phrasing (set fire to burn down), and a
passive, less engaging sentence structure caused by
the use of a relative clause (who). In contrast, the
human translation reads, “The evil monks abetted
Elder Jinchi to burn the Great Sage and Tang Monk
alive”. This version is more concise and provides
more vivid details (burn ... alive).

The difficulty of achieving natural fluency can be
attributed to LLM’s tendency toward literal transla-
tion, which results in rigid and lengthy sentences
that disrupt the natural flow of dialogue. In contrast,

human translators would restructure sentences to
enhance readability. This observation aligns with
previous findings that LLM outputs are generally
more unnatural-sounding (Yan et al., 2024; Li et al.,
2025). The linguistic complexity of our dataset also
complicates the task, as it encompasses modern,
classical, and vernacular Chinese variants. The di-
verse language styles require the model to balance
formal linguistic structures with colloquial expres-
sions, which creates a tension between maintaining
structural fidelity and ensuring contextual fluency.

4.2.2 Sociocultural Adequacy
Audience Appropriateness Table 4 reveals a sig-
nificant performance gap between LLM and human
translations in tackling culture-specific terms, with
LLM outputs consistently receiving statistically
lower ratings. These relatively low ratings indicate
that LLMs struggle with interpreting cultural nu-
ances and appropriately conveying culture-specific
terms, primarily due to their tendency toward cul-
tural generalization and simplification. Table 5
illustrates culture-specific terms that require so-
cioculturally aware translations. The Chinese ex-
pression “能耐 neng nai” (ability) carries nuanced
connotations from genuine capability to sarcastic
mockery, which require translators to interpret con-
textual cues to determine appropriate rendering.
While human translators adapt their word choice to
these varying contexts, LLM flattens this term to
the emotionally neutral “ability” across all contexts
and compromises the pragmatic information.

Beyond the issue of cultural neutralization that
diminishes semantic connotations, the complexity
of culturally appropriate translation is further com-
pounded by diverse human preferences for localiza-
tion strategies. The ratings for human translations
exhibit notable variance and reflect disagreements
about optimal cultural adaptation approaches. This
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Dimension Group Annotator Human (M±SD) LLM (M±SD) t p Sig.

Fluency

1 1 4.67±0.62 4.53±0.64 1.42 0.157
2 4.58±0.70 4.48±0.67 0.97 0.331

2 3 4.41±0.72 4.52±0.84 -0.96 0.341
4 4.84±0.47 4.74±0.73 1.09 0.276

3 5 4.78±0.68 3.23±1.79 7.64 < 0.001 ***
6 4.81±0.45 4.54±0.74 2.94 0.004 **

4 7 4.79±0.59 4.62±0.73 1.69 0.093
8 4.59±0.78 4.51±0.82 0.65 0.516

5 9 4.57±0.72 4.42±1.02 1.10 0.273
10 4.20±1.32 3.83±1.44 1.78 0.076

Table 3: Annotator’s average fluency ratings (M) with standard deviations (SD).

Dimension Group Annotator Human (M±SD) LLM (M±SD) t p Sig.

Audience
Appropriateness

1 1 4.78±0.54 4.39±0.98 3.30 0.001 **
2 4.60±0.73 4.31±0.99 2.23 0.027 *

2 3 4.41±0.73 4.36±1.01 0.42 0.673
4 4.82±0.41 4.48±0.85 2.46 0.015 *

3 5 4.39±0.83 4.20±1.30 1.16 0.247
6 4.94±0.23 4.71±0.71 2.98 0.004 **

4 7 4.61±0.86 4.08±1.25 3.34 < 0.001 ***
8 4.51±0.97 4.27±1.26 1.46 0.148

5 9 4.32±0.89 4.31±1.07 0.08 0.940
10 4.52±0.97 3.68±1.34 4.84 < 0.001 ***

Table 4: Annotator’s average audience appropriateness ratings (M) with standard deviations (SD).

Source 这般能耐. . . . . .正好正好
Human A strong foe... Just what I need.
LLM This kind of ability... just right, just right.

Source 有能耐，就在此间报仇罢！
Human Then if you can, avenge him here and now!
LLM If you have the ability, come and take revenge here!

Table 5: Contextual variations in translating the culture-
specific term “能耐”.

complexity is exemplified in the translation of “妖
怪 yaoguai” (monster), where annotators disagreed
on the optimal strategy. While some favor direct
transliteration as “yaoguai” to preserve cultural au-
thenticity and introduce players to Chinese mytho-
logical concepts, others advocate for the culturally
adapted equivalent “monster” to enhance immedi-
ate comprehension and gameplay accessibility.

The divergent perspectives highlight a funda-
mental tension in game localization: the competing
demands of cultural preservation versus target au-
dience accessibility in creating engaging player
experiences. As human translators show divided
preferences for translation strategies, LLMs face
an ambiguous learning environment that lacks clear
optimization targets. Consequently, game localiza-
tion may necessitate continued human oversight for
cultural appropriateness. A potential solution is to
adopt a perspectivist approach to dataset creation,

which involves capturing multiple preferences from
different annotators instead of enforcing a single
ground truth (Cabitza et al., 2023). This would
enable LLMs to generate a spectrum of choices to
better serve the nuanced demands of localization.

Offensiveness Handling Figure 4 illustrates the
shifts of offensive intensity in human and LLM
translations compared to the source texts. Human
translations exhibit a broader range of variation,
with more instances of increased and decreased of-
fensiveness, which reflects strategic adjustments
on a case-by-case basis. For mitigation, translators
often substitute or omit highly offensive language,
particularly expressions targeting religion or gen-
der, to avoid offending and alienating the target
audience. Occasionally, they amplify provocative
elements for better characterization, plot develop-
ment, and emotional resonance to strengthen narra-
tive engagement and player immersion.

In contrast, LLM translations consistently main-
tain a neutral stance due to their reliance on literal
translation that fails to account for cultural nuances.
Since offensive language is deeply embedded in
cultural context and often carries implicit meaning,
LLMs struggle to capture the subtleties required
for effective cross-cultural adaptation. This lim-
itation is more pronounced with culture-specific
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Figure 4: Distribution of offensive language intensity in
human and LLM translations relative to source text.

expressions, such as idioms that demand cultural
interpretation over direct linguistic conversion.

As exemplified in Figure 5, LLMs tend to pre-
serve the original tone through literal translation,
while human translators strategically adjust offen-
sive language intensity to enhance immersive game-
play or align with target cultural norms. Inter-
estingly, LLM’s literal preservation can occasion-
ally prove advantageous in gaming contexts where
maintaining authentic character voices is crucial
for narrative integrity, as such direct translation
effectively conveys character traits like arrogance
and rudeness. However, given localization require-
ments, human post-editing is needed to ensure cul-
tural sensitivity in a global context.

Why bet on the Sutra, when one oneself can be a

Buddha?

Believe in what dog shit Buddha, I’d rather do it

myself.

信 甚 么狗 屁 如来  gou pi ru lai (dogshit

Tathāgata)，不如我自己来

Religious 

Demeaning

Derogatory 

Insult

Gender 

Bias

That little fox. I will find out if it’s true after I

hunt her down.

I’m sure I’ll have to catch that little bitch again

and play with her properly.

少不得要再把那小贱人 xiao jian ren (little bitch)

抓回来，好好耍子一番

You sneaky rascal!

What a little monkey!

好个小猢狲 xiao hu sun (little monkey)

Dimension Example Offensiveness

Figure 5: Examples of offensive language handling.

5 Conclusion

In this paper, we evaluate the performance of
LLMs in game localization by examining linguistic
quality and sociocultural adequacy. Our findings
indicate that while LLMs demonstrate sufficient
competence in general accuracy and fluency, they
encounter challenges in contextual adaptation of

culture-specific terms and offensive language. Evi-
dence from human evaluations suggests that most
automatic metrics and MQM standards may not
be appropriate for evaluating creative translation.
In addition, diverse human preferences in localiza-
tion create learning ambiguity for LLMs to identify
optimal translation strategies.

We consider our study as the first step to deepen
our understanding of the strengths and limitations
of LLMs in the translation of creative textual do-
mains. As LLMs continue to evolve, our results
highlight their promising potential as collaborative
tools in the professional game localization work-
flow. Particularly in the context of the translation
from Chinese to Western languages, where the
biggest challenge is conveying meanings from an
ancient culture with which those audiences are not
familiar, we sincerely hope that LLMs can help Sun
Wukong and the other heroes from future Chinese
releases in their own Journey to the West.

Limitations

Our experiment exclusively employs open-source
LLMs for reproducibility, thereby excluding pro-
prietary systems such as the GPT series. Future
studies could incorporate these models with larger
sizes to enable comprehensive benchmarking, and
clarify whether the limitations described above can
be overcome through the use of larger-scale, more
powerful architecture or they are inherent of the
LLM paradigm. While our corpus provides creative
contexts, its single-game focus limits the exposure
to a wider range of linguistic patterns, potentially
constraining the generalizability of our conclusions.
This constraint highlights the pioneering and scarce
availability of such culturally dense corpora. Ad-
ditionally, although our Chinese-to-English focus
aligns with the commercial demand for localizing
Chinese games into global markets, game localiza-
tion pipelines should support a larger number of
languages and ensure fair treatment of all the cul-
tures. Finally, due to the high cost of human anno-
tation, we could evaluate only a randomly sampled
subset of data. Our future work will address this
limitation through more efficient annotation.
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