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Abstract

With the rise of Generative Al (GenAl) models
in recent years, it is necessary to understand
how they performed compared with other Deep
Learning techniques, across tasks and across
different languages. In this study, we bench-
mark ChatGPT-4 and XML-RoBERTa, a mul-
tilingual transformer-based model, as part of
the Multilingual Binary and Multiclass Hope
Speech Detection within the PolyHope-M 2025
shared task. Furthermore, we explored prompt-
ing techniques and data augmentation to de-
termine which approach yields the best perfor-
mance. In our experiments, XML-RoBERTa
frequently outperformed ChatGPT-4. It also
attained F1 scores of 0.86 for English, 0.83 for
Spanish, 0.86 for German, and 0.94 for Urdu
in Task 1, while achieving 0.73 for English,
0.70 for Spanish, 0.69 for German, and 0.60
for Urdu in Task 2.

1 Introduction

Hope speech detection is an emerging area in Nat-
ural Language Processing (NLP) that identifies an
expectation, desire, or aspiration focused on the
future, aimed at a particular or broad event or out-
come, which plays a significant role in shaping hu-
man behavior, choices, and emotions (Balouchzahi
et al., 2023). This task has become increasingly im-
portant in the digital age, particularly on social me-
dia platforms where content spread can contribute
significantly to emotional well-being. Its relevance
was especially highlighted during global crises
such as the COVID-19 pandemic, in such contexts,
fostering a sense of hope through language plays
a crucial role in promoting resilience and mental
health (Yadav et al., 2023; Surya Sai Eswar et al.,
2022).

Our code is publicly available at https://github.
com/DianaPME/PolyHope-M-RANLP-2025
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Recent research efforts have focused on of ad-
vanced machine and deep learning techniques to
improve the accuracy of hope speech detection
(Sidorov et al., 2024; Ahmad et al., 2024). In
particular, transformer-based models have been
applied to several NLP tasks and have proved a
superior performance compared to other state-of-
the-art models (Sidorov et al., 2023). However,
the widespread adoption of large language mod-
els (LLMs) have transformed how text is repre-
sented and understood, particularly in multilin-
gual settings (Chakravarthi, 2022; Kadiyala, 2024).
This phenomenon has provoked researchers to ex-
plore the performance on sentiment analysis of
new GenAl models against traditional transformer-
based ones (Krugmann and Hartmann, 2024; Anas
et al., 2024; Bu et al., 2024).

Despite these efforts, the experiments on the liter-
ature explore sentiment analysis broadly and there
is no existing research, to the best of our knowl-
edge, comparing GenAl and traditional models in
hope classification. Therefore, in this study, we
benchmarked ChatGPT-4 against XML-RoBERTa.
We chose these specific models due to their popular-
ity and performance in similar studies (Krugmann
and Hartmann, 2024; Krasitskii et al., 2024; Shrid-
hara et al., 2023). Furthermore, we explored the
effectiveness of various strategies designed to op-
timize model performance. Specifically, we used
one-shot and few-shot prompting techniques on
the generative model, and data augmentation for
RoBERTa.

Through a detailed evaluation of these ap-
proaches, the research provides a comprehensive
analysis of how these two models compare to each
other when applied to detect hope speech across
diverse linguistic settings, including English, Span-
ish, German, and Urdu, within the framework of
the PolyHope-M at RANLP 2025 shared task (Fa-
zlourrahman et al., 2025), which emphasizes the
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value of harnessing existing multilingual datasets
to navigate the complexities of linguistic and cul-
tural diversity in sentiment analysis. Through this
approach, it supports efforts to close communica-
tion gaps and cultivate safer, more inclusive digital
communities.

2 Related Work

Social media platforms play a central role in shap-
ing public discourse and offer a vast repository
of user-generated content for linguistic analysis.
These platforms provide concise and context-rich
data, making them a widely used source for NLP
research. Among the popular tasks explored in this
domain is hate speech detection, which involves
the identification and classification of language that
conveys hostility, incites violence, or reinforces
harmful stereotypes (Shridhara et al., 2023).

While this task aims to identify and mitigate
negative online behavior, another emerging area of
research is hope speech detection which serves as
a source of encouragement for many people during
times of illness, stress, loneliness, or depression
(Garcia-Baena et al., 2023; Garcia-Baena et al.,
2024), emphasizing the promotion of mental well-
being in digital spaces (Zhu, 2022).

Relevant to this emerging task is the growing
focus on diversifying the languages represented in
hope speech datasets, enabling models to general-
ize better across linguistic and cultural contexts,
support cross-linguistic transfer learning, and cap-
ture semantic nuances that vary across cultures.
The HopeEDI dataset is one such effort, consist-
ing of English, Malayalam, and Tamil YouTube
comments (Chakravarthi, 2020). However, as high-
lighted by Gowda et al. (2022), creating effec-
tive multilingual models for hope speech detec-
tion presents substantial challenges, particularly
due to language diversity and the presence of var-
ious scripts. This underscores the need for tech-
niques such as data augmentation, including back-
translation, where text is translated into another
language and then back to the original to gener-
ate synthetic data. These methods are essential
for expanding linguistic coverage and improving
model performance in diverse language contexts
(LekshmiAmmal et al., 2024).

On this line of research, the IberLEF (Garcia-
Baena et al., 2023; Garcia-Baena et al., 2024; Butt
et al., 2025) and RANLP (Sidorov et al., 2024,
Balouchzahi et al., 2025) workshops on Hope
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Speech Detection introduce a new multilingual
challenge by expanding the understanding of hope
speech. It does so through the construction of a
corpus that allows for both binary classification,
identifying tweets as either Hope or Not Hope, and
a more nuanced fine-grained categorization into
three distinct types: Generalized Hope, Realistic
Hope, and Unrealistic Hope. These efforts make
a crucial and challenging contribution by filling
a notable gap in annotated datasets dedicated to
hope, since existing resources tend to omit it or
misclassify it as a generic positive emotion, result-
ing in inaccurate predictions (Butt et al., 2025). In
addition, the task provides a platform to evaluate
the capabilities of advanced models in processing
data across diverse linguistic contexts (Balouchzahi
et al., 2022; Krasitskii et al., 2024).

In automated hope speech detection, various
methods have been explored to improve perfor-
mance. The introduction of transformer-based
architectures has significantly impacted advance-
ments in NLP. Models such as BERT, RoBERTa,
and DistilBERT have outperformed traditional ap-
proaches, as they achieve remarkable results in a
variety of applications, including hope speech de-
tection, with the multilingual versions demonstrat-
ing the ability to effectively handling a range of
languages (Dowlagar and Mamidi, 2021; Hossain
et al., 2021; Sidorov et al., 2023).

On the other hand, the increasing use of Genera-
tive Al tools, particularly Large Language Models
such as GPT 3 and over, has introduced promising
possibilities for hope speech detection. These mod-
els can be guided using various prompting tech-
niques, including zero-shot prompting, few-shot
prompting, and chain-of-thought prompting, to gen-
erate relevant and meaningful responses (Thuy and
Thin, 2024).

Since the popularization of GenAl, several re-
searchers have been working comparing these mod-
els to the more traditional transformer-based mod-
els. Krugmann and Hartmann (2024) performed
a binary and three-class sentiment classification
experiment between GenAl and transformer-based
models. Their experiments show that fine-tuned
transfer-learning models frequently outperform
general-purpose LLMs. Similarly, in an study
made by Anas et al. (2024), RoBERTa attained the
best performance against GenAl models in prod-
uct review analysis. However, GenAl have also
surpassed transformer-based models in other stud-



ies, for example, Konstantinos et al. (2024) con-
cludes that GPT 3.5 is better at product review
evaluations than BERT and RoBERTa. In another
instance, ChatGPT 3.5 archived the best perfor-
mance at the IberLEF 2024 hope competition for
the binary task, surpassing transformer-based en-
tries (Garcia-Baena et al., 2024).

This experiments showcase that there is still
much to learn about the use of Generative AI mod-
els for sentiment analysis, not to mention for hope
detection or across languages.

3 Dataset

The dataset used in this study is sourced from the
PolyHope-M dataset, which is part of the RANLP
2025 shared task https://www.codabench.org/
competitions/5635/. It extends the original Poly-
Hope dataset (Balouchzahi et al., 2023) by translat-
ing its English keywords into Spanish and German,
with careful validation by native speakers to ensure
linguistic and contextual accuracy. Tweets were
collected using the Tweepy API and annotated by
three qualified annotators per language, with final
labels determined by majority vote. Additionally,
also in line with the original PolyHope dataset,
(Balouchzahi et al., 2025) replicated its label de-
scriptions and definitions to develop a comparable
dataset in Urdu, thereby maintaining consistency
with prior work while expanding to a low-resource
language. The resulting dataset is a combination of
the original English, Spanish, German, and newly
created Urdu data, representing the first multiclass
hope speech detection dataset covering these four
languages. This multilingual dataset enables com-
prehensive analysis and modeling of hope speech
across diverse linguistic and cultural contexts, ad-
dressing a critical gap in the literature.

The data provided consists of Twitter texts in
English, Spanish, German, and Urdu and is divided
into three subsets: a training set, a development
set, and a final test set. The development and test
datasets each included three columns. One con-
tained the tweet text, another provided the binary
classification label (Hope or Not Hope), and the
third represented the multiclass classification la-
bel (Generalized Hope, Realistic Hope, Unrealistic
Hope, or Not Hope). In contrast, the test set in-
cluded only the tweet text. It is important to note
that the distribution across languages was imbal-
anced, with the number of Spanish and German
tweets being approximately twice that of English
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and Urdu.

4 Methodology

4.1 Data processing

Our first step in the methodology was to clean the
data to enhance the performance of the models.
The text preprocessing involved standardizing the
text to lowercase, trimming extra spaces, elimi-
nating HTTP links, and removing Twitter-specific
elements such as user mentions and retweet tags
(rt). It also included filtering out non-alphabetical
characters specific to each language, deleting emo-
jis that appeared multiple times, and replacing the
remaining emojis with their textual descriptions.

4.2 Data augmentation

As previously mentioned, a class imbalance was
observed between the languages. To help mitigate
this, data augmentation was applied by translating
the original Spanish training data into English and
the original English training data into Urdu, as
only a direct translation pathway from English to
Urdu was available. The resulting translated texts
were then added to the respective English and Urdu
training sets.

For this translation task, we used the Helsinki-
NLP pre-trained machine translation model with
the MarianMT tokenizer from the HuggingFace
library. Specifically, we used “Helsinki-NLP/opus-
mt-en-ur” for English to Urdu and “Helsinki-
NLP/opus-mt-es-en” for Spanish to English. The
translation was executed on a Google Colab en-
vironment with GPU support, using the free-tier
account. This model was selected for its ease of
implementation and efficient inference times.

4.3 XLM-Roberta

For the XLM-RoBERTa model, we converted the
labels into numerical values and used a merged
training set that combined all four languages. The
training parameters used were: number of train
epochs: 3, learning rate: le-5, and max se-
quence length: 64. These parameters were selected
through trial and error, given the limited compu-
tational resources available. We utilized Google
Colab with a GPU, but due to constraints on the
number of available GPU units, we were limited
by the parameters allowed in this configuration.
Nevertheless, the parameters were primarily based
on those used in the study presented by (Qu et al.,
2021).
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44 ChatGPT-4

We used the GPT-4 model that was available since
2023 but was discontinued on April 2025. Due to
the limited number of available tokens, we chose to
use the UI or chat versions instead. For each sub-
task and language, a specific prompt was defined,
which will be explained in the next subsection. Fur-
thermore, taking advantage of the model’s chat
capabilities, we provided the dataset in batches for
classification.

4.4.1 Zero-Shot Prompts

For the zero-shot prompts, we adopted a unified
approach, using the same prompt for binary classi-
fication in the four languages. Similarly, a single
prompt was designed for the multiclass classifi-
cation task across all languages. This decision
was made under the assumption that the model
would generalize the task regardless of the input
language. To further assist the model, we included
the class descriptions provided on the contest page
directly within the prompt for clearer guidance.
The prompts used are shown below.

Binary Classification Prompt

Below, there is a list of lines of text.
Your job is to decide whether the given
text reflects hope or lack of hope by clas-
sifying it as either Hope or Not Hope.
The definitions are:

-Hope: Hope is a crucial human emo-
tion that influences decision-making, re-
silience, and social interactions.

-Not Hope: Not Hope is a text that does
not express hope.

Please, give the answer in the format
“number, classification”. Don’t forget
the comma instead of a dot in your an-
swer

##### Text to classify ####

Multiclass Classification Prompt

Below, there is a list of lines of text. Your
job is to classify the text as a General-
ized Hope, Realistic Hope, Unrealistic
Hope, or Not Hope. The definitions are:
- Generalized Hope: A broad sense of
optimism not tied to specific outcomes.
- Realistic Hope: Expectations grounded
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in achievable goals. - Unrealistic Hope:
Desires for outcomes that are unlikely or
impossible.

- Not Hope: Not hope is that belonged
to neither category above. Texts that do
not express hope.

Please, give the answer in the format
“number, classification”. Don’t forget
the comma instead of a dot in your an-
swer

###H# Text to classify ####

4.4.2 Few-Shot Prompts

For the few-shot prompts, we selected three ran-
dom samples from each class in the training set,
creating three example shots. We opted to use sep-
arate prompts for each language, as the examples
would be specific to each language. The structure
of the prompt is consistent with the zero-shot clas-
sification; the only difference is the inclusion of
examples with both text and labels, which vary de-
pending on the language. The same set of examples
was used across all models.

5 Results

We evaluated the performance of the fine-tuned
XML-RoBERTa model against ChatGPT-4 in hope
speech detection in four languages: English, Span-
ish, German, and Urdu. This evaluation was per-
formed over two tasks: binary and multiclass.
The binary task was measured using accuracy
and macro-averaged F1-score as evaluation met-
rics, while the multiclass task used accuracy and
weighted-average F1-score.

XML-RoBERTa consistently outperformed
ChatGPT-4 across languages and tasks (Figure
1 and Figure 2). Table 1 shows that RoOBERTa
without data augmentation achieved the highest
performance in both tasks in the English set.
Similarly, in Spanish (Table 2, RoBERTa without
augmentation again led binary classification. But
the pattern breaks in multiclass classification,
where RoBERTa yielded the best F1-score, while
RoBERTa trained with data augmentation obtained
the highest accuracy.

For the German and Urdu datasets, ROBERTa
also outperformed ChatGPT-4. In German, the
data augmentation version had better performance
in multiclass task, while the single version in binary
(Table 3). In the case of Urdu, as shown in Table
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Figure 1: Average F1-score for both models, ChatGPT-4
(2023-2025) and RoBERTa, in the binary hope detection
task.
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Figure 2: Average F1-score for both models, ChatGPT-4
and RoBERTa, in the multiclass hope detection task.

4) the single version slightly outperformed its aug-
mented counterpart in both tasks. Notably, all per-
formance differences between RoOBERTa models
with and without data augmentation were minimal.

Figures 3 and 4 clearly show that both mod-
els performed better on the binary classification
task compared to the multiclass one. However,
there is no clear trend regarding the effectiveness of
zero-shot versus few-shot prompting strategies for
ChatGPT-4. Although few-shot prompting yielded
slightly better results in 5 out of 8 evaluations, the
differences were not substantial.

Regarding the effect of data augmentation, the
results suggest that RoBERTa’s performance re-
mains largely stable regardless of its inclusion. A
slight advantage was noted for the non-augmented
model across tasks.

For the test set predictions, we submitted
RoBERTa results with and without data augmenta-
tion. Augmentation improved Spanish results, hurt
Urdu performance, and had negligible impact on
English and German. Tables 5, 6, 7, and 8§ present
a comparison between the top five places in the
competition. Our scores secured a place on the
leaderboard for all tasks across the four languages.
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(a) Binary Task

Model Strategy F1-Score Accuracy
Model 1 Zero 0.6851 0.6860
Model I Few 0.7338 0.7351
Model 2 NA 0.8433 0.8436
Model 2 Aug. 0.8415 0.8418
(b) Multiclass Task
Model Strategy F1-Score Accuracy
Model 1 Zero 0.5428 0.5721
Model 1 Few 0.5453 0.5648
Model 2 NA 0.7497 0.7460
Model 2 Aug. 0.745261 0.7418

Table 1: Results on the English dataset across all models
and combinations of tasks and strategies. ChatGPT-4 is
denoted as Model 1; XLM-Roberta as Model 2. “Aug”
refers to data augmentation applied to the training set.

(a) Binary Task
Model Strategy F1-Score Accuracy
Model I  Zero 0.7006 0.7010
Model I  Few 0.6949 0.6958
Model 2 NA 0.8432 0.8433
Model 2 Aug 0.8405 0.8407
(b) Multiclass Task
Model Strategy F1-Score Accuracy
Model I Zero 0.5095 0.4873
Model I Few 0.5439 0.5097
Model 2 NA 0.7572 0.7529
Model 2 Aug 0.7533 0.7479

Table 2: Results on the Spanish dataset across all models
and combinations of tasks and strategies. ChatGPT-4 is
denoted as Model 1; XLM-Roberta as Model 2. “Aug”
refers to data augmentation applied to the training set.

Specifically, we achieved first place in both binary
and multiclass tasks for English, fifth and first place
for Spanish binary and multiclass tasks respectively,
fourth and second place for German, and sixth and
fourth place for Urdu binary and multiclass tasks
respectively.

Figure 5 shows the confusion matrices obtained
on the development set for RoOBERTa across lan-
guages. In English, the model more accurately pre-
dicts Hope than Not Hope, but tends to misclassify
Hope as Not Hope more often, reflecting a slight

Task: Binary Task: Multiclass

Strategy
Zero

Few

UR ESP

Model

GER UR

Model

Figure 3: F1 scores for zero vs few prompt strategy with
ChatGPT-4 (2023-2025) across all datasets.



(a) Binary Task

Model Strategy F1-Score Accuracy
Model 1 Zero 0.7734 0.7773
Model 1~ Few 0.7740 0.7785
Model2 NA 0.8813 0.8830
Model 2 Aug 0.8778 0.8797
(b) Multiclass Task
Model Strategy F1-Score Accuracy
Model I Zero 0.5912 0.5682
Model 1  Few 0.5814 0.5546
Model 2 NA 0.8344 0.833888
Model 2 Aug 0.8350 0.8343

Table 3: Results on the German dataset across all models
and combinations of tasks and strategies. ChatGPT-4 is
denoted as Model 1; XLM-Roberta as Model 2. “Aug”
refers to data augmentation applied to the training set.

(a) Binary Task
Model Strategy F1-Score Accuracy
Model 1 Zero 0.8082 0.8110
Model 1  Few 0.8323 0.8343
Model 2 NA 0.9456 0.9457
Model 2 Aug 0.9268 0.9272
(b) Multiclass Task
Model Strategy F1-Score Accuracy
Model 1 Zero 0.6203 0.6227
Model 1  Few 0.6127 0.6239
Model 2 NA 0.7547 0.7586
Model 2 Aug 0.7085 0.7109

Table 4: Results on the Urdu dataset across all models
and combinations of tasks and strategies. ChatGPT-4 is
denoted as Model 1; XLM-Roberta as Model 2. “Aug”
refers to data augmentation applied to the training set.

bias toward Hope. In the Spanish and German sets,
while in Spanish RoBERTa is better at classifying
Hope contrarily to German, the model makes more
frequent errors misclassifying Hope than Not Hope.
And Urdu shows the most balanced results.
Analyzing the multiclass confusion matrices in
Figure 6, we observe distinct performance patterns
across languages. In English, the model most ac-
curately classifies Not Hope, followed by mod-
erate success with Generalized Hope, and lower
accuracy for Realistic Hope and Unrealistic Hope.

Task: Binary Task: Multiclass

08

06

Strategy
Augmented
NA

0.4

02

0.0

Figure 4: F1 scores for normal and data augmentation-
trained RoBERTa across all datasets.
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(a) Binary Task

User name Acc Avg Mac F,

dmadera 0.8634 0.8632

nomanjaffarll  0.8629 0.8629

oluwatobi 0.8610 0.8608

julkarnaeen 0.8610 0.8606

teddymas 0.8557 0.8548

(b) Multiclass Task

User name Acc Avg Mac F;
dmadera 0.7801 0.7304
nomanjaffarl 1 0.7729 0.7121
priya27 0.7680 0.7111
ahmedembedded 0.7622 0.7028
teddymas 0.7457 0.6999

Table 5: Comparison with top 5 results in the competi-
tion for Task 1 and Task 2 for English.

(a) Binary Task

User name Acc Avg Mac F;
nomanjaffarll  0.8499 0.8498
teddymas 0.8479 0.8478
julkarnaeen 0.8407 0.8407
priiyo9 0.8405 0.8404
dmadera 0.8334 0.8326
(b) Multiclass Task
User name Acc Avg Mac F,
dmadera 0.7660 0.7067
teddymas 0.7358 0.6856
nomanjaffarll  0.7533 0.6856
abit7431 0.7377 0.6711
priiyo9 0.7433 0.6706

Table 6: Comparison with top 5 results in the competi-
tion for Task 1 and Task 2 for Spanish.

The most frequent confusions involve Generalized
Hope being misclassified as Realistic Hope and
as Not Hope. For Spanish, the model performs
strongly on Not Hope and reasonably well on Gen-
eralized Hope, but struggles more with Realistic
Hope and Unrealistic Hope. On the other hand,
for German, the model excels at identifying both
Not Hope and Generalized Hope, while achieving
moderate accuracy on Realistic Hope and perform-
ing poorly on Unrealistic Hope. Finally, for Urdu,
the model shows strong performance on Not Hope,
decent accuracy on Generalized Hope and Unreal-
istic Hope, but severely underperforms on Realistic
Hope. The most frequent misclassifications are
between Generalized Hope and Unrealistic Hope

6 Discussion

The results indicate that ROBERTa consistently out-
performed ChatGPT-4 across most tasks and lan-
guages, particularly in the more structured binary
classification setting. These findings are consistent
with prior research in related NLP tasks, where fine-
tuned supervised transformers such as RoOBERTa



Figure 5: Confusion matrices for the binary classifica-
tion task of the best model (XLM-RoBERTa) across
four languages: English (top left), Spanish (top right),
German (bottom left), and Urdu (bottom right).

82
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44 36

153 13

26

109
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Figure 6: Confusion matrices for the multiclass classifi-
cation task of the best model (XLM-RoBERTa) across
four languages: English (top left), Spanish (top right),
German (bottom left), and Urdu (bottom right).

73

(a) Binary Task

User name Acc Avg Mac F;
teddymas 0.8746 0.8726
nomanjaffarll  0.8742 0.8715
abit7431 0.8668 0.8638
dmadera 0.8647 0.8633
unstoppable 0.8576 0.8568
(b) Multiclass Task
User name Acc Avg Mac F;
nomanjaffarll  0.8345 0.7013
dmadera 0.8229 0.6968
teddymas 0.8135 0.6944
abit7431 0.8172 0.6778
julkarnaeen 0.8004 0.6741

Table 7: Comparison with top 5 results in the competi-
tion for Task 1 and Task 2 for German.

(a) Binary Task
User name Acc Avg Mac F;
abit7431 0.9499 0.9498
nomanjaffarl1 0.9499 0.9498
teddymas 0.9499 0.9498
oluwatobi 0.9480 0.9480
ahmedembedded 0.9461 0.9461
dmadera 0.9451 0.9451
(b) Multiclass Task

User name Acc Avg Mac F;

nomanjaffarll  0.7836 0.6526

abit7431 0.7736 0.6482

teddymas 0.7655 0.6314

dmadera 0.7769 0.6079

priiyo9 0.7636 0.6015

Table 8: Comparison with top 5 results in the competi-
tion for Task 1 and Task 2 for Urdu.

often outperform Large Language Models (LLMs)
on tasks requiring nuanced understanding of short
texts. For instance, Krugmann et al. (2024) and
Zhang (2024) highlight that models like SIEBERT
and RoBERTa excel on short-form content where
LLMs tend to struggle.

Furthermore, our results are also similar to those
in the baseline experiments made by Sidorov et
al. (2024) and Balouchzahi et al. (2025). Table 9
shows the comparison between the baseline results
obtained with RoBERTa variants presented by the
authors and our Test set results. Sidorov et al. used
the model “FacebookAl/xIm-roberta-base” for En-
glish, Spanish, and German. Balouchzahi et al.
used “urduhack/roberta-urdu-small” for the Urdu
dataset. All models were obtained through Hug-
gingFace. Meanwhile, we used the same model for
all datasets ( “xIm-roberta-large”) and fine-tuned
it using the training set plus data augmentation.
As the table shows, we outperformed the baseline
results, confirming that XML-RoBERTa is a pow-
erful transformer for hope detection and that the



(a) Binary Task

Authors ENG ES GER UR

1 0.8623  0.8369 0.8704 -

2 - - - 0.6961
3 0.8632 0.8326 0.8633 0.9451

(b) Multiclass Task

Authors ENG ES GER UR

1 0.6907 0.6801 0.6878 -

2 - - - 0.4801
3 0.7304 0.7067 0.6968  0.6079

Table 9: Comparison of Avg Macro F; scores between
baseline results from Sidorov et al. (1), and Balouchzahi
et al. (2), and our proposed method (Madera et al. (3))
evaluated on the test set.

addition of data augmentation can lead to better
performance.

Interestingly, our experiments showed a strong
performance in under-resourced languages such as
Urdu and German, an unexpected outcome given
that English and Spanish are more prominently rep-
resented in large-scale datasets and benchmarks
(Balouchzahi et al., 2025). The binary confu-
sion matrices indicate that linguistic features or
language-specific training data characteristics influ-
ence how the model allocates predictions between
the two classes, with German and Spanish showing
the strongest biases toward ‘Not Hope’ compared
to English and Urdu. The fact that both models
maintained reasonable effectiveness across these
languages suggests that multilingual models like
XLM-RoBERTa can successfully transfer knowl-
edge to underrepresented languages. However, fur-
ther investigation is needed to confirm this trend
and to ensure equitable performance across diverse
linguistic contexts.

In contrast, for the multiclass classification task,
all models perform best at predicting ‘Not Hope’,
with the exception of German, where the model
excels. Across Spanish, German, and Urdu, ‘Real-
istic Hope’ consistently emerges as the most chal-
lenging class to predict. This multiclass analysis
highlights the model’s difficulties in distinguishing
nuanced hope categories across languages, with
each language exhibiting distinct patterns of confu-
sion between specific class pairs.

It is important to note that we trained RoOBERTa
with scarce computational resources and a short
time-period. Therefore, while we obtained supe-
rior results, these can be improve with prolonged
training or further hyperparameter optimization.

Finally, regarding ChatGPT-4, we recommend
exploring additional prompting techniques and test
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in smaller batch settings. Generative Al has great
potential for sentiment analysis and its continu-
ous growth in use (Kim, 2024), including cases
of emotional companionship, justifies the need for
continued research on how they can detect complex
emotions such as hope.

7 Conclusion

Hope speech detection is a growing field in NLP
that seeks to identify expressions of expectation,
aspiration, or encouragement. These emotions have
a key role on human behavior and emotional well-
being (Balouchzahi et al., 2023). In the present
study, we evaluate and compare the effectiveness
of two approaches: transformer-based model XML-
RoBERTa with and without data augmentation, and
the generative large language model ChatGPT-4
using zero-shot and few-shot prompting. We use
the multilingual dataset provided by the PolyHope-
M shared task at RANLP 2025, and assess both
binary and multiclass classification tasks across
English, Spanish, German, and Urdu.

The results demonstrate that RoOBERTa consis-
tently outperformed ChatGPT-4 across all tasks and
languages, with notable higher performance in the
binary classification setting. These findings sup-
port prior evidence that supervised model remain
highly effective for short-text emotion detection,
while LLMs may struggle due to their context de-
pendence. For future work, we suggest exploring
other prompts that leverage the LLMs generative
abilities for better classification, as well as further
hyperparameter optimization for RoBERTa mod-
els.
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