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Preface

The International Conference on Recent Advances in Natural Language Processing (RANLP) is a well-
established biennial forum that brings together computational linguists and NLP practitioners to present
and debate the latest developments in the field. Over the years, it has become a key venue for reporting
emerging trends and shaping ongoing research directions.

In 2025, the focus of accepted submissions has shifted markedly: while earlier conferences highlighted
pre-trained encoders, encoder–decoder architectures, and deep learning technologies, this year’s
Proceedings are dominated by work on generative large language models (LLMs). About 70% of papers
accepted as talks report experiments with generative models.

Many contributions explore and critically examine the potential of these models to address both long-
standing and novel NLP challenges, especially in natural language generation (NLG) tasks such as
question answering, summarisation, reasoning, and caption generation.

A substantial number of accepted papers investigate the use of generative LLMs beyond NLG
performance — employing them as evaluators (LLM-as-a-Judge), as tools for annotation and
interpretation, and as generators of synthetic datasets. Many authors report experiments with
various prompting strategies. Several contributions contrast generative models with encoder–decoder
architectures or adopt a multi-LLM perspective, shedding light on the diverse strengths and limitations
of alternative approaches.

It is especially gratifying that RANLP continues to serve as a platform for the introduction of
new metrics, methods, and publicly available resources, with notable contributions in multilingual
settings and in languages beyond English, including Arabic, Bangla, Chinese, Hebrew, Korean, Nepali,
Romanian, Russian, and Ukrainian.

The conference attracted 234 submissions (a notable increase of 42% on 2023 RANLP edition), and
accepted 35 regular papers, 48 short papers, 78 posters, and 5 demos (excluding workshops). The event
was attended by 215 participants from 44 countries.

The conference in 2025 features four keynote speakers:

• Eneko Agirre (University of the Basque Country, Spain): LLMs and low-resource languages,

• Preslav Nakov (MBZUAI Abu Dhabi, UAE): Towards Truly Open, Language-Specific, Safe,
Factual, and Specialized Large Language Models,

• Roberto Navigli (Sapienza University of Rome, Italy): Do Large Language Models Understand
Word Meanings?,

• Anna Rogers (IT University of Copenhagen, Denmark): Large language models and factuality

Reflecting the themes of the keynote talks, research on factuality continues to be a central focus
at RANLP. Other longstanding topics include multilinguality with special attention to low-resource
languages, multimodal approaches (language and vision), and studies on sentiment, emotion, and opinion
analysis. These topics are prominently represented in the RANLP Proceedings, demonstrating both their
high relevance and their evolving methodological approaches.

This is the third edition of RANLP, which offers the summer school Deep Learning and LLMs for NLP
as a pre-conference event. Its engaging three-day program blends theoretical foundations with hands-on
tasks and competitions, built around the latest developments in the rapidly evolving world of LLMs.

RANLP also hosts a popular Student Research Workshop and a diverse array of post-conference
workshops:
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• OMMM 2025 – The first Interdisciplinary Workshop on Observations of Misunderstood,
Misguided and Malicious Use of Language Models,

• LM4DH 2025 – The first Workshop on Natural Language Processing and Language Models for
Digital Humanities

• R2LM 2025 - From Rules to Language Models: Comparative Evaluation of NLP Methods

• Gaze4NLP 2025 – The first International Workshop on Gaze Data and Natural Language
Processing

• GlobalNLP 2025 – Workshop on Beyond English: Natural Language Processing for all Languages
in an Era of Large Language Models

• LowResNLP 2025 – Advancing NLP for Low-Resource Languages

• EthicalLLMs 2025 – The first Workshop on Ethical Concerns in Training, Evaluating and
Deploying Large Language Models

• CASE 2025 – The 8th Workshop on Challenges and Applications of Automated Extraction of
Socio-political Events from Text

as well as Shared Tasks:

• M-DAIGT – Multi-Domain Detection of AI-Generated Text

• Identification of the Severity of the Depression in Forum Posts, hold together with the workshop
LM4DH 2025

• Multilingual Coreference Resolution

• Sentiment Analysis on Arabic Dialects in the Hospitality Domain: A Multi-Dialect Benchmark

We sincerely thank our keynote speakers and workshop organisers for accepting our invitations, as well
as the lecturers and tutors of the summer school and tutorials for their dedication and inspiring sessions.

We are also grateful to the 125 members of the Programme Committee and all additional reviewers,
whose expertise ensured that the highest-quality papers were included in the Proceedings and provided
invaluable feedback to the authors.

Our heartfelt thanks go to Marie Escribe, who took leadership of the Organising Committee, and to
all committee members, who volunteered to support the conference: Maram Alharbi, Elena Blagoeva,
Salmane Chafik, Milica Ikonić Nešić, Alicia Picazo Izquierdo, Lucia Sevilla Requena, and Milena
Slavcheva. Your energy, unwavering commitment, hard work, all the time and effort you poured in
truly made this conference happen.

Finally, we extend our gratitude to Lancaster University and the Institute of Information and
Communication Technologies at the Bulgarian Academy of Sciences for their unwavering support,
as well as to our generous sponsors: Bulgarian National Research Fund via grant KP-06-MNF/11 -
09.06.2025, Mind Bridge AI, GraphWise, Iris.AI, Cambridge University Press and ELRA.

Many thanks to you all – your contributions made this conference possible. We hope you find RANLP-
2025 insightful, rewarding, and enjoyable.

Varna, 8 September 2025
Galia Angelova, Maria Kunilovskaya, Marie Escribe and Ruslan Mitkov
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